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Operational research is a set of quantitative and other scientific methods used to determine 
optimal economic and technical solutions to complex problems. Operational researches 
are mathematical disciplines, but at the same time they are also basic disciplines in 
management. They are named after the research of operations in organizational systems 
with the purpose of their optimization. They were first developed for military purposes, 
and only later was their usefulness in managing business systems noticed.
Known areas of operational research include: linear programming, nonlinear 
programming, integer programming, transport problems, network optimization, 
multicriteria optimization, etc. As a rule, when modeling specific problems, the 
research operates with many quantities (variables) upon which appropriate restrictions 
are imposed. The set of those values of given quantities – that satisfy the set system of 
constraints – is called the set of admissible solutions.
The set of admissible solutions can have many elements, even an infinite number of 
admissible solutions. To choose an admissible solution, we must know the criterion 
on the basis of which it can be concluded, so we can decide whether one admissible 
solution is better than the other.
The problems that are most often solved by applying linear programming are generally 
problems of allocating limited resources between competing activities in the best 
(optimal) way. The word programming in the name LP does not refer to computer 
programming (as in writing programs), but is a synonym for planning. This means that 
linear programming involves planning activities to get the optimal result, i.e., the best 
result from possible solutions according to a set goal, or a so called goal function.
This edition covers different topics from advanced operational researches, including: 
optimization and linear programming, graph-based techniques and route planning, 
operations research in logistics problems, and methods for resource allocation.
Section 1 focuses on optimization and linear programming, describing a new approach 
for solving linear fractional programming problems with duality concept, a particle 
swarm optimization algorithm for solving pricing and lead time quotation in a dual-
channel supply chain with multiple customer classes, inverting the multiple-assisting 
tool network problem to solve for optimality, a dynamic active-set method for linear 
programming, and the sliding gradient algorithm for linear programming.
Section 2 focuses on graph-based techniques and route planning, describing route 
optimization of electric vehicle considering soft time windows and two ways of power 
replenishment, the route planning on campus bus in a University, integrating origin-
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xxiv

destination survey and stochastic user equilibrium as a case study for route relocation, 
and research of UAV flight planning parameters.
Section 3 focuses on operations research in logistics problems, describing optimization 
of urban rail transportation in emerging countries using operational research techniques, 
a review on strategic, tactical and operational decision planning in reverse logistics 
of green supply chain network design, research on agri-food cold chain logistics 
management system, a use case of sea-port operational efficiency by an evaluation of 
five Asian ports using stochastic frontier production function model, and the design of 
urban traffic in Ferizaj through operational research.
Section 4 focuses on methods for resource allocation, describing application of the two 
non-zero component lemma in resource allocation, energy efficient non-cooperative 
methods for resource allocation in cognitive radio networks, an alternative interpretation 
of mixed strategies in n-person normal form games via resource allocation, and a 
dynamic optimization technique for resource allocation problems in a production 
company.
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ABSTRACT

Most of the current methods for solving linear fractional programming (LFP) 
problems depend on the simplex type method. In this paper, we present a new 
approach for solving linear fractional programming problem in which the 
objective function is a linear fractional function, while constraint functions 
are in the form of linear inequalities. This approach does not depend on the 
simplex type method. Here first we transform this LFP problem into linear 
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programming (LP) problem and hence solve this problem algebraically using 
the concept of duality. Two simple examples to illustrate our algorithm are 
given. And also we compare this approach with other available methods for 
solving LFP problems.

Keywords:- Linear Fractional Programming, Linear 
Programming, Duality

INTRODUCTION

The linear fractional programming (LFP) problem has attracted the interest 
of many researches due to its application in many important fields such 
as production planning, financial and corporate planning, health care and 
hospital planning.

Several methods were suggested for solving LFP problem such as the 
variable transformation method introduced by Charnes and Cooper [1] and 
the updated objective function method introduced by Bitran and Novaes 
%�'���#	�
�����	����������������	�*+��;���!	����������	<��=�!	���!��	���
programming problem and uses the variable transformation  in 
such a way that  �������;	��
	������	����������������
LFP to an LP problem. And the second method solves a sequence of linear 
programming pro- blems depending on updating the local gradient of the 
fractional objective function at successive points. But to solve this sequence 
of problems, sometimes may need much iteration. Also some aspects 
concerning duality and sensitivity analysis in linear fractional program were 
discussed by Bitran and Magnant [3] and Singh [4] , in his paper made 
a useful study about the optimality condition in fractional programming. 
Assuming the positivity of denominator of the objective function of LFP over 
the feasible region, Swarup [5] extended the well- known simplex method 
�����!=	��	�*+���#���;���	�����������������	���
���	!�>�����	��	�	������!��
��
���	�����	���������������������?�	�	�	���	����	>��������������	=	���	�
repeated, since F is increased at every step and the same basis cannot yield 
two different values of F. While at the same time the maximum value of the 
objective function occurs at of the basic feasible solution. Recently, Tantawy 
[6] has suggested a feasible direction approach and the main idea behind this 
method for solving LFP problems is to move through the feasible region via 
a sequence of points in the direction that improves the objective function. 
Tantawy [7] also proposed a duality approach to solve a linear fractional 
programming problem. Tantawy [8] develops another technique for solving 
LFP which can be used for sensitivity analysis. Effati and Pakdaman [9] 
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propose a method for solving interval-valued linear fractional programming 
problem. A method for solving multi objective linear plus linear fractional 
programming problem based on Taylor series approximation is proposed by 
Pramanik et al. [10] . Tantawy and Sallam [11] also propose a new method 
for solving linear programming problems.

In this paper, our main intent is to develop an approach for solving linear 
fractional programming problem which does not depend on the simplex type 
�	�����	����	��	�������	�����=	��	Z������������������=	����
��!��	��
as the problem size increases; this method may prove to be less sensitive 
���;���!	����^	��"������;�;	�>�
��������!!>���!��	������������!�;�����������
problem is transformed into linear programming problem by choosing an 
initial feasible point and hence solves this problem algebraically using the 
concept of duality.

DEFINITION AND METHOD OF SOLVING LFP

A linear fractional programming problem occurs when a linear fractional 
function is to be maximized and the problem can be formulated 
mathematically as follows:

Maximize 
Subject to,

  `   (1)

where c, d and , A is an   and _� ���� {� ��	�
scalars.

We point out that the nonnegative conditions are included in the set of 
constraints and that ��������	������
	���=	���	����;�����	��|�

To transform the LFP problem into LP problem, we choose a feasible 
point  of the compact set X. Then

      (2)
is a given constant vector computed at a given feasible point . Thus 

the level curve of objective function for (1) can be written as

Hence the linear programming problem is as follows:
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Maximize 
Subject to,

      (3)
Proposition

If  solves the LFP problem (1) with objective function values  then 
 solves the LP problem defined by (3) with objective function value 

.
Now rewrite the LP problem (3) in the form

Maximize 
Subject to,

      (4)

where, CT is a matrix whose row is represented by  and
, A is a  matrix,  we point out that the nonnegative 
conditions are included in the set of constraints.
Now consider the dual problem for the linear program (4) in the form
Minimize 
Subject to,

       (5)
Since the set of constraints of this dual problem is written in the matrix 

form hence we can multiply both side by a matrix , where 

 and the columns of the matrix T2 constitute the bases of 

.
Thus this implies

   (6)

If we define  matrix P of nonnegative entries such that 
, then (6) can be written as

 (7)
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where , Equation (7) will play an important role for 
finding the optimal solution of the LP problem (4). Using the Equation (7) 
the equivalent LP problem of (5) can be written as

Minimize 
Subject to,

      (8)

With , the linear programming (8) has the dual 
programming problem in just one unknown Z in the form.
Maximize Z
Subject to,

     (9)
Note: The set of constraints of the above linear programming problem will 

give the maximum value ������!�����!!��	
�	���!����	�����=	����������������
this optimal value. We have to note that from the complementary slackness 
theorem the corresponding dual variable will be positive and the remaining 
dual variables will be zeros for the corresponding non active constraints.

ALGORITHM FOR SOLVING LFP PROBLEMS

The method for solving LFP problems summarize as follows:
~� Step 1: Select a feasible point  and using Equation (2) to 

compute .
~� Step 2: Find the level curve of objective function

Hence find the LP problem (2) which can be rewritten as (3).

~� Step 3: Compute , and the matrix T2 as the bases of 
.

~� Step 4: Find the matrix P of nonnegative entries such that 
 and hence compute .

~� Step 5: Find the LP problem (8) and dual of this LP (9). Use 
�	� *�� ���� ��� 
��� �	� �;����!� =�!�	�  and also determine the 
corresponding active constraints and use the constraint of (8) to 
compute vT.
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~� Step 6: Find the dual variables , for each positive 
variable �
����	�����	�;�����������=	��	�����
constraint of the matrix A.

~� Step 7: Solve a n×n system of linear equations for these set of 
active constraints (a subset from a m+n constraints) to get the 
optimal solution of LP problem (4) and hence for the LFP problem 
(1).

COMPUTATIONAL PROCESS

Choose  in such a way that

The level curve is .

Then  or 

Find P such that .
Compute 
Formulate, Maximize Z
Subject to, 
Find  and corresponding active constraint and compute vT for ;

Then ��	��	�
���ZT from corresponding n×n active constraints 
�����
	�����;�����=	 uT;
Compute  and .

NUMERICAL EXAMPLES

Here we illustrate two examples to demonstrate our method.
Example 1: Consider the linear fractional programming (LFP) problem

Maximize 
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Subject to,

Solution:

~� Step 1: Let , then  and hence we have

~� Step 2: Therefore we have the following LP problem

Maximize 
Subject to,

Dual problem for this LP problem is

Minimize 
Subject to,
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~� Step 3: Compute .

And the matrix .
~� Step 4: Compute nonnegative matrix P such that ,

.

Also compute 

~� Step 5: We get the LP problem of the form
Maximize Z
Subject to,
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+��� ����*��;���!	���	��	�� ���� �	�
��������������� ��� �	���!������=	�
constraint and this active constraint shows that the maximum optimal value 
is

. Corresponding this active constraint of (8), we get the dual variables 

Step 6: Compute  with objective value .
This indicates that in the original set of constraints the first and the second 
constraints are the only active constraints.

~� Step 7: Solve the system of linear equations

We get the optimal solution  of the LP problem with objective value 

.
Finally we get our desired optimal solution of the given LFP problem is 

 with the optimal value .
Example 2: Consider the linear fractional programming (LFP) problem

Maximize 
Subject to,
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Solution:

~� Step 1: Let  and hence we have

~� Step 2: Therefore we have the following LP problem

Maximize 
Subject to,

Dual problem for this LP problem is

Minimize 
Subject to,

~� Step 3: Compute .

And the matrix .
~� Step 4: Compute nonnegative matrix P such that ,

.

Also compute 
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~� Step 5: We get the LP problem of the form
Maximize Z
Subject to,

+��� ����*��;���!	���	��	�� ���� �	�
��������������� ��� �	���!������=	�
constraint and this active constraint shows that the maximum optimal value 
is . Corresponding to this active constraint of (8), we get the dual 
variables

~� Step 6: Compute  with objective value .
This indicates that in the original set of constraints the first and the third 
constraints are the only active constraints.

~� Step 7: Solve the system of linear equations

We get the optimal solution  of the LP problem with objective 
value .
Finally we get our desired optimal solution of the given LFP problem is 

 with the optimal value .

Table 1. Results of existing and our methods for Example 1 and Example 2.

Bitran and Novea Swarup Tantawy Our Method

Example 
1

3 iterations with 
lots of calcula-
tions

3 iterations with 
clumsy calcula-
tions

2 iterations 1 iterations 
with simple 
calculations

Example 
2

3 iterations 3 iterations 2 iterations 1 iterations
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Now different methods can be compared with our method and all the 
methods give the same results for Example 1 and Example 2. Table 1 shows 
the results of number of iterations that are required for our method and the 
existing methods for these Examples.

COMPARISON

In this Section, we find that our method is better than any other available 
method. The reason can be given as follows:

§ Any type of LFP problem can be solved by this method.
§ The LFP problem can be transformed into LP problem easily with 

initial guess.
§ In this method, problems are solved by algebraically with duality 

concept. So that it’s computational steps are so easy from other methods.
��#	�
��!��	��!�����=	��	��<���$!����������	����
§ In some cases of numerator and denominator, other existing methods 

are failed but our method is able to solve any kind of problem easily.

CONCLUSION

In this paper, we give an approach for solving linear fractional programming 
problems. The proposed method differs from the earlier methods as it is 
based upon solving the problem algebraically using the concept of duality. 
This method does not depend on the simplex type method which searches 
along the boundary from one feasible vertex to an adjacent vertex until the 
optimal solution is found. In some certain problems, the number of vertices 
is quite large, hence the simplex method would be prohibitively expensive in 
computer time if any substantial fraction of the vertices had to be evaluated. 
But our proposed method appears simple to solve any linear fractional 
programming problem of any size.
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ABSTRACT

The combination of traditional retail channel with direct channel adds a 
new dimension of competition to manufacturers’ distribution system. In this 
paper, we consider a make-to-order manufacturer with two channels of sale, 
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sale through retailers and online direct sale. The customers are classified 
into different classes, based on their sensitivity to price and due date. The 
orders of traditional retail channel customers are fulfilled in the same period 
of ordering. However, price and due date are quoted to the online customers 
based on the available capacity as well as the other orders in the pipeline. 
We develop two different structures of the supply chain: centralized and 
decentralized dual-channel supply chain which are formulated as bilevel 
binary nonlinear models. The Particle Swarm Optimization algorithm is 
also developed to obtain a satisfactory near-optimal solution and compared 
to a genetic algorithm. Through various numerical analyses, we investigate 
the effects of the customers’ preference of a direct channel on the model’s 
variables.

INTRODUCTION

The rapidly expanding Internet provides an opportunity for organizations to 
distribute their products via both direct channel and traditional retail channel. 
Some personal computer manufacturers (like Dell company), apparel 
retailers, and automotive industries (like General Motors) are examples of 
companies that use hybrid of both direct and retailer channels.

"���	����	�������	!>��	�
������	����������������	������	��!��������
"��	��	���#	�	� ��	� �� ����	�� ��� �	�	
��� ����� ���	��� ����	!� �������������
such as controlling the distribution and pricing directly, providing a broader 
;��������	!	�����>�������;��=����
�����=�����!����%�'�

�	�;��	�����������	!����	�	
������������;���������!���	�����	�����	�
market, combining the retail distribution channel with direct channel may 
pose some challenges, including pricing policies, distribution strategies, and 
������������	������;!��	��������	���!����;�����	�����	�����������;���!>�
personal, products, and technology by multiple channels [2].

To overcome these challenges, supply chain’s members negotiate the 
retail as well as wholesale price to cooperate with each other. In addition 
to the product price, there are other factors such as product availability and 
service quality that contribute to consumer preference of the direct channel 
[3].

Delivery lead time is one of the important factors that can affect 
customers’ demand [3]. This is the reason many e-retailers, such as Amazon.
com, BestBuy.com, Walmart.com, and FYE.com, try to offer competitively 
quoted lead times [4].
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This paper is focused on competitive pricing strategy as well lead time 
decisions in a supply chain for a manufacturer that sells the products through 
two channels. One channel is the traditional one in which the firm uses an 
intermediary to reach final consumers, while the other is a direct channel in 
which the customer places direct orders through the Internet. It is assumed 
that there are multiple classes of customers in the market. The demand of 
each class depends on the price and lead time. A finite planning horizon is 
considered, where the production capacity in each period is finite but varies. 
The manufacturer has to respond to the customers quickly, based on the 
available capacity and the orders in pipeline. Due to the finite production 
capacity and the demand sensitivity to price and lead time changes, the 
manufacturer needs to decide on the selling price and the lead time of direct 
customers, the contract terms with the retailer, and the wholesale price as 
well as the production schedule to maximize his own profit.

We consider two different cases, centralized and decentralized dual-
channel supply chain. We propose a model to determine suitable lead time 
and price, simultaneously for each case. In a decentralized dual-channel 
supply chain, the two members interact within the framework of Stackelberg 
game. Under this framework, the manufacturer, as the leader, determines 
the wholesale price for retailer and also a price and lead time for direct sale 
in each period. The intermediary then reacts by choosing a retail price to 
��Z���^	���������;��
�������	���	�����>��������	����!�^	�����!?����	!�
supply chain, the direct sale price, the traditional retail price, and the quoted 
lead time in the direct channel are determined by a vertically integrated 
manufacturer.

The resulting models happen to be binary nonlinear programs. These 
kinds of problems with large dimensions are not usually solved by exact 
algorithms. Therefore, an alternative method for solving the models is to use 
metaheuristic algorithms to obtain a near-optimal solution with reasonable 
computational time. Thus, an algorithm of Particle Swarm Optimization 
(PSO) is developed to solve the models. The results will be compared, in 
terms of solution quality and computational time, with genetic algorithm 
(GA).

The remainder of this paper is structured as follows. Section 2 reviews 
the more relevant literature. We formulate the models in Section 3. The 
principles of the PSO metaheuristic and our algorithm are explained 
in Section 4. Section 5 presents some numerical examples of our model 
to examine the effects of customer preference of a direct channel on the 
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pricing strategies and lead time decisions. Our conclusions are summarized 
in Section 6.

LITERATURE REVIEW

This paper focuses on competition in a dual-channel supply chain. A 
comprehensive review of multichannel models can be found in [1, 5].

Several researchers and practitioners have focused on dual-channel 
supply chains during the last decade. Different aspects of this chain are 
investigated. Most of the papers that formulated the dual-channel supply 
chain focused on the competition context in the supply chain and pricing 
optimization issues in each channel [6–9]. The researchers combined the 
pricing issues with other aspects of supply chain. In this regard, we can refer 
to sales effort determining and service management in each channel [10–
13], contract optimization [6, 14], disruption management [15–17], product 
variety in supply chain [18, 19], and multiperiod model [20].

Besides parameters such as price, services, and quality that can affect the 
demand process, the lead time (or due date) is also an important parameter. 
Some researchers have considered that the quoted lead times (or due dates) 
also affect customers’ decisions on placing an order (e.g., Duenyas and 
Hopp [21]; So and Song [22]; Easton and Moodie [23]; Keskinocak et al. 
[24]; Webster [25]; Watanapa and Techanitisawad [26]; Charnsirisakskul et 
al. [27]; Mustafa et al. [28]; Chaharsooghi et al. [29]; and Chaharsooghi et 
al. [30]). However, the above papers have not addressed the dual-channel 
distribution issue. The papers by Chen et al. [31]; Hua et al. [3]; Xu et al. 
%��'�������
�	���!��%��'�������	���!��%�'����������$������	!!	�%��'���	����	�
examples that investigated lead time optimization in the dual-channel supply 
chain.

Xu et al. [32] considered the unit delivery cost (m/t) with m > 0 if the 
product is to be delivered with lead time t�������
� 	�� �!�� %��'� ������	�	��
the combination of two production approaches: make-to-order and make-
��?����$�������	�����!��	�����	!����������	��������	�����	!>��	�;	���=	!���
The demand depends on the prices, the quoted delivery lead time, and the 
product differentiation.

Yang et al. [4] modeled delivery lead time optimization for perishable 
products in a dual-channel supply chain. Modak and Kelle [34] considered 
that the demand not only is dependent on price and delivery time but also is 
stochastic.
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The lead times in the above papers are determined exogenously (determined 
by the sales department, without knowing the actual production schedule). 
In addition, the production capacity is unlimited. Table 1 illustrates the 
major literature review with our paper included.

Table 1. Related literature.

Research 
paper

Production type Pric-
ing 
deci-
sion

Due date quota-
tion

Ca-
pacity 
con-
straint

Pro-
duc-
tion 
plan-
ning

Cus-
tom-
er 
class-
es

Com-
petition 
ap-
proach

Make-
to-
stock

Make-
to-
order

Inter-
nally

Exog-
enously

Tsay and 
Agrawal 
[13]

�  �      Nash

Chiang 
et al. [7]

�  �      Nash

Yao and 
Liu [9]

�  �      Bertrand 
and 
Stackel-
berg

Cai et al. 
[6]

�  �      Stack-
elberg, 
Nash

Dan et 
al. [10]

�  �      Stackel-
berg

Huang et 
al. [15]

�  �     Stackel-
berg

Solei-
mani et 
al. [17]

�  �      Nash

Roy et 
al. [12]

�  �      Stackel-
barg

Hua et 
al. [3]

�  �    �  Nash

Xu et al. 
[32]

�  �  �    Nash

�����
�	��
al. [33]

� � �  �    -

Yang et 
al. [4]

�  �  �    Nash
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��
��
and 
Mahanty 
[18]

�  �   �    Nash

Pi et al. 
[16]

�  �      Stackel-
berg

Modak 
and 
Kelle 
[34]

�  �  �    Stackel-
berg

This 
paper

 � � �  � � � Stackel-
berg

Based on the above literature, this paper investigates the joint decision 
on production, pricing, and lead time in a dual-channel distribution system 
where the lead times are assigned internally by the scheduling model. Aside 
from considering the above literature, we address a new model in which 
the production capacity in each period is limited. We also consider multiple 
customer classes that differ in their arrival (commitment) times, quantities 
demanded, and sensitivity to price and lead time.

PROBLEM DESCRIPTION

We consider a dual-channel supply chain in which a manufacturer sells 
to retailers as well as directly to end customers. The planning horizon is 
assumed to be finite and divided into periods of equal length. The capacity 
of the manufacturer is limited but may vary in different periods. Customers 
can be classified with respect to their sensitivity to price and lead time. 
Furthermore, the attributes of customers such as arrival (commitment) 
times, quantities demanded, unit production, and holding costs are different.

In each period, the manufacturer must set a wholesale price for the 
traditional retail channel as well as setting both price and lead time (or due 
date) for the customers of direct channel. For the customers of traditional 
retail channel, the production must be scheduled at the same period, at which 
the order arrives. However, the manufacturer can quote a lead time (due 
date) to the customers of direct channel. The production for these customers 
is scheduled within any period between the arrival time of order and the 
quoted due date. A holding cost occurs for any order of direct channel which 
is completed before the quoted due date.

As mentioned before, in order to evaluate the effects of the delivery 
lead time and customer’s preference of the direct channel on the pricing 
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decisions of the manufacturer and retailer, we consider two different dual-
channel supply chains, centralized and decentralized systems.

Notation

We use the following notation.

Sets
 set of customer classes, based on sensitivity to price and due 

date 

 set of planning periods

Parameters
	����������=�!����	����������	������!��������
Chi: third party holding cost per time period per unit of customer of class i 
���

: production cost of customer of class i �� � in the direct channel in 
period t � T

: production cost of customer of class i �� � in the retail channel in 
period t � T
 Cri: operational cost in the retail channel for customer of class i ���
Cei: operational cost in the direct channel for customer of class i ���
Kt: production capacity available in period t � T

: demand (in terms of production capacity units) for customer of class i � 
� in the retail channel, quoted due date j � [e(i), . . . , T]

: demand (in terms of production capacity units) for customer of class i 
��� in the direct channel, quoted due date j � [e(i), . . . , T]

Decision Variables
Zi,j  : 1 if the due date j, j � [e(i), . . . , T], is selected (quoted) for customer of 
class i ��� in direct channel; 0 otherwise

  : price in the retail channel for customer of class i ���

: price in the direct channel for customer of class i ���
Wi: wholesale price charged for customer of class i ��� in the retail channel 
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Yi,t: total production (in units of capacity) for customer of class i ��� in the 
direct channel in period t � T
Hi: total inventory of customer of class i ���

Demand Function

In line with Kurata et al. [35], Cai et al. [6], and Hua et al. [3], we assume 
that the demand is a linear function of the self- and cross-price and lead 
time, as follows:

   (1)

   (2)
where  denote the consumer demand to the manufacturer and 

the consumer demand to the retailer, respectively, ai denotes the base level 
of industry demand or the demand rate for customer of class i, and �i(0 < 
�i < 1) represents the initial portion of customers of class i that prefer the 
direct channel if the price and lead time are zero. Thus,  represents the 
portion of customers of class i that prefer purchasing from the retailer. The 
��	�
��	���� ���	��	���	�
��	��������	�;���	�	!�������������	����	���
channel and retail channel demand functions, respectively. The cross-price 
sensitivities ��	�	����	�����������������	��		�����	���������	!�>�
and  is the lead time sensitivity of the demand in the direct channel. If the 
lead time  increases by one unit,  units of demand will transfer to the 
retail channel and  units of direct channel’s demand will be decreased. The 
total demand of the two channels should have a negative slope with respect 
to the retailer’s price, the direct sale price, and the quoted lead time. Thus, 
we have .

Following Hua et al. [3], it is assumed that the manufacturer uses dual 
channels to sell their goods, and the base level of industry demand or demand 
rate in both channels is very large; i.e., �i should not be unreasonably small 
or large.

Model of the Decentralized Dual-Channel Supply Chain

In this section, we study a decentralized dual-channel supply chain. In this 
model both the manufacturer and the retailer make their own decisions 
separately to maximize their profits. The manufacturer, as the Stackelberg 
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leader, first determines the wholesale price Wi, the direct sale price , and 
the direct sale quoted lead time . Then, the retailer chooses his own optimal 
retail price  based on the manufacturer’s decisions.

Manufacturer’s Best Response
The goal of the manufacturer as a leader is to maximize his profit, 
considering the capacity constraints and demand constraints in the systems 
and constraints determined by the retailer optimization problem. The 
problem is formulated within the framework of bilevel programming (BLP), 
first level (the manufacturer model called the leader) and second level (the 
retailer model called a follower). In BLP model, each decision maker tries to 
optimize its own objective function without considering the objective of the 
other party. However, the decision of each party affects the objective value 
of the other one as well as the decision space.

First-Level Model: Manufacturer Model

 (3)
S.T.

     (4)

     (5)

    (6)

   (7)

  (8)

 (9)

    (10)
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Second-Level Model: Retailer Model

 (11)
S.T.

 (12)

   (13)

  (14)
#	�
���������	������	��������	�
���?!	=	!����	���=	��	;�	�	����	�����!�

revenue and production cost of direct sales. The third term represents the 
����!�;��
��������	�������!	������	��	���!	�������	���������	�����	����������
cost.

Constraint (4) indicates that the wholesale price cannot be higher than 
the direct channel price; otherwise, the retailer may purchase from the direct 
channel at a lower price. Constraints (5) ensure that only one due date is 
chosen for each direct channel customer order. Constraint (6) ensures that if 
due date j is selected for customer of class i in the direct channel, then exact 

 units must be produced and delivered, where   depends on the selected 
price and due date. Constraint (7) is a capacity constraint that ensures that 
the production capacity in each period is not exceeded. An order of a retail 
channel customer is produced in the customer’s arrival time period and 
delivered instantaneously in the same period, whereas an order of a direct 
channel customer can be produced in any period between its arrival period 
�����	�<���	����	����	��#	�
�����	�������	�!	����������	�������������������
indicates the total production for direct channel customers and the second 
term is the total production for retail channel customers. Constraint (8) 
indicates that an order of a direct channel customer can be produced in any 
period between its arrival period and the quoted due date.

The required inventory for orders is scheduled in any period prior to 
its commitment, and the negotiated due date is controlled by constraint (9), 
where M���������
��	��!��!���	�����	�����������������������	���������������
for customer orders in the direct channel. The term  is a time 
interval between the arrival time of an order and the quoted due date, which 
is called the lead time. The objective function of second-level optimization 
problem for the retailer channel is represented by (11). Constraints (12) and 
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(13) control feasibility as well as demand restrictions.
Without considering constraints (12)–(14) for retailer, its best response 

����	���!	��!	�;���	������	��	
�	��������;����������
Proposition 1. The retailer’s best response to the wholesale price Wi, the 

direct sale price , and the direct quoted lead time  set by the manufacturer 
is as follows:

  (15)
The BLP model (4)–(14) can be formulated as a single level mixed binary 
problem. This is achieved by replacing the lower level problem (12)–(14) 
with its Kuhn–Tucker conditions, which we name Model I, as follows.

Model I

 (16)
S.T.

       (17)

     (18)

     (19)

   (20)

   (21)

  (22)

 (23)

 (24)

   (25)
    (26)
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     (27)

  (28)
Constraints (24)–(27) indicate the optimality condition for the retailer to 

convert the bilevel problem into a single level one.
Proposition 2. For any given due date j, the wholesale price Wi, and the 

direct sale price  for customer class i, the optimal retail price  is always 
positive.

As a result of Proposition 2, it can be concluded that vi is always equal 
to zero, because  in Model I.

Proposition 3. Consider an unlimited production capacity in each period 
for a decentralized dual-channel supply chain. If 
, the dual channel  is strictly jointly concave in Wi and .

From Proposition 3, if , then  is always 
��	��	�� ����^	����#��>� ��� ���� ���	>� �	�����������	��;��
��  is always 
strictly jointly concave in . Thus, for the sake of analytical tractability, 
we will assume that the cross-price effects are symmetric and .

Proposition 4. Let the production capacity be unlimited in each period 
for a decentralized dual-channel supply chain and suppose there is a 

 with

 (29)
Then, the optimal lead time  can be found from  by 

comparing their  values; the one with the largest  value is the optimal 
lead time.

Model of the Centralized Dual-Channel Supply Chain

In a centralized dual-channel supply chain, a vertically integrated 
manufacturer controls the wholesale price Wi, the direct sale price , the 
direct sale quoted lead time , and the retailer sale price . The model, 
called Model II, is as follows.

Model II

 (30)
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S.T.

     (31)

    (32)

  (33)

  (34)

 (35)

 (36)

 (37)

 (38)
#	����	���=	�����������������Z���^	���	�����!�;��
������	��	����!�^	��

��;;!������>���������	������������������	����;��
�������	���!	����;��
���
The remaining constraints are the same as those in Model I.

Proposition 5. Consider an unlimited production capacity in each period for 
a centralized dual-channel supply chain. If 
, then the optimal lead time  can be found from  by 
comparing their  values; the largest  value is the optimal lead time.

SOLUTION APPROACH

Models I and II are 0-1 nonlinear programs with continuous price and 
production decision variables and binary variables for due date selection. It 
is well known that the problem of nonlinear 0-1 programming is NP-hard 
[36]. Thus, these problems cannot be solved easily, and exact algorithms can 
be time consuming when the number of 0-1 variables is large. An alternative 
for solving these models is to use approximate algorithms or heuristic 
methods with reasonable computational times.
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In this paper, PSO metaheuristic is used and compared to the GA for 
modeling and optimization of the pricing and due date setting problems in a 
dual-channel supply chain.

PSO and GA can handle the whole MINLP easily and naturally, and it 
is easy to apply it to various problems for comparison with conventional 
methods.

"���	�
Z��	��	������������=�����!	��Z in the models, then both models 
are converted to quadratic programs that can be solved by the nonlinear 
programming solver LINGO.

Particle Swarm Optimization (PSO)

The PSO algorithm was first proposed by Kennedy and Eberhart [37]. This 
method is based on the information shared among members of a species and 
then used for evolution.

Simple structure, ease of implementation, speed of acquiring solutions, 
and robustness are the advantages of the PSO that persuade us to use it in 
solving the models.

Recently, PSO algorithms were successfully applied to a wide range of 
applications. A comprehensive survey of PSO algorithms and applications 
can be found in the paper by Kennedy et al. [38].

In the proposed PSO algorithm, particle k is represented as 
, which denotes the due dates quoted to N customers. 

For each Lk,i in N-dimensional space, the  is set to one in Models I and 
II, and the other variables ���	�
Z	�����^	�������
customer order i ����

This section will present the application of the PSO algorithm for 
Models I and II. The PSO algorithm for solving these models is illustrated 
in Figure 1.
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Figure 1������������������;�������������	����	�<���������
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The key point in a constrained optimization process is to deal with the 
constraints. We must modify the original PSO method for constrained 
optimization. 

Many methods were proposed for handling constraints, such as methods 
based on preserving the feasibility of solutions, methods based on penalty 
functions, methods that make a clear distinction between feasible and 
infeasible solutions, and other hybrid methods [39]. 

The most straightforward method is the one based on preserving the 
feasibility of solutions. In this method, each particle searches the whole 
space but only keeps track of the feasible solutions. 

To accelerate the process, we derive an upper bound on the search range 
���
�������	�!���	���!	������	���������������	���������	���!��������	���
channel will be nonnegative; i.e., . The upper bounds on lead times 
are given in the following proposition.

Proposition 6. The best due date for each customer i ��� is restricted 
to a range . The lower bound of the range is the arrival time of the 
customer, i.e., , and the upper bound of the range is

  (39)

Genetic Algorithm (GA)

GA is a well-known metaheuristic optimization technique based on Darwin’s 
theory of the “survival of the fittest,” proposed by Holland [40]. The GA 
starts with a group of individuals created randomly. 

#	�����=����!������	�;�;�!��������	��	��	=�!���	����������
��	���=�!�	��
#�������=����!����	��	���	!	��	�����	������	���
��	����#	�	�����=����!��
“reproduce” to create one or more offspring by crossover and mutation 
operators. 

The one-point crossover and swap mutation are used in this article. 
According to the description provided in PSO algorithm, each solution can 
be represented by an integer string with length N (number of customers). 
Each gene represents the due date quoted to each customer.
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The GA algorithm for solving these models is illustrated in Figure 2:

Figure 2�����������������;�������������	����	�<���������

NUMERICAL STUDIES

In this section, we investigate the relation between the wholesale price, the 
direct sale price, and the retail price in the decentralized and centralized 
supply chain. The pricing strategies and quoted lead time decisions are 
compared for the two models using numerical experiments. The parameters 
of the proposed PSO algorithm are selected based on parameter tuning. With 
testing different values for PSO’ parameters, the ones selected are those that 
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gave the best results. The best values of the computational experiments are 
as follows: (1) the values of a population of 30 individuals are used for both 
GA and PSO, (2) the initial inertia weight is set to 0.9, and (3) the values 
of the acceleration constants c1 and c2 are fixed to 0.9. The maximum 
velocity is set as the difference between the upper and the lower bounds, 
which ensures that the particles are able to fly across the problem-specific 
constraints region. The other parameters used in GA are crossover rate of 
0.80 and mutation rate of 0.3. Each instance was run for 50 iterations, and 
30 replications were conducted for each instance. The performance of PSO 
algorithm was compared with MINLP solver GAMS and GA algorithm 
by testing on a set of 8 small size instances in the decentralized (Model I) 
and centralized (Model II) supply chain. Table 2 reports the comparison 
between the GAMS solutions and the presented PSO algorithm. The sum of 
����������	���������	���!	����;��
�������������#��!	�����!!��	��	��!�������
that PSO algorithm can achieve better results than those obtained by GAMS 
solver.

Table 2. A comparison between the GAMS solutions, the presented PSO algo-
rithm, and the GA algorithm.

Prob-
lem 
num-
ber

N T Model I Model II
PSO GAMS 

solver
GA PSO GAMS 

solver
GA

Test1 6 12 10420 
2.90

99659.64 103960.30 1310 
59

126182.57 131190.62

Test2 6 12 19102 
4.60

179887.90 186743.10 2046 
14.50

192186.88 203760.16

Test3 12 12 70010 
7.10

656490.40 687800.42 7867 
10.60

745207.09 784619.42

Test4 12 12 12570 
5.30

116692.20 118314.32 1350
97.20

125816.00 135266.22

Test5 12 12 16089 
0.30

139234.50 161420.60 1850
68.60

164681.83 186343.64

Test6 12 20 12368 
5.50

107878.50 119659.70 1291 
99.40

119983.29 129934.9

Test7 20 20 1384 
19.10

No feasible 139520.10 1467
37.70

82849.83 147780.33

Test8 30 20 1499 
65.6

No feasible 148832.40 1567 
88.81

No fea-
sible

157613.04

N: number of customer classes; T: planning periods.
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Comparing the results of the GA and PSO methods, we can see that there 
is no conclusive winner. In some cases, the GA method results in a better 
solution and in some cases the PSO method does. Due to the simplicity of 
the PSO structure, we use it for our sensitivity analysis.

#�����!�^	��	�	��	����������	!���;����	�	������;���	������;��
��>��	�
considered 18 different problem groups to carry out this numerical study. 
For each group of problems, the production capacity of each period (k) is 
categorized as high and low capacity. The ratio of operational costs in direct 
channel and retailer (Ce/Cr) is categorized as high, medium, and low. We 
can have single class customer problems where the price and lead time 
sensitivities are the same across the customers and multiclass customer 
problems based on the variability of these sensitivities. With this assumption, 
the additional categories are based on price sensitivity variability (PV) and 
lead time sensitivity variability (LV). Table 3 presents the characteristics of 
different groups of problems.

Table 3���;	��
���������������	�	�������;�����;���!	���

Problem number K ( C e /
Cr)

PV LV

1 M M No No

2 H M No No

3 M M No Yes

4 H M No Yes

5 M M Yes No

6 H M Yes No

7 M H No No

8 H H No No

9 M H Yes No

10 H H Yes No

11 M H No Yes

12 H H No Yes
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13 M L No No

14 H L No No

15 M L Yes No

16 H L Yes No

17 M L No Yes

18 H L No Yes

The other parameters are considered as follows:
The holding costs per unit of time for each customer of class i are Chi 

=5, and the production cost in each period t for each customer of class i is 
 . The demand rate for customer of class i, ai, is generated randomly 

from . 
We considered a planning horizon with 12 time periods and 6 customer 

classes arriving during the planning horizon for all problems. Two types of 
arrival time distributions are considered: the arrival times near the beginning 
of planning horizon (B)  ( uniform [1, 4]) and the uniform distribution 
along planning horizon (U) (  uniform [1, 12]) [29, 33].

In all instances, we investigated the effect of customer preference of 
the direct channel, , on pricing and lead time decisions. The results of some 
carried instances are summarized in Figures 3–9 and Tables 4 and 5. 

Tables 4 and 5 show the differences between average values of retailer 
prices ( ) and direct prices ( ) obtained for customer classes and 
�	� ;��
���  under both decentralized (Model I) and centralized 
(Model II) supply chains. In the decentralized supply chain, as illustrated 
���+����	���������>� ������	�	Z��;!	�>��	�����������	����;��
������	��	��
as the customer preference of the direct channel increases, whereas the 
;��
���	��	��	��������	�����!������!!��	�	Z��;!	�������	��	������;��
��
functions are consequence of high operational cost in the direct channel. The 
�	���!	����;��
������	��	����������������	��;�	�	�	��	�����	����	�������	!�
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Figure 3������������	���;��
������	��	�	����!�^	�����!?����	!���;;!�������
for different instances.

Figure 4�� �	���!	��� ;��
�� ��� �	� �	�	����!�^	�� ���!?����	!� ��;;!�� ����� ����
different instances.
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Figure 5. Comparison of the retail price, direct sale price, and wholesale price 
in decentralized dual-channel supply chain for different instances.
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Figure 6. Comparison of the optimal quoted lead time in decentralized dual-
channel supply chain for different instances.

Figure 7����;;!�������;��
������	��	����!�^	�����!?����	!���;;!�����������
different instances.
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Figure 8. Comparison of the retail price and direct sale price in centralized 
dual-channel supply chain for different instances.
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Figure 9. Comparison of the optimal quoted lead time in centralized dual-chan-
nel supply chain for different instances.

Table 4. Comparison of retailer and direct prices under both decentralized and 
centralized supply chain.

Table 5�����;����������������	��;��
������	�������	�	����!�^	�������	����!-
ized supply chain.
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As we can see from Figures 5 and 8, in both the centralized and decentralized 
dual-channel supply chain, when customer preference of the direct 
channel ������	!������	������!	=	!>��	��	���!�;���	 is higher than the direct 
sale price; conversely, when ��	Z�		�������!	=	!>��	����	���;���	��	���	��
higher than the retail sale price. This result shows that if the base level of 
demand or demand rate in one channel is relatively higher than a certain 
threshold, the sale price in that channel should be set higher than the one in 
the other channel.

From Figure 5, in some examples, when ������	!���=	!��!��>��	����	���
��!	�;���	����!���	��	��	<��!�����	���!	��!	�;���	>������	��������	!���=	!��
high, the direct sale price should be set higher than the wholesale price. 
"����	�������>��	�������!��	���������	��������	��!�>��	����	�!	=	!����
demand in the retail channel is high. Thus, the retail price can also be set 
to be high, but according to the low base demand in the direct channel, the 
direct sale price is set to be low. 

The wholesale price must be less than or equal to the direct sale price. 
Therefore, the direct sale price is equal to the wholesale price, and the retail 
price is higher than the wholesale price; conversely, when �� 	Z�		��� �	�
threshold, the base level of demand in the retail channel is low, and the retail 
price is generally also set to be low. 

We know that the wholesale price must be lower than the retail price. 
#	�	���	>���������	�������, the retail price and consequently the wholesale 
price decrease. 

As we can see from Figures 5 and 8, for some values of �, both the 
retail price and the direct price in the decentralized dual-channel supply 
chain should be set higher than those in the centralized one, while the total 
;��
������	��	�	����!�^	�����!?����	!���;;!����������!��	��������������	�
centralized one. 

The negative value of gap in price differences in Table 4 and the positive 
=�!�	� ��� ��;� ���� ;��
��� ���#��!	� �� ���� ���� ������#��� ����� ���� �	��
each partner in the decentralized dual-channel supply chain maximizes his 
���� ;��
�>� ���� !	���� ��� ����!	� �������!�^������� ����!	� �������!�^������
means that the retailer and the manufacturer independently set their price to 
��Z���^	��	���;��
�����������������	��!�>��	�;���	������	�������	���!	��
=�!��	�����;��
�����	�!��	���������	������=	�����!!�����	����	������	!�
[3].
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In instances with low (Ce/Cr) or with high Cr, the direct sale price in 
the centralized setting tends to equal the direct sale price in decentralized 
settings. This trend is also true for retail prices in the two settings. 
Moreover, when Cr is very large, the retail channel has a small impact on 
�	�����������	����;��
��>�������������	������>��	�����������	������������
role in determining prices. 

#	�	���	>� �	� ;���	�� �	
�	�� ��� �	� ���� �	������� �	���	� �!��	�� ���
illustrated in Figure 7, in the centralized dual-channel supply chain, when 
customer preference of the direct channel �����!��	���������	��������	��!�>�
�	� ����!� ;��
�� �	��	��	�� ���� ����	������ �; conversely, when �� 	Z�		���
�	� ��	��!�>� �	� ����!� ;��
�� ����	��	�� ���� ����	������ �. This threshold 
differs from one instance to another. In examples with high direct channel 
operational cost, the threshold is near 1, meaning the function seems as 
�	��	������ ���������� #�� ���;��	� �	� ;��
����!���� ����	�� ��� �	� 
���
according to different direct and retail channel operational costs, we carried 
some more examples by varying these two parameters. Figure 10 shows the 
results. As we can see from Figure 10, under high value of direct channel 
�;	�������!�����>��	�;��
���	��	��	����������	�������. Therefore, it is more 
;��
���!	����	�������	�������	����������������	���!�����	!�
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Figure 10�����;���������� �	�;��
����!������� �	�
������������� �������	�	���
direct and retail channel operational costs.

As we can see from Figures 6 and 9, the high lead time changes depending 
on  in two centralized and decentralized setting show that the delivery lead 
time has a strong effect on the manufacturer’s and the retailer’s pricing 
�����	��	�� ���� ;��
���� �	� ���� �		� �	� �	��!��� ��� ���;��������� �� ���� �� ���
instances 2 and 16, where the unlimited capacity is considered. The quoted 
lead times for the customers are equal to the lower bound or the upper bound 
of the lead time.

�	�;	�����������	����!�������������;��	�����	�!	������	��	Z���!����
���	�����	�;��
����!��������	�
���

�	�������	������;�!���	�����!	������	��	Z���!���������!	������	��	Z���!����>�
�������!	������	��	Z���!����������!	������	��	Z���!���>��	�<���	�����	�	���
!	������	���������	�	���������	�����	���	�	�������!	������	��	Z���!���>���
����!	��
Z	���!	������	����<���	������!!�������	���

We have generated the problems in three situations: the customers’ 
sensitivity to price in direct channel is 1- greater, 2- equal, and 3- lower 
than customers’ sensitivity to price in retail channel. We have considered the 
same price sensitivities for all customers. The categorization for production 
capacity and variability of customers’ lead time sensitivity is shown in 
#��!	����#	�;	��	����	����;��
������	��	���=	�����;�!�����������!	������	�
�	Z���!���� ���	�� 	��� ;�!���� ���� ���	����� ��� �	;�	�	��	�� ���#��!	� ���#	�
main conclusions one can draw from Table 6 are as follows:
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(1)The effect of production capacity: comparing instances 2 and 4 
(instance 4 with high production capacity), we can see that more 
capacity makes the manufacturer able to charge equal lead times 
to all customers, and manufacturers usually determine a lead time 
	<��!������������	�
����;	����������!!�������	���

(2)The effect of variability of customers’ sensitivity to lead time: 
comparing instances 1 and 2 (instance 1 with high variability in 
customers’ sensitivity), we can see that if there is high variability 
in customers’ lead time sensitivities, the manufacturer can obtain 
���	� ;��
�� ����� !	��� ���	� �	Z���!����� #	� ����������	�� ����
charge the high lead time for customer with lower sensitivity to 
!	������	������	�	�=	��	���;����������	�
����;	���������������	���
with higher sensitivity to lead time.

Table 6��#	�;	��	����	����;��
������	��	���=	�����;�!�����������!	������	�
�	Z���!����

CONCLUSION

In this paper, we presented a pricing and due date setting model for a 
manufacturer with a dual sale channel, an online direct channel, and a 
traditional retail channel. We see that a large number of e-retailers, such 
as Amazon.com, BestBuy.com, and Walmart.com, attempt to offer a proper 
delivery lead time (Yang et al. [4]). Also the model can be developed for ’s 
auto industry which is the second largest industry in Iran after oil and gas. 
Currently, Iran’s auto industry has an online sale and the proposed list price 
is sometimes based on delivery time.

�	� �����	�� �� 
���	� ;!������� ���^��� ��=��	�� ����� ;	������ ��� 	<��!�
length. We considered the limit production capacity in each period and 
multiple classes of customers arriving during these periods. We developed 
a Stackelberg game to model the decentralized dual-channel supply chain. 
Under this game framework, the supplier, as the leader, announces the 
wholesale price to an intermediary in addition to the direct channel sales 
price and lead time. The intermediary then reacts by choosing a retail price to 
��Z���^	���������;��
�����!	=	!�;����������������	=	!�;	��������	!�����
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situation. For a centralized dual-channel supply chain, the traditional retail 
price, the direct sale price, and the quoted lead time in the direct channel are 
determined in an integrated manner. Considering the lead time selection for 
each customer order, mixed binary integer nonlinear programming models 
for the design of the centralized and decentralized dual-channel supply 
chains were used.

Because exact algorithms for solving the proposed models can be 
expensive and time consuming for instances with large numbers of 0-1 
variables, the PSO algorithm solving model is adopted to get a satisfactory 
�	��?�;����!���!������	�
��	��!��

Through numerical analyses, we have examined the effects of the 
customer preference of a direct channel on the manufacturers’ and retailers’ 
pricing behaviors. We also compared the optimal lead times, prices, and 
;��
��� ��� �	� �����	�������������	����!�^	�������	�	����!�^	�����!?����	!�
supply chain.

Numerical examples have shown that the retail price is decreasing with 
increasing customer preference of the direct channel and that the direct 
sale price is increasing with increasing customer preference of the direct 
channel. Therefore, when the customer preference of the direct channel is 
low, the retail price is higher than the direct sale price; conversely, when 
the customer preference of the direct channel is high, the retail price is 
lower than the direct sale price. Comparing the two settings of dual-channel 
supply chains, we found that when �� ��� �	!���=	!�� !������>� ���>� �	����	�
level demand in the retail channel is high, both the retail price and the direct 
price in the decentralized dual-channel supply chain should be set to be 
��	���������	�����	��	����!�^	����;;!������>���!	��	�����!�;��
������	�
decentralized dual-channel supply chain is lower than that in the centralized 
supply chain. This shows double marginalization in the decentralized dual-
����	!���;;!�����������	����	��	����Z���^	���������;��
��

The high changes in the lead time as a function of ������	��	����!�^	������
�	�	����!�^	���	����������������	��	!�=	���!	������	�������!������	��	��
�	�����������	���������	��	���!	����;������������	��	������;��
����#	�	���	>�
considering a constant value for the lead time in all scenarios leads to a 
�	��	��	����;��
���
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This research can be extended in several directions in future work. First, our 
model is deterministic, and we can study a model with stochastic demand. 
Second, we can consider competition among several manufacturers and 
retailers. Third, it is worth investigating the coordination of the dual-channel 
supply chain by contracts when the price and lead time are both considered 
in the models.
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ABSTRACT

Many network problems deal with the routing of a main tool comprised 
of several parallel assisting tools. These problems can be found with 
multi-tool-head routing of CNC machines, waterjets, plasma sprayers, and 
cutting machines. Other applications involve logistics, distribution, and 
material handling that require a main tool with assisting tools. Currently no 
studies exist that optimally route a main tool comprised of and fitted with 
multiple tools, nor do any studies evaluate the impact of adding additional 
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capabilities to the tool set. Herein we define the network routing problem 
for a main tool comprised of multiple secondary tools. We introduce first 
principles to properly configure the main tool with the appropriate number 
of supporting tools such that that system is not overstatured. We invert 
the network geometry to extract the “best case” configuration for toolset 
configuration to include speed, range, and number of such that the system is 
lean. Our computational studies reveal that the theorems introduced herein 
greatly improve the overall system performance without oversaturating 
it with unused resources. In order to validate experiments, we define a 
mixed integer program and compare it to our metaheuristics developed for 
experimentation. Both the MIP and the metaheuristics herein optimally 
route a main tool with multiple assisting tools as well as the routing of a 
parcel delivery truck comprised of many drones.

INTRODUCTION

The use of multiple tools consisting of a main tool and several parallel 
resources in conjunction with the primary tool offers processing efficiencies 
in a range of applications. Semiconductor manufacturers are looking at 
ways to allow autonomous vehicles to interact such that overall travel time 
and traffic-congestion are reduced. Advances in multiheaded CNC and 3D 
printing-devices are expected to reduce print time significantly. In these 
designs, the main tool is confined to the primary axis of performance while 
assisting tool heads operate in parallel to the main tool. From a logistics 
standpoint, UPS, FedEx, and Amazon are evaluating the use of a single 
truck that is fitted with multiple parcel delivery drones to achieve greater 
efficiencies in delivery time. The simplest example of this problem can be 
visualized as a mother with several children assisting with grocery shopping. 
The family has one grocery cart, and children are dispatched in different 
directions around the store to retrieve items back to the cart while the parent 
routes through the store. It is obvious that there exists a set of optimal routes 
that the mother and children take that would optimize the total shopping time. 
However, it is less clear how the underlying relationships between the speed 
of the mother and children as well as their ranges of travel will also greatly 
��;������������	��	�
��	���	�������;;�����"������!�����	Z�	;�����!!���!��>�
then the parent is better off to carry the child. If the child is exceptionally 
fast, but does not have the travel range, then the child’s speed gives little 
advantage. Furthermore, that if the mother were to bring all her children 
into the store (in which case she has more than a dozen), she would be 
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overwhelmed by idle children accompanying the overburdened shopping 
cart with much complaining due to their unemployed idle time.

So, it is easy to imagine that there exists a set of optimal assisting 
���!� ;����	�	��� ��;		�>� ����	>� ���� ����	�� ���� ���� ;��;	�!�� �	
�	� �	�
���
�������������	��=	��!!�����	���+������;!�����>��	����;����;���	!��	!�=	���
����$����;���	���������
��	��������!��;!	��	!�=	�������	������	�����	��	�
problem. The main idea here is that there exists a geometric relationship 
between the size and delivery-density of the total operations area (Figure 1) 
���� �	� �	������ ��� ����$?����	� �;	�������� ��	��� �;	��
��!!�>� �	� ��^	� ����
number of deliveries in the total operational area needs to be proportional 
to the size and number of deliveries in the truck-drone operations area for 
�	� ����� 	�
��	��� �;	��������� "�� �����>� �� ����!	� ����$?����	� �;	������� ���
described as a truck launching one or more drones, each drone traverses 
out to make deliveries, and then subsequently rendezvous with the truck 
at a downstream delivery location. In a single truck-drone operation, we 
know that there is a max coverage area (denoted by the elliptical circle) 
that n drones can reach (being constrained by range) and a total number 
����	!�=	��	�����������	�;	�����	���#�����	=	��	���Z�����	�
��	���	�>�
the truck-drone operation area density needs to be proportional to the total 
�	����������	�!���	���	!�=	����;��	������	��	�!���	���;��	��	���������
Z	�>�
we adjust the drone parameters (speed, range, and number of) in order to 
match the truck-drone operations density to the larger delivery density. 
Thus, we advise to invert the network problem and solve the assisting tool 
parameters a priori����������	��
�� the most” typical delivery scenarios 
�����	��	!�=	����	�����������	��������	=	���Z�����	�
��	���	��

Figure 1. Total delivery operations area proportional to the truck-drone opera-
tions area.
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In Section (2), we lay out the first principles geometric relationships between 
drone parameters and the truck-drone operations area. The notion here is that 
an operations is comprised of several truck-drone routing triangles. Each of 
these triangles fits within the area of an ellipse defined by truck speed and 
drone range. Thus, the elliptical area of the truck-drone operation and the 
number of deliveries within this space must be proportional to the larger 
delivery space delivery-density. 

To support the working theory, we conduct several computer experiments 
���� �	=	�!� �	� ;���������� ���=	� ����  	�
��	���	�� ����	�¥� ���� ����	���
�	�����	�� ��� �	� �	��	����� �	!�������;�� ���;��	�� ��� ����	��� �	
�	��
by standard drone parameters of speed and range found in the literature. 
Section (3) reveals the results of these experiments.

An evolutionary algorithm (EA) was developed to perform empirical 
tests of our theory. The EA solves the truck-multidrone network routing 
problem by minimizing the total cumulative time based on either the max 
truck time or the max drone time for each set of launch-deliver-rendezvous 
operations cumulated in the total tour. Figure 1 shows �optimal routing 
solution for one of the problem scenarios. 

The algorithm is used to test the performance (total delivery time) of 
a lean� ���
���	�� ����$?����	¨�� ����	�� ��� �� standard� ���
���	�� ����	���
The EA is validated by comparing it to the mixed integer program (MIP) 
shown in Section (5). The MIP is also validated by comparing it to known 
solutions and to brute force methods for smaller problem sets. As such, 
the validated metaheuristic solves problems optimally for nearly all of the 
smaller problem sets involving ten or less delivery stops and �optimal for 
problems as large as one hundred stops.
The sections comprised herein are as follow: Section (2) discusses working 
theory and theoretical insights. Section (3) reveals the results of the hypoth-
esis testing performed in relation to the fundamental theorems. 

Section (4) discusses the literature surrounding the network 
routing problems. Section (5)� �	
�	�� �� �������!	� =	������ ��� �	� ��Z	��
integer programming (MIP) used to validate metaheuristics that can be 
easily adopted to optimization software tools available to researchers. 
Section (6) formulates EA used to higher dimension truck-multidrone routing 
problems. Section (7)���=	�����;�����=	������	����	�
�������;�����=	�������
shows the performance of the evolutionary algorithms (EA-1 and EA-2) 
used to solve the optimal routing for empirical studies. The algorithms are 
compared to each other and to MIP-solved optimal solutions. The second 
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study compares a lean����
���	������	��������������������	�����
����������
found in the literature. Section (8)�����!��	���	��	�	����
�������

THEORETICAL INSIGHTS

Truck-Drone Performance Boundaries

The simplest truck-drone example involves a truck and one drone (Figure 
2). For this, there are three nodes comprised of a depot vo and two delivery 
locations i and j. If the truck’s speed is scaled to one (1) and the drone’s 
speed is a factor of the truck speed, then an optimal configuration exists 
when the drone’s range (�) equals the drone’s speed factor (�). So, as the 
truck travels out one unit distance from the depot (Figure 2) to a delivery 
(i), the drone also travels one (�) units of distance (where � = �) from the 
depot to delivery location j for best configuration. The important thing here 
is that under the “best” configuration both the truck and drone return at the 
same time such that neither is waiting on the other. So, the best percent time 
�ª�� ��;��=	�	��� ���� �	����!�����	������;�����!�����	=	��=	���� ����$?
only system (truck having to deliver the two parcels itself and return to the 
�	;�����;������	���	�����%�'�����>��	��	������	��ª�����������$?��	?����	��=	��
a truck-only system is

   (1)

Figure 2. Best case for truck-drone (Agatz et al., 2015).

Truck-Multiple-Drone Performance Boundaries

The more complex case for a truck fitted with multiple drones necessarily 
involves more than three delivery locations, say (i, j, m, v0) For this 
argument, we assume that a well-configured system will involve the drones 
as much as possible throughout the delivery process. Therefore, if there are 
N delivery stops to be made during the day, then the “best case” number 
of deliveries allotted to each resources is (N) divided by the number of 
assisting drones (v) plus the main tool (truck): (N/(v + 1)). Furthermore, that 
delivery density plays an important role in determining the proper speed 
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(�) and range (��� �������� ��� �	����!������	�	� ����!��	!�=	����	������«� ���
defined as the number (N) of required deliveries for the operation divided 
����	���^	�����	��	��	������;	�����������	!�=	�����	������������«�¬��¨�����
densely populated delivery area requires more short-range drones while a 
sparse delivery density requires longer range and higher speed drones.

In order to construct a case for the theoretical upper boundary in 
potential performance improvement, we examine the geometry of a circle. 
We surmise that the best case (truck-multidrone) system for delivery time 
;	��������	�ª���=	��������$?��!��������	��	�	����	�����!������������	��
from the depot, sending the drones out to delivery locations along the 
perimeter of the circle and returning to the depot as shown in (Figure 3). 
Both drones and truck launch from the depot, traverse out, and return to the 
depot. Conversely, in an absolute worst case scenario, the truck would have 
to deliver to all delivery locations. This means that the worst-case truck 
route having no drones (i.e., hub-spoke route) will have to traverse from 
depot to edge of circle and then back to the depot.

Figure 3. Practical best case truck-multiple drone delivery.

Concretely, there exists a maximum and minimum yield (ª) on potential 
performance improvement for a truck and multiple drone/s system over the 
truck-only system. The worst case performance (lower boundary) is the 
truck having to make all the deliveries itself inside the circle (hub-spoke). 
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The best case improvement requires the drones to traverse out to the radius 
of the circle (�); each makes a delivery, and then traverses back to the depot 
rendezvousing simultaneously with the truck.
Summarizing, if the truck traverses out one unit distance while the drones 
traverse � units of distance where (� = �), then the max time for any truck or 
drone is 2 units of time (Figure 3). )us, a worst-case situation would exist if 
a truck had to visit all v + 1 deliveries on the circle (hub-spoke fashion). In 
such case, the absolute worst time the truck could encounter would be 2(1 
+ v�) where (v) is the number of deliveries around the circle (thus number 
of drones) at radius (�) and one delivery made by the truck (1). Conversely, 
�	��	������	��ª����;��=	�	������� ����$?��!������	��=���=	���� ����$?��!��
����	���ª����

  (2)

Truck-Multidrone Operations Area

Expanding on the theoretical delivery problem means that trucks and each 
drone must traverse through the operating space and, therefore, do not return 
immediately to the depot. 

As such, drones travel using a triangular path to launch and deliver and 
then rendezvous with the truck downstream where the two legs of the drone’s 
triangular path cannot exceed the drone’s total range kappa (�). Since the 
truck and the drone do not have the same speed, 

�	� �=	� ��� ���;�� �� ���
��������� ������ ��� 	!!�;�	� ���� �;;��	�� ��� ��
circle) (Figure 4) such that the foci f points on the ellipse denotes the truck’s 
delivery locations, while a triangle formed inside the ellipse (using the foci 
points and edge of ellipse) denotes any of the potential launch-delivery-
rendezvous operation for any of the drones. 

#��>��	�����	����	����
�	���������	�����;	���	��������	���	������	�
	!!�;�	��	�	��	����	�!����	���#	����	�!����	��������	�
���������;�����
and must then be retrieved at the second foci of the ellipse by the truck in a 
perfect scenario. Therefore, it is easy to imagine that there exists a proper 
sizing of the ellipse whereby the truck’s speed and distance (from foci to 
foci) must be aligned with the drone’s range, drone’s speed, and the number 
of drones. The number of drones is based on the density of deliver locations 
within the elliptical area.
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Figure 4. Example of truck-drone delivery inside an ellipse.

#	�
�������	��	!�������;��	<���	������������	�������	�����	�������=	��	�
out to its maximum distance and return back to the truck without any idle 
time, it is require that the truck-only travel kappa divided by alpha �/� 
distance. Therefore, the distance between the two foci is a factor of both 
drone range and drone speed. For example, if the drone travels twice the 
speed of the truck (� = 2) and the drone can travel a total of 10 km (� = 10), 
then the truck should only travel 5 km before having to retrieve the faster 
drone having travelled 10 km in the same time period if there is to be no 
idle time. As such, we limit our elliptical area such that from foci to foci is 
denoted as (2c) must be equal to (�/�) for a perfectly lean scenario.

The second interrelationship requires that the total distance that the 
drone can travel is limited by the drone’s range. Therefore, the drone should 
be limited to twice the axis of the major axis (� = 2a). For relaxation of the 
problem, drone range must be greater than twice the major axis (������>�����
truck travel distance (2c) at speed one is consistent with drone speed factor 
(����/2c) where the truck speed sT and drone speed sD���	��	
�	������;		��
factor alpha � = sD/sT.

���	�=	�>� �	!�=	��� �	������ ���	��!�� �	�	���� �	� ����	�� ��� ����	��
assigned to deliver within the elliptical area. We can imagine that if given the 
����!��	!�=	����	�������«�������	�	����	���	��������;���	���������!��	!�=	��	��
��������������!���	�����>��	���	!�=	����	���������!���	����;��	�����«�¬�
(N/A) km2 . Under a best-case delivery density scenario, the densities of 
��������	�	!!�;�	���«®�����!���		������	�;��;�������!�����	�����!��	!�=	���



Inverting the Multiple-Assisting Tool Network Problem to Solve for ... 61

�	�����������	�;���!	���;��	�������«�¬�«®�����>��	��	
�	��	�����$?����	�
operations area as that of two overlapping ellipses joined at the foci (minus 
intersection) as

   (3)

Figure 5. Best-case geometric layout for truck-multiple-drone scenario.

where (a) is the major axis, (b) is the minor axis (a > b), (c) is the foci 
�������	�������	���	��������>������¯������	���!�	����������1.618) shown in 

���	��+����	����

Furthermore, based on the interrelationship between truck speed, 
drone speed, and drone range, the total distance between two foci (2c) is 
approximately equal to (�/����#	�	���	>��	����!��	Z;	�������		��®��	!�=	��	��
�������	����!�	!!�;����!���	���®�����>��	����;��	��	�����	�����	Z;	��	��
�	!�=	��	�������	������������	!!�;����!�����	��;	�������!���	�������®�¬��®�«��
for a “practical best-case” scenario.

In summary, we can surmise for practical best-case situation that twice 
the distance from the centre of the ellipse to the foci is a factor of both drone 
range (�) and drone speed (�) as in (2c = �/�) so that the truck and drone’s 
operation reduces idle time and that drone range is greater than or equal to 
the two legs of the triangle (��������+����	�����"���������	>��	� ;�������!�
�	������	¥� ���� �	�����	���������	�� �=��
��	�� ��� �	� ����$� ������	������®�
�	!�=	��	���		�	������	��������	�������	����	������	�����	!!�;�	����®���
�!��>� ����	� �	� ����$�������$	� ��		���� �	� ����!� ��®���	!�=	��	�>� �	�� �	�
����	���������	���	<���	������	�
��	������	�����$����	�� �	������	¥���	������
���=�¬���®�°����
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±������	���	���������	!!�;�	���®������	��;;��;����	� ;�������!��	������	¥�
�	������«®� ��������=	������	�>� �	�;���!	�������	� ��=	��	�����$���������
;�������	��	!�=	����	������«������	����������«®�����	�	<��!����«�����	!	������
proper parameters for range, speed, and number of drones. )us inverting the 
problem, we solve for the drone range, drone speed, and number of drones 
that would produce a “practical best case” geometric design for the problem.

Theoretical Summary

In summary, the hypothesis for dvtsp is as follows.

Maximum Theoretical Upper Boundary
There exists a maximum theoretical upper boundary for best possible percent 
���	���;��=	�	����ª���=	��������$?��!������	��������!!��	=	���	�	Z�		�	��
without special construction of problem scenario based on the assisting 
drone’s time improvement factor (1 + �]) where � denotes the speed factor 
and v denotes the number of drones assigned.

     (4)

Lower Boundary
The theoretical lower boundary percent improvement (worst case) for 
�� ����$?��!��;!	?����	� ����	�� �=	�� �� ����!	� ����$� ��!�� ��!������ ��� ª� = 
0% based on the fact that a truck can perform all the deliveries by itself and 
default to a single truck route, thus no time improvement.

Improvement
"�;��=	�	���ª���=	����������	�;�������!��;;	���������������	��	!�=	���
�	����������	���=	���;	���������	���«����	��������=	����������	���!��!��	��
�	��	����!� �	������	¥��	!�=	����	������ �«®���������>� �	�;���!	�������	�
��=	��	������ �	�����!��	�=�!�	��	��		�� �	�;���!	���	!�=	����	������ �«��
�����	� ;�������!��	������	¥��	!�=	����	�������«®����	�������^	�>��	��	���
case (optimal) drone speed factor �, drone range �, and number of drones v 
based on the geometric layout of the ellipse emerge. Due to the stochastic 
nature of most problem scenarios, the optimal drone speed, drone range, and 
number of drones is a lower boundary optimal.

     (5)
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       (6)

      (7)

       (8)

      (9)

       (10)

       (11)

    (12)

      (13)

      (14)

      (15)

     (16)

     (17)

     (18)

     (19)
+����	�;��;	�����
�������������	�������^������;���!	�>�!	�������	��	�

major axis, let (b) be the minor axis, and let (c) denote the distance from foci 
to the centre of the ellipse. Furthermore, let alpha (�) denote the speed factor 
of drone as related to the truck’s speed of one (1). Let kappa (�) denote the 
range of the drone whereby the range must be greater than twice the major 
axis of the ellipse; let nu (]) be the number of drones assigned to assist the 
truck. Let the area of one ellipse be Aellipse = (³��) and the combined area of 
two ellipses (Atwo =��³���������	��	�	!!�;�	����	����	��	����������������;�����
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(c), then let the area of the two combined ellipses be reduced by the area 
of one of the intersected ellipses [ �'��	�	��¯������	���!�	��������
(�1.618).

Concretely, equation (5) minimizes the absolute distance between 
the problem delivery density and the practical best case delivery density 
of the two ellipses. Equation (6) forces the range of the drone (�) to be 
greater than that of the two legs of the triangle inscribed within an ellipse. 
¢<������� ���� ��!=	�� ���� �	� �;����!� ����	�� ��� ����	�� ��� �	� 
��	�� ��� �	�
truck by allowing the truck the opportunity to deliver to three of the delivery 
vertices found within the area of the two ellipses. Equation (8) guarantees 
that the interrelationship between truck speed, drone speed, and range are 
���
���	�� ���� ���� ���� 	��� �;	������>� �!����?�	!�=	�?�	��	^=����� �	�
truck and drone arrive back at nearly the same time to reduce potential idle 
time for either truck or drone. The truck travels (2c), while the drone travels 
����Z��������������	����	��	!�������;���=	��	������	Z���!���������!=	��	�
;���!	�����	����!����������������/�). Equation (9) calculates the expected 
����	������	!�=	��	�������������� �	���	����� ����	!!�;�	����®���¢<�������
������	
�	���	��	!�=	����	����������	�����	������	!�=	��	��;	������!���	�����
operation. Equation (11) calculates the delivery density of the two ellipses. 
¢<�������������	
�	���	���	������	�����	!!�;�	���������	������	��	������
area. Equation (13) establishes the geometric relationship of the triangle 
inscribed within an ellipse where (a) is the hypotenuse. Equation (14) solves 
for drone speed factor alpha as the ratio of the drone’s speed to the truck’s 
speed. Equations (15)–(18) are boundary equations for the drone’s speed, 
truck’s speed, drone range, and the total number of drones. Equation (19) 
ensures that delivery density of ellipses is greater than zero while drone 
range, drone speed factor, and number of drones are greater than one.

HYPOTHESIS TESTING

To test our hypothesis, thousands of random experiments were conducted by 
holding range (�), speed factor (�), and number of drones (]) stationary while 
perturbing number of deliveries (N) over the delivery area (A). In essence, the 
�;����!��	!�=	����	�������«®�����;�	��!��!��	�����	���������	�;����	�	�����, 
�>�=���+���	���	Z;	���	��>��	!�=	����	�������«������	�����	�������������
number of deliveries (N) within the delivery space (A). The experiments 
are designed to test the performance of a truck multidrone system against 
a truck-stand-alone (no drones) system. In the experiments, we see that, 
when the delivery density (along the x-axis) reaches the optimal density line 
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on the graph, then the overall performance of the system improves until it 
begins to saturate. In words, the denser the deliveries are in a delivery space, 
the better the system performs until saturation. Using the fundamentals 
�	�����	�����=	>��	�����������!��!��	� �	��;����!��	�������«®���������
the system saturates. The figure below (Figure 6) reveals low performance 
when delivery density is sparse. )e system then begins to improve up to and 
including the optimal delivery density before the resources begin to saturate, 
and improvement curve asymptotically reaches its peak performance.

Figure 6. As problem delivery density nears optimal density for the system, 
performance improves.

#	�
���	�����������	�������	���!��	!�������;��	����!��	������	������
3 accurately predict the system performance. Using the fundamentals as a 
����	>��	�	Z;	���	�����	=	�!	����������	��	!�=	����	�������«���;;����	��
�	��;����!��	������ �«®�� �	��=	��!!�;	��������	���� �	� ����	�� ��;��=	���
�����	�	!�>���������	������«�¬��¨����=	���!��	���������«®�¬��®¨�®��	�����	��
improved until saturation. As such, we can surmise that the geometric layout 
����	�	!!�;�	�����;��������	��	!�=	����	������«®��������������	��	;����������
�	�;�������!��	��� ���	��	��	��������
��������� ���� �	� ����	���#	�	���	>�
the minimization problem established in Section 3 is a “practical best case” 
method to derive speed factor alpha (�), drone range kappa (�), and number 
�������	������=������	�
��	�����������$����	���������;���!��	!�=	�������������
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LITERATURE

A large body of literature exists about the traveling salesman problem (tsp) 
and the vehicle routing problem (vrp). Many approaches and variations to 
both can be found in surveys, reports, and papers [2–4]. As a general rule, the 
vrp problem extents the tsp problem by adding additional constraints. These 
constraints are comprised of time windows, priorities, range, loiter times, 
permissible-to-vehicle type route segments, load configurations, traffic 
patterns, etc. [5, 6]. Originally, Danzig and Ramser [7] investigated the 
vehicle routing problem. Later, Clarke and Wright [8] proposed an effective 
greedy heuristic which subsequently followed by several techniques or 
models involving exact and heuristic approaches to solve the extensions and 
variations of the vrp. An extensive survey can be found in [9] with exact 
methods to solve various routing problems.

While many variants to the tsp problem exist in the literature 
including multivehicle, customer pickup and delivery problem, multiple 
synchronization constraints [10], multiple depot vehicle scheduling problem 
[11], and many-to-many milk run routing problem [12], there exists only a 
handful of studies concerning the truck-drone problem. Moreover, the truck 
multidrone problem is a relatively new paradigm not found in the recent 
literature. Although the truck-drone problem has been addressed by research 
thus far, there is no work found on the truck-n-drone problem.

Truck-Drone Problem

The operational aspects and the formulation of the truck-drone problem 
were first shown by Murray and Chu [13]. Shortly thereafter, Agatz et al. 
[1] considered a close, but slightly altered version of the problem. Murray 
and Chu identify two ways that drone can be useful in delivery: drones 
can be launched and recovered from the depot (parallel drone scheduling 
traveling salesman problem PDSTSP) or drones can assist the truck in a 
parallel operation (launch-deliver-recover) as in the “flying sidekick tsp” 
FSTSP. Both Murray and Agatz define the material aspects of the truck-
drone problem and discuss the mixed integer formulation for the optimal 
min-time route. They consider the drone is constrained in range, capacity, 
and speed. Agatz only considers a slightly altered version of the FSTSP 
and does not address the PDSTSP. Agatz, like Murray, considers the truck-
drone in tandem as a team whereby the truck launches the drone, traverses 
to a separate delivery location from the drone, and then rendezvous with 
the drone again. However, the main difference between the approaches 
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is that Agatz et al. [1] proposed that the drone and truck traverse along 
the road network system, a constraint not enforced by [13]. They do this 
to facilitate construction of heuristic approaches with approximations 
that guarantee a bound on the maximum achievable gain of the delivery 
system over a “truck-only solution.” Murray and Chu [13] formally define 
the flying sidekick traveling salesman problem (FSTSP) as an NP-hard 
problem. Their study suggests a mixed integer programming (MIP) as well 
as a metaheuristic approach. They also consider a second similar hub-type 
problem that addresses the case where the customers are close enough to 
the depot to be serviced directly from the depot by the drone while the 
truck delivers to farther reach areas. This is denoted as the parallel drone 
scheduling TSP (PDSTSP). More recently, Agatz et al. [14] presented an 
exact solution approach for the truck-drone problem denoted as the TSP-D 
based on dynamic programming. They conducted experimental studies 
using the different dynamic programming heuristics which indicated that 
the dynamic-programming-problem could solve larger problems better than 
mathematically programming approaches found in the literature.Although 
existing research shows mathematical formulations and discusses various 
methods to approach the metaheuristics, the main gaps are that no studies 
reveal details concerning the expected percent improvement for a given 
���
�������������	�����$?����	����=��������	!�=	����	�����	����;	��
��!!�>�
there are no studies that investigate the tradeoff between number of drones, 
speed factor, and drone range.

Truck Multiple Drones

Ferrandez et al. [15] introduce a method using k-means clustering to cluster 
deliveries based on distance and then to route the truck around to each of 
the clusters using a tsp approach. This cluster-first-route-second approach 
also introduces a genetic algorithm to optimally tsp route the truck through 
center mass quasinodes created from each of the clusters. In the described 
scenario, the truck may loiter at any center mass cluster node (hub) while 
the drone/s deliver to customers within the cluster region using a minimum 
spanning tree (MST) hub-spoke type of approach. Additionally, analysis was 
conducted on the tradeoffs between total time and total energy consumed by 
the truck-drone team as a factor of number of truck stops.

Our study herein is different than Ferrandez et al. [15]. Here, we require 
that the truck launch multiple drones then proceed to the next delivery 
location prior to rendezvous. It is an improvement in time over a hub-spoke 
method. Furthermore, we use an MIP metaheuristic to solve for optimal 
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network routing while minimizing total delivery time. Furthermore, we 
��������	��	�����	;������ ;�������!��	������	¥����!	������
�������������
has not been addressed by any author for any of the main tool/assisting tool 
problems. Other gaps in the literature are that no research deals squarely 
with the truck-multidrone problem from a mathematical modeling or a 
metaheuristic perspective. Moreover, there exists no study that discusses of 
the tradeoffs or selection of system parameters �, �, v with changes in the 
operating area or density of the delivery area. There is obviously a delta time 
improvement that can be determined using two or more drones or proper 
selection of range and speed when these are used in conjunction with a truck 
addressed herein.

MIXED INTEGER PROGRAM (MIP)

The MIP for the truck-multiple (v) drones d traveling salesman problem 
(dvtsp) solves for the optimal network routing of a truck with multiple ] 
drones while minimizing total time. It was developed and used herein as the 
basis to analyze and evaluate the effectiveness of the “practical best case” 
configuration. Material elements of the d]tsp are described as a network 
graph G = (V, E) where V denotes the customers-delivery-stops and E 
the edges between stops. Each vertex V = { 1, . . . , |V|} where n = |V|. 
Edge E is described by two vertices {i, j}, and two edges or an operation is 
described by two vertices {i, j} for a truck indicating launch and recovery. 
Furthermore, the binary variables (xij, yikykj) denote a truck and the two edges 
used by a drone in an operation if an operation exists between (i, j). The 
binary variable xij = 1 if truck traverses edge E(i, j). If a drone is dormant, it 
is assigned no vertices for a null operation. As in the truck-drone problem, 
the first and last vertices of an operation must always be the same for the 
truck and all drones. The distance matrix is denoted as D where dij � D is the 
cost or distance of traversing edge E(i, j). The subtour elimination variable 
Uj ensures that sequence of j follows i in the event that E(i, j) is part of the 
solution; as such, it restricts subtour formations. The minsum of max (of 
max) objective function minimizes the max time of either the truck’s time or 
any of v drone’s time for an operation. As such, zij is used to evaluate each 
vehicle’s maxtime where i, j are the first and last nodes of the two visited 
nodes for truck (xij) as well as the first and last of three nodes traveled by 
any drone as in (yikykj). Since zij is greater than or equal to the max time of 
the truck or any of the v drones, it forces zij to evaluate the max (of max) of 
all vehicle’s time.
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     (20)
S.T.

   (21)

     (22)

    (23)

    (24)

     (25)

     (26)

     (27)

    (28)

   (29)

    (30)

     (31)

      (32)
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  (33)

  (34)

   (35)

    (36)
In the dvtsp construction, equation (20) minimizes the sum all the 

max of truck or drone edges (i, j) to all operations described as a truck 
route xij = 1 and potentially a triangle drone operation described by (yikykj 
= 1). Equation (21) forces the max (worst case) of either a truck edge or 
the drones’ two-edges to be in the resultant minimization calculation for 
objective Z. )e distance for a truck edge (i, j) is denoted as dijxij whereas 
the drone’s triangular operation distance is denoted by yikykj(dikyik + dkjykj)/� 
where � is the drone speed as a factor of truck speed s where s = 1. 

In essence, this equation serves as a mini-sum of max (of max) 
construction. Equation (22) constrains the truck portion of the route xij = 
1 to make a circuit or at a minimum manifests a sub-tour. Equations (23) 
and (24) ensure each city has at least one truck or one drone visiting the 
city. Equation (23) establishes that each city must be visited (entered), while 
(24) constrains that each city visited must then be exited. Equations (25) 
and (26) prohibit any truck or drone from loitering as in xii or yii. Equation 
(27) requires that any drone operation triangle yikykj has an associated truck 
launch and recovery xij. Equation (28) forces that any drone operation edge 
is not already a truck edge. 

Equation (29) forces a utility variable Uj and Uk to properly sequence 
truck route segments xjk such that sequence number j follows k so that no 
subtour is formed in the truck sequence of the truck portion of the route. 
Equation (30) and (31) work in conjunction with equation (29) to set vertex 
��������
��������=	��	Z��� ¶� ���·��¨'�·���·������� �	�!������� �	� ����$����	�
segments. Equation (32) sets the minimum number of truck cities visited 
��� �	���	��	�� ������� 	<��!� ��� ��		� ���·��¨'�·���·���� ���� !	��� ���� ����!�
nodes available, n. Equation (33) limits any drone operation to be less than 
the constrained range of the drone (�) if those two edges (i, k) and (k, j) 
are used as a drone operation yikykj = 1. Equations (34)–(36) set minimum 
requirements for distance matrix, range, and speed factor as well as sets 
truck variable xij and drone variable yij as binary integers.
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EVOLUTIONARY ALGORITHM

The tournament-based evolutionary algorithm (EA) here adopts a cluster-
during-routing approach to solve the truck-drone problem. More accurately, 
it assigns both truck and drone labels during the routing process. Currently, 
there are no other algorithms found in the literature. The algorithm denoted 
as EA1 creates a population matrix of randomly permuted routes whereby 
each node in a tour is evaluated as a potential drone-delivery node unless that 
node is out of range. Since a population of many randomly generated tours is 
evaluated simultaneously, any node not within drone range is autoassigned 
and labelled truck; otherwise, the algorithm labels it drone.

Evolutionary Algorithm (1) Steps

The EA randomly permutes a population P of m tours where each tour 
denoted as a genome sequence (1, 2, . . . , n) for n delivery nodes in the tour. 
It determines the fitness for each population member (tours) based on total 
tour delivery time. All fitness times are saved for seed tournament. )e total 
population is then divided into groups of five tours each to conduct a set of 
seed tournaments. For each of the groups, the best member within the seed 
group (of the five) is chosen as the single gene to mutate for the remaining 
four members of the seed group. Gene mutation (tour mutation) first copies 
the fittest member of the group of five within the seed tournament to replace 
the four less fit members. Each of the four less fit members (now identical 
to the fittest) is then slightly mutated to improve fitness. For each of the 
four, mutations are comprised of only one of (a) randomly selecting and 
swapping two nodes within the tour, (b) reverse ordering of the tour between 
two nodes, (c) sliding a tour segment down between nodes to left or right, 
and (d) replacing the last node in the tour with any other node. )e algorithm 
iterates repeatedly until convergence, or a terminating condition is met based 
on a predetermined budget, tolerance, or a saturation found in improvements 
(Algorithm 1).
Algorithm 1. Evolutionary Algorithm (EA1).
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Evolutionary Algorithm (2)

The second metaheuristic denoted as EA2 is nearly identical to EA1, but 
differs by performing a cost check before assigning a drone to the job. 
Concretely, EA2 performs a calculation to determine if it is more efficient to 
assign the truck or the next drone. If the truck is more efficient, the greedy 
algorithm assigns the truck and foregoes assigning a drone.

Both algorithms use an approach similar to simulated annealing. A seed 
tournament genetic algorithm’s strength lies in the ability to overcome local 
optima by retaining multiple paths (or seeds) that simultaneously advance 
toward optimization. This ideology is especially critical for network routing 
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problems. Furthermore, because there are multiple members of the population 
within a seed tournament, the algorithm allows for various mutation 
methodologies to be performed on the members of the seed tournament. In 
this case, the random swap (or pairwise swap), �	�, and slide mutations have 
proven to be robust, fast, and extremely accurate for problems involving 
permutations whereby order matters.

The performance of the evolutionary algorithm is based on the underlying 
theoretical principles: (a) by initializing a relatively large population 
(i.e., 5n) of randomly permuted tours, multiple tracks are maintained toward 
optimal convergence (seed tournaments). These multiple, but different, 
paths slowly converge and, thus, increase the probability of an optimal 
���=	��	��	�� ���� ��� ��=���� �	� 
��	��� �	�	� ��� �� �		�� ���� �	�� �!���!��
perturbing (mutating) the best gene (tour) found in the seed group ensure the 
solution never gets worse while promoting improvements at each iteration. 
(c) By autoassigning the drone to any “within range” node, the use of the 
drone is maximized throughout the routing process while simultaneously 
reducing the truck’s overall tour length. The risk of assigning the wrong node 
to a drone is mitigated by multiple seeds. (d) Multiple path (seed) random 
search is much faster than having to calculate the greediness or the exactness 
of each neighborhood within reach as in other algorithms. Therefore, the 
algorithm relies on computational speed and iterations without the burden 
of unnecessary calculations.

Both EA1 and EA2 use a route-during-clustering approach. This 
approach has several advantages over other algorithms. All algorithms found 
����	�!��	�����	������	�	Z�	;��������%��'���	�����	?
���>��!���	�?�	����������
�!���	�?
���>�����	?�	������;;������#����	��!�����������?;��	��!���������
;���	����	�	����	�
����;��	���!=	������������������������=	!ling salesperson 
routing (tsp) or minimum spanning tree, (mst) routing); the second phase 
�	!�����	Z�	���=	!�������!����������������
����;��	�;	����������;���	��		��
truck or drone delivery. The best known algorithms for tsp (or mst) routing 
are on the order of O(n22n) where n is the number of nodes in the route. 
The second phase in a �
������������������
�� algorithm relies heavily on 
the initial routing solutions being in the vicinity of a truck-drone solution. 
��� ���>� �	� �	�����;��	� ��� 	<��!!�����;!	Z���� �	�
����;��	����� �	�
disadvantage of being locked into a potentially suboptimal routing scheme 
	�;	���!!���	������	����
��������������	�
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Conversely, the route-during-clustering algorithm performs the routing and 
the selection of the truck or drone for the next operational move, segment of 
the route. As such, the complexity of the algorithm is based on the number 
of iterations (n2), the population size (4n), and the number of nodes (n) found 
in the tour. In such case, the algorithm is consistent with the order of O(n2 
× 4n × n) or O(4n4). A computer with an Intel core (i5) and 1.70 GHz CPU, 
comprised of 50 nodes and 3 drones, requires approximately �25 million 
iterations or �35 seconds for convergence.

The overall complexity of the truck-multidrone problem denoted as (d]
tsp) can be analysed from a brute force methodology. To evaluate every 
potential solution for a ten node problem would require slightly less than 
((10!/2) × 210) permutations or approximately �1.86e + 09 routes and binary 
drone assignments. Every solution requires two genes, a gene describing the 
order of the tour (10!/2) and a gene to describe every possible truck or drone 
assignments 210. For larger problem sizes, say n = 50 would require ((50!/2) 
× 250) = 6.8486e+ 79 iterations translating to approximately 2.8e61 seconds 
computer time or �7.1e53 years on a 1.70 GHz CPU. For such method, the 
number of iterations to accomplish would exceed the time in the universe.

COMPARISON STUDIES

Two different computational studies are conducted here. The first study 
analyses the performance of the metaheuristics against the optimal solution 
based on MIP and brute force solution. The second study analyses the 
performance of the system model parameters (�, �, v) against arbitrarily 
(standard) assigned system variables.

"���	�
���������>��	�;	��������	�����	������	��	����������	�����	��
in Section 6 is analysed. The two metaheuristics are compared against 
themselves as well as compared with the guaranteed optimal results obtained 
from the mixed integer program (MIP). The comparison study analyses four 
different performance factors: (1) the average delta delivery-time of the 
metaheuristic versus the optimal delivery time found using the MIP, (2) the 
max delta (delivery-time) between the metaheuristic versus the optimal time 
of MIP, and (3) the total number of metaheuristic experiments that resulted 
in optimal results out of ten studies, and the average computer solution time 
for the metaheuristic to compute the optimal solution.

The second study analyses the performance of properly (optimally) 
���
���	������	��;����	�	�����, �, v) as described in Section 2 (theoretical 
insights: system model) against standard parameters found in the literature 
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(� = 2, � = 10, v = 3). In many cases, the literature arbitrarily chooses 
system parameters as drone speed factor set at two times the speed of the 
truck (� = 2) and an arbitrary drone range set at ten kilometres (� = 10) 
based on current technical capabilities. The system comparison study here 
analyses three performance metrics: (1) the total deliverytime obtained by 
��;��;	�!�����
���	���!	��������	��=	������	�����!��	!�=	��?���	�������	��
by arbitrary system parameters (�, �, v), (2) the overall utilization of the 
����	������������	��	!�=	������;��;	�!�����
���	���!	��������	��=	�����
the utilization of the drones from a system with arbitrary parameters, and (3) 
the under or oversaturation of the system determined by the average wait or 
idle time (by the truck or by drone) for all operations.

Computational Study 1: Metaheuristic Performance to  

Optimal Solution

For the sake of simplicity, a plane of (x, y) coordinates is uniformly randomly 
generated from the Cartesian coordinate system with Euclidean distance 
between the nodes. Concretely, all nodes for problem comparisons herein 
were sampled from the uniform distribution from {0, 1, 2, …, 30}. For each 
metaheuristic experiment, 10 runs were conducted in order to average the 
results. Results obtained were based on delta from optimal, whereby delta 
is defined as the difference between delivery-time (and final route) obtained 
from the metaheuristic versus the delivery-time (and final route) obtained by 
an optimal guarantee process (i.e., MIP).

  (37)
The metaheuristic experiments were run on a Windows 10 operating 

system, Intel® Core™ i5-835OU CPU @ 1.70 GHz and 4 GB of memory. 
The main purpose of the experiments was to determine the accuracy of 
the metaheuristics denoted by delta (¼� ��� �	=������� ����� �;����!) and 
total computer-solution time (elapse time). Since optimization can only 
be guaranteed (compared to MIP) by smaller job sizes, the job size for 
experiments ranged from 10 to 15 jobs (nodes). Table (Table 1) below 
shows results for 10 randomly generated instances with 10 and 15 nodes of 
each instance type. For each experiment (10 runs), the delta from optimal is 
averaged (avg.), the max deviation from optimal is determined (max), the 
total number of experiments found to be optimal (#opt out of 10), and the 
total computer-solution time is given (elapse time) for comparison.
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Table 1. Comparison of EA1 and EA2 to optimal solutions.

 From optimal Comp. performance time

EA-I EA-2 EA-1 EA-2

Sire kg Max #opt Avg. Max #opt Elapse time 
(s)

Elapse 
time (s)

10 
nodes

0.00 0.00 10/10 0.00 0.00 111,10 23 25

15 node. 0.03 0.03 9/10 0.04 0.04 9/10 32 41

Note: algorithm performances arc compared to known optimal solulions 
(brute force, 4EP). Rends: averaged over ten MICHMelat. Standard drone 
parameters: Delivery nodes sampled from random uniform distribution, 
drone speed factor � = 2, drone range � = 10, number drones assigned truck 
v = 4.Results indicate that both EA-1 and EA-2 are capable of solving the 
truck-multidrone problem near optimal. The EA-1 slightly outperformed 
EA-2 due to the higher utilization of drones. It is estimated that depending 
��� �	� ���
��������� ��� �	� ����	�� ;����	�	��� ��� �	� �;	�������!� �;��	�>�
¢�?�� ���	�
��	����	�� �	�	���	����	�����	�� �����	�	������
��	�� ��� �	�
truck or the system is highly saturated with resources.

Computational Study 2: Lean System Parameters Compared 

to Standard Parameters

Lean System Parameters Compared to Standard Parameters. )e second 
study compares the performance of a lean or properly configured system 
parameters (�, �, v) against an arbitrarily set of system parameters (� = 2, 
� = 10, v = 3) often found in the literature. For the sake of simplicity, an 
experiment was drawn from a uniform random distribution of the (x, y) plane 
comprised of Euclidean distance between each of the coordinate delivery 
nodes. Since the experiments are designed to compare the performance of 
a lean system to an arbitrary system, the performance parameters selected 
for comparison are delivery-time ti, utilization util., and truck or drone wait 
time. Each experiment was comprised of ten (10) runs in order to obtain an 
averaged set of results. The delivery area was perturbed between 1 km2 to 
1000 km2 to evaluate various delivery densities for 30 delivery sites. Table 
2 shows the results of six experiments each with ten runs comparing the 
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arbitrary system parameters to the lean system parameters derived from 
the nonlinear optimization in Section 3. The evolutionary algorithm EA-1 
(Section 7) was used to optimally route and cluster the truck and n-drones 
throughout the delivery area to arrive at the optimal delivery times for each 
run for each experiment. EA-1 was also used to obtain average utilization 
(of drones) and the average wait time for either the truck or the drone for 
each operation within each run. The average of the ten runs is reported in 
Table 2.

Table 2. Lean system performance results. System performance Comparing 
geometric-based optimal drone parameters to standard drone parameters

Exp. Size 
operat-
ing area 
(km2)

Standard parameters (¾ = 2, ¿ = 10, 
v=3)

Optimal system parameters (¾, ¿, 
and v)

Avg. utiL Avg. wait Avg. time Avg. utiL Avg. wait Avg. time

1 1 1.00 0.063 2.48 0.98 0.05 1.08
2 25 1.00 0.286 11.82 0.99 0.24 7.91
3 100 0.95 0.93 25.03 0.86 1.76 21.13
4 300 0.75 2.03 51.52 0.64 2.10 47.10
5 700 0.22 2.73 102.94 0.29 3.30 93.24
6 1000 0.24 2.22 139.47 0.29 3.16 103.31

For each of the six experiments, ten runs were conducted for each 
delivery area (km2) and results were averaged. Each experiment was 
comprised of 30 delivery nodes. Arbitrary system parameters (� = 2, � = 10, 
v=3) were compared to lean system parameters determined by nonlinear-
optimization equations found in Section 2. Experiment results show that by 
adopting the lean system parameters, the overall delivery time is consistently 
reduced. Results show delivery time reductions for each experiment (56%, 
33%, 15%, 8%, 9% and 26%). It is noted that for at least two experiments, 
�	��������������
��������������!��	� ��� �	���!��!��	�� !	������
����������
thus, no major improvements were expected for experiments 4 and 5. An 
	Z;	��	������	����������!�^�������"��;���!�����
���	������	��>��	�����	����	�
either highly utilized or rarely utilized; thus, they range from bottleneck to 
�������	���	�����	���#	�!	������
����������!���!���	!�	=	���	�����!	�	�$�
����	���������������	��!������!�^���������
������������=	���	���������	�����
each operation slightly increased due to the stochastic nature of within the 
experiment design. In this case, the drones often found themselves advance 
of the truck in operations and therefore at an increased opportunity to 
accumulate wait time.
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CONCLUSIONS

The current literature lacks any usable information in terms of the highest 
yield regions of the design space (speed, range, and number drones) for a 
main tool with multiple assisting tools; specifically, herein, we analysed a 
truck-multiple-drone configuration. Few, if any, research articles address a 
tractable, usable MIP for the truck-multidrone problem for quick transfer 
and testing within standard optimization tools (IBM® ILOG CPLEX, 
Lindo® Lingo). Therefore, any business wishing to evaluate the use of 
a single truck fitted with multiple drones has a way neither to guide the 
selection of drone parameters nor to evaluate the efficiencies of those 
selections without developing scientific experiments. The “practical best 
case” geometric approach shown herein inverts the problem space and 
solves for practical best case drone speed, drone range, and number of drones 
given a general delivery scenario. Concretely, it serves as a basis to address 
practical design decisions regarding the proper configurations to achieve 
the maximum desired yields for a system. It serves as a way to screen out 
low performing designs while giving the decision maker a Pareto front of 
potential configuration solutions that achieve a lean alignment. Moreover, 
both the MIP and metaheuristics developed herein for empirical studies 
accurately solve for the optimal truck-multidrone routing, thus giving the 
business ample tools for evaluating generalized scenarios.

#	� ���;!�
	��=	��������� �	��"�� ������� ������ ���������	�� ������� ���
is useful and an easily implemented metaheuristic necessary to solve for 
the optimal route and optimal time for the truck-multiple-drone for smaller 
problem sets. For larger problem sets, the single chromosome evolutionary 
algorithm (EA-1) is best in class metaheuristic to test various test-case 
scenarios. Both EA-1 and EA-2 were modelled as functions within the 
��#*��À��	=	!�;�	���	�=�����	��� !������	>����� �	�
!	���	�	����	�
available at MathworksÀ�
!	�	Z����	��dvtsp_ga_basic) for evaluation and 
general purpose use/testing. As far as we could surmise, our EA is the only 
algorithm available for such problems found in the literature or in an open 
resource environment.

"������!�����>������	�	��������	����	�<�	����������	Z;	��	��	�
��	���	��
������	��������!���	�	Z;	��	����=	��������$?��!������	����
�������������	!!�
���
������ ��������	�;��;	�����
�������������������$?��!������	�����������¥�
"����=	�������	�������������������	=�!���	���=���	���������
������������������
a typical daily last-mile parcel-delivery scenario. The work also opens 
several additional questions for future research. These questions tend to be 
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toward the total energy savings and the energy saturation for different truck-
multiple-drone generalized situations the business may encounter. Future 
�	�	���������	�����		����� ����$��	���
��	������ �	��;����!�����	������
type of drones.
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ABSTRACT

An efficient active-set approach is presented for both nonnegative and 
general linear programming by adding varying numbers of constraints at 
each iteration. Computational experiments demonstrate that the proposed 
approach is significantly faster than previous active-set and standard linear 
programming algorithms.
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INTRODUCTION

Consider the linear programming problem

      (1)
s.t.

       (2)

Z���>� � � � � � � ����
where x and c are the n-dimensional column vectors of variables and 

���	���=	���	�
��	���>��	�;	���=	!�>�����^��	;�	�	�����	����	���=	�����������
The matrix A is an m × n matrix  with row vectors  is an 
m-dimensional column vector; and 0 is an n-dimensional column vector of 
zeros. The non-polynomial simplex methods and polynomial interior-point 
barrier-function algorithms illustrate the two different approaches to solve 
problem P. There is no single best algorithm [1] . For any existing approach, 
there is a problem instance for which the developed method performs 
;���!�� %�'� %�'� ��£��	=	�>� ���	����� ;������	������������ ;��=��	� 	�
��	���
post-optimality analysis, so the simplex algorithm is the most frequently 
used approach [2] , even for sparse large scale linear programming problems 
where barrier methods perform extremely well. In fact, the simplex method 
has been called “the algorithm that runs the world” [4] ; yet it often cannot 
	�
��	��!����!=	��	�!���	����!	�*����	<���	�����������;;!���������

In this paper we consider both the general linear program (LP) and the 
special case with ,  , which is 
called a nonnegative linear program (NNLP). NNLPs have some useful 
properties that simplify their solution, and they model various practical 
applications such as determining an optimal driving route using global 
positioning data [5] and updating airline schedules [6] , for example. We 
propose active-set methods for LPs and NNLPs. Our approach divides 
the constraints of problem P into operative and inoperative constraints at 
each iteration. Operative constraints are those active in a current relaxed 
subproblem Pr,  of P, while the inoperative ones are constraints 
of the problem P not active in Pr. In our active-set method we iteratively 
solve Pr,  of P after adding one or more violated inoperative 
constraints from (2) to  until the solution  to Pr is a solution to P.

Active-set methods have been studied by Stone [7] , Thompson et al. 
[8] , Myers and Shih [9] , and Curet [10] , for example. More explicitly, 
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Adler et al. [11] suggested a random constraint selection rule, in which a 
violated constraint was randomly added to the operative set. Bixby et al. [1] 
developed a sifting method for problems having wide and narrow structure. 
In effect, the sifting method is an active-set method for the dual. Zeleny [12] 
used a constraint selection rule called VIOL here, which added the constraint 
most violated at each iteration. Mitchell [13] used a multi-cut version of the 
VIOL for an interior point cutting plane algorithm. Corley et al. [14]

developed a cosine simplex algorithm where a single violated constraint 

maximizing  was
added to the operative set. Junior and Lins [15] used a similar cosine 

criterion to determine an improved initial basis for the simplex algorithm.
References [6] [16] and [17] are the most directly related to the 

current work. The constraint optimal selection technique (COST) RAD 
was introduced in [6] and [16] as a constraint selection metric for NNLPs, 
and then generalized in [17] to GRAD for LPs. In RAD and GRAD, an 
initial problem P0 is formulated from P such that all variables are bounded 
������ !	������	�����������>����������	��������
���!���������������������

��������
��	��!��!���	������!��;!	�=��!��	����������������	��	��
added to problems Pr,  according to the constraint selection metric 
�������������#	��������������	�	���������;��=	������
����!���	��;		��
of RAD and GRAD by varying the number of added constraints at each 
Pr according to an empirically derived function estimating the effectiveness 
of that iteration.

The paper is organized as follows. The constraint selection metric and 
dynamic active-set conjunction with RAD and GRAD is given in Section 2. 
In Section 3, we describe the problem instances and CPLEX preprocessing 
settings. Section 4 contains computational experiments for both NNLPs and 
LPs. Then the performance of the new methods is compared to the previous 
ones as well as the CPLEX simplex, dual simplex, and barrier method. In 
Section 5, we present conclusions.

A DYNAMIC ACTIVE-SET APPROACH

The purpose of our dynamic active-set method is to add violated constraints 
to problem Pr more effectively than in [6] and [17] . In COST RAD of [6] 
for NNLPs we use the constraint selection metric
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      (4)
to order constraints from highest to lowest value of RAD as a geometric 

heuristic for determining the constraints most likely to be binding at 
optimality. Moreover, at each iteration in [6] we add violated constraints 
in order of decreasing RAD until the added constraints contain non-zero 
��	�
��	���������!!�=�����!	���"������!�����������������#���������%��'�>�
we use the constraint selection metric

    (5)
where

     (6)
���� �� ���!!� ;�����=	� ��������� Â� ����

 However, in COST GRAD, 
violated constraints are added until every column of A has at least one 
positive and one negative value.

In this paper we propose a dynamic method that adds a varying number 
of constraints to Pr that depends on the progress made at . No equality 
constraints are considered here, but any equality constraints can be included 
in P0�� ��� ����=	?�	�� ��������� ��� �	
�	�� ��� ���;	����	� ���� �	� !��$� ���
progress in  by adding more violated constraints at Pr. The algorithm 
stops when the solution  to Pr is the optimal solution to P. Of course, 
one could simply add all violated constraints at any one iteration. However, 
the proposed dynamic method attempts to balance the number of iterations 
required to eliminate all constraints violation, while still maintaining an 
	�
��	�������=	?�	���	����

Dynamic Active-Set Approach for NNLP

The dynamic active-set approach developed for solving NNLPs is as 
follows. Constraints are initially ordered by the RAD constraint selection 
metric (4). To construct P0, we choose constraints from (2) in descending 
order of RAD until each variables xj has an  in the coefficient matrix of 
P0. We say the variables are covered by the constraints of the initial problem 
P0. P0 is then solved by the primal simplex to achieve an initial solution 
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. Now let  be the number of constraints in the original problem P and, in 
general, let  be the number of constraints of problem P violated by . At 
each iteration r, the total number of violated constraints  is computed, and 
the improvement percentage is calculated by

    (7)
where  represents the percent of improvement made in reducing 

the total number of violated constraints at iteration r. Next, with [.] denoting 
the greatest integer function, let

  \(8)
Where . The value �r is an upper bound on the possible number of 

non-operative violated constraints that can be added at active-set iteration 
 The actual number added is . The active-set iterations 

terminate when  and therefore . Equation (8) was developed from 
the results of com- putational experiments.

Pseudocode for the dynamic active-set NNLPs is as follows.
��	;��Ä"�	���������������������������!!���������	�;���!	��

1: 
2: while  do
3: Let 
4: if  and  then
5: 
6: end if
7: 
8: Optimized  false
9: end while

��	;��Ä±������	�;����!����;!	Z��	���>������������;����!���!������  for 
the initial bounded problem P0
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��	;� �Ä�	������ �	� ��!!������ ��	�������� ����!� ��� �;����!� ��!������ ���
problem P is found.

Dynamic Active-Set Approach for LP

The dynamic active-set approach for solving LP similar to the one for 
NNLPs. We construct P0 by choosing a number of constraints  from (2) 
in descending order of GRAD from (2) until no variable xj is left without 
at least either a positive or a negative coefficient. In addition, we include 
an ����
���!��������������������� . If , then set . Then 
P0 is solved to obtain an initial solution . As in Section 2.1, it is initially 
assumed that all constraints are violated . Then the relative improvement 
percent  is calculated by (7) for Pr and . Now let

    (9)
where the value  is an upper bound on the possible number of non-

operative violated constraints that can be added at active-set iteration 
 The actual number added is . As   decreases, 

 increases in (9) to add more violated constraints to . The algorithm 
stops at 100% reduction in the number of violated constraints.
Pseudocode for the dynamic active-set for LPs is as follows.
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��	;��Ä"�	���������������������������!!���������	�;���!	��

��	;��Ä±������	�;����!����;!	Z��	���>������������;����!���!������  for 
the initial bounded problem P0 given by

��	;� �Ä�	������ �	� ��!!������ ��	�������� ����!� ��� �;����!� ��!������ ���
problem P is found.

PROBLEM INSTANCES AND CPLEX  

PREPROCESSING

Four sets of NNLPs used in [6] are considered to evaluate the performance of 
the developed algorithm. Each problem set contains five problem instances 
for 21 different density levels and for varying ratios of (m constraints)/(n 
variables) from 200 to 1. Each set contains 105 randomly generated NNLPs 
with various densities p ranging from 0.005 to 1. Randomly generated 
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real numbers between 1 and 5, 1 and 10, 1 and 10 were assigned to the 
elements of A, b and c respectively. To avoid having a constraint in the form 
of an upper bound on a variable, each constraint is required to have at least 
two non-zero aij. For general LP, a problem set containing 105 randomly 
generated by Saito et al. [17] is compared with the dynamic approach of 
this paper. These LP problems contain 1000 variables (n) and 200,000 
constraints (m), with various densities ranging from 0.005 to 1 and the 
randomly generated aij����������	��		��°������°������	��		����������

Two parameters that CPLEX uses for solving linear programming are 
PREIND (preprocessing pre-solve indicator) and PREDUAL (preprocessing 
dual). As described in [17] and [6] , when parameter setting PREIND = 
1 (ON), the preprocessing pre-solver is enabled and both the number of 
variables and the number of constraints is reduced before any type of 
algorithm is used. By setting PREIND = 0 (OFF) the pre-solver routine in 
CPLEX is disabled. PREDUAL is the second preprocessing parameter in 
��*¢|������	������;����	�	����¢�±�*�¬�����������°����++�>���*¢|�
automatically selects whether to solve the dual of the original LP or not. Both 
are used with the default settings for the CPLEX primal simplex method, 
the CPLEX dual simplex method, and the CPLEX barrier method. Neither 
CPLEX pre-solver nor PREDUAL parameters were used in any part of the 
developed dynamic active-set methods for NNLPs and LPs.

COMPUTATIONAL EXPERIMENTS

The computations were performed on an Intel Core (TM) 2 Duo X9650 3.00 
GHz with a Linux 64-bit operating system and 8 GB of RAM. The developed 
methods use IBM CPLEX 12.5 callable library to solve linear programming 
problems. The dynamic RAD and dynamic GRAD are compared with the 
previously developed COST RAD and COST GRAD, respectively, as well 
as VIOL, the CPLEX primal simplex method, the CPLEX dual simplex 
method, and the CPLEX barrier method.

Computational Results for NNLP

Table 1 illustrates the performance comparison between dynamic RAD 
method and the previously defined constraint selection technique COST 
RAD on Set 1 to Set 4 for various dimensions of the matrix A used in [6] . Both 
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methods are compared with the CPLEX barrier method (interior point), the 
CPLEX primal simplex method, and the CPLEX dual simplex method. The 
worst performance occurs at m/n ratio of 200, where on average, dynamic

Table 1. Results from dynamic RAD and COST RAD for set 1-set 4, (random, 
NNLP aij�¬���°��>��i�¬���°���>��j�¬���°�����

Dynamic RAD+ COST RAD+

n 1000 3163 10,000 14,143 1000 3163 10, 
000

14, 
143

m 200, 
000

63,246 20,000 14,143 200, 
000

63, 
246

20, 
000

14, 
143

m/n 200 20 2 1 200 20 2 1

Den-
sity

No CPU time, sec++

0.005 1 2.02 30.88 108.52 126.93 2.10 30.82 108.70 127. 
55

0.006 2 2.47 32.19 106.48 113.68 2.42 31.48 104.87 114. 
03

0.007 3 2.63 30.39 96.61 104.34 2.65 29.41 92.45 104. 
18

0.008 4 2.46 31.03 90.14 89.24 2.54 30.63 88.20 90.73

0.009 5 2.67 28.89 82.66 86.57 2.78 30.10 83.53 85.21

0.01 6 2.73 28.22 75.46 83.66 2.79 27.81 77.90 80.43

0.02 7 2.88 23.17 45.55 49.82 3.09 24.69 47.63 49.95

0.03 8 2.83 17.97 33.85 37.35 3.22 20.49 36.68 38.33

0.04 9 2.92 15.24 29.23 28.98 3.33 19.06 32.74 32.53

0.05 10 2.97 14.10 24.83 26.37 3.34 16.97 28.23 28.59

0.06 11 2.86 11.93 23.38 24.45 3.20 14.94 27.58 27.27

0.07 12 2.94 11.21 20.38 21.08 3.41 14.88 23.59 23.79

0.08 13 2.87 10.25 19.47 21.43 3.32 13.57 23.44 24.19
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0.09 14 3.05 9.33 19.43 20.49 3.38 12.67 23.09 23.80

0.1 15 3.20 9.33 18.03 18.78 3.39 12.92 22.93 20.85

0.2 16 4.39 8.07 14.86 16.50 4.30 11.09 18.87 20.31

0.3 17 5.26 8.19 13.77 15.27 4.97 10.58 18.11 19.46

0.4 18 6.40 9.19 14.32 15.60 5.76 12.31 18.55 18.88

0.5 19 7.80 9.84 14.33 15.97 6.98 11.92 18.00 19.89

0.75 20 10.86 11.91 14.55 16.26 8.26 12.01 17.19 18.06

1 21 12.93 12.01 12.61 14.58 8.39 12.20 17.71 18.50

Aver-
age

4.24 17.30 41.83 45.11 3.98 19.07 44.28 46.98

+Used CPLEX preprocessing parameters of presolve = off and predual = 
off. ++Average of 5 instances of LPs at each density.

RAD is 8% faster than COST RAD for densities less than 0.2 and 18% 
slower for densities above 0.2. When the density increases, dynamic RAD 
shows an increase in computation time more than that of COST RAD. On the 
other hand, for an m/n ratio of 20 the CPU times decrease with an increase 
����	�������+�����	���	�����	�����=	�����>�������������������	�	�
��	���
and takes less computation times than COST RAD. 

����=	���	>������������������Å����	�	�
��	����������#������+���
an m/n ratio of 2 at densities higher than 0.009, the data show that COST 
���� ������� ��$���� �����
����!�� ���	� ���	� ���� �������� ����� ��������
RAD was 5.5% faster than COST RAD over all densities and 21% faster on 
average for densities above 0.5. 

For an m/n ratio of 1 with densities greater than 0.01, dynamic RAD is 
������ÆÅ����	�	�
��	��� �������#����������=	���	>����������������
superior performance to COST RAD for problem sets 2, 3, and 4.

Table 2 from [6] is presented to provide an immediate comparison of the 
developed dynamic RAD method with the standard CPLEX solvers. 

A reporting limit of 3000 seconds was used. On average, the CPU times 
for dynamic RAD were faster than any of the CPLEX solvers across all 
densities and ratios. However, CPLEX barrier methods show smaller CPU 
times when ratio m/n = 20 and the density is less than or equal to 0.01.
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It should be noted that GRAD captures more information than VIOL in 
higher densities to discriminate between constraints. Interestingly, when the 
dynamic active-set is used for both GRAD and VIOL, their CPU

Table 3. Comparison of computation times of CPLEX solvers, GRAD, and 
VIOL using both dynamic active-set and multi- cut method on general LP prob-
lem set (random LP with 1000 variables and 200,000 constraints [17] ).

Constraint selection metric+ CPLEX°°

No Den-
sity

GRAD VIOL GRAD VIOL Primal Dual Barrier

Multi-cut method Dynamic active-
set

CPU time, sec++

1 0.005 9.85 12.31 7.96 9.26 40.99 23.05 2.39

2 0.006 11.48 14.50 9.44 11.11 84.56 35.52 2.62

3 0.007 13.36 14.21 10.60 12.58 128.65 48.62 3.79

4 0.008 14.24 14.67 12.09 13.00 183.70 61.56 4.93

5 0.009 15.41 15.32 12.25 14.57 212.79 75.34 6.06

6 0.01 16.55 17.09 14.10 15.33 256.70 92.11 7.33

7 0.02 24.74 22.24 20.93 21.79 396.55 205.25 15.86

8 0.03 27.84 24.30 22.91 26.21 460.01 295.18 26.63

9 0.04 30.55 24.47 23.87 29.52 602.73 350.86 35.26

10 0.05 37.59 28.72 28.52 33.57 617.29 396.10 46.76

11 0.06 34.29 26.58 26.86 33.80 656.22 438.92 59.55

12 0.07 37.46 28.05 26.91 34.34 729.43 465.61 71.65

13 0.08 36.28 26.29 25.54 33.46 739.21 510.10 82.98

14 0.09 37.97 27.74 24.60 33.21 823.11 521.89 94.01

15 0.10 39.50 28.30 25.99 35.61 956.17 554.29 108.03

16 0.20 56.26 36.64 27.97 41.28 1456.41 759.66 280.09

17 0.30 60.93 42.40 28.41 40.68 1664.83 900.12 527.05

18 0.40 74.58 56.97 33.39 52.19 2033.10 1057.27 760.07
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19 0.50 85.02 71.35 36.85 54.68 1925.32 1334.80 1076.40

20 0.75 113.02 116.78 39.44 59.53 2232.88 1571.28 2132.53

21 1.00 144.35 173.02 57.22 104.58 2301.76 1717.25 3267.10

Av-
er-
age

43.87 39.14 24.57 33.82 881.07 543.56 410.05

+Used CPLEX preprocessing parameters of presolve = off and predual 
= off. 1TZ�·���¬���10 was used as the bounding constraint; ++Average of 5 
instances of LPs at each density; °°Used CPLEX preprocessing parameters 
of presolve = ON and predual = Auto.

���	����	������
����!������	�� �����	����	��	���������� �	���!��?����
method. GRAD using the multi-cut technique takes the longest computation 
time in comparison to others at higher densities. 

Unlike the proposed dynamic approach, the LP algorithm COST GRAD 
requires checking the signs of the nonzero aij and therefore more computation 
time for higher densities. 

#	�	�
��	�������Ç"�*��	��	��	�������
����!����������	�������	�������
On average, dynamic GRAD is approximately 35 times faster than the 
CPLEX primal simplex, 21 times faster than the CPLEX dual simplex, 
and 17 times faster the CPLEX barrier linear programming solvers without 
preprocessing. 

The superior overall performance of GRAD using dynamic approach is 
apparent across all densities in general LP set.

For comparison purposes, Table 4 shows GRAD and VIOL computation 
���	���	����
Z	������	�����=��!��	��������������������	�����	�����	��������
������� �� 
Z	�� ����	�� ��� ������������ ��� 	Z����	�� ���� ���� ����� ����
VIOL. At densities below 0.03, dynamic GRAD takes less CPU time than 
�	�
Z	�?�����;;����������
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Table 4. Comparison of computation times of GRAD using dynamic active-set 
����
Z	�������	��������	�	��!�*��;���!	���	����������*�����������=���-
ables and 200,000 constraints [17] ).

Constraint selection metric+

No Den-
sity

GRAD VI 
OL

GRAD VIOL

Dynamic 
 active-set

Fixed number of constraints

10 
0

500 1000 10 
0

500 1000

CPU  
times, sec++

1 0.005 7.96 9.26 14.58 10.04 8.05 10.49 8.82 11.56

2 0.006 9.44 11.11 18.75 13.14 9.48 12.61 10.57 14.45

3 0.007 10.60 12.58 20.32 13.24 10.67 13.87 12.22 15.01

4 0.008 12.09 13.00 23.57 12.63 12.05 14.97 12.82 16.22

5 0.009 12.25 14.57 23.16 13.60 12.32 15.88 14.00 18.35

6 0.01 14.10 15.33 26.04 14.83 13.59 17.72 15.35 19.26

7 0.02 20.93 21.79 36.49 21.27 20.38 23.55 22.70 28.35

8 0.03 22.91 26.21 38.40 22.33 22.30 25.40 26.07 34.22

9 0.04 23.87 29.52 38.48 22.68 23.19 25.63 27.51 36.21

10 0.05 28.52 33.57 46.34 27.77 28.69 29.67 32.25 41.66

11 0.06 26.86 33.80 40.35 24.47 26.26 27.12 30.36 40.53

12 0.07 26.91 34.34 41.91 26.05 27.92 28.88 32.69 42.09

13 0.08 25.54 33.46 37.80 24.61 26.36 26.64 31.62 42.58

14 0.09 24.60 33.21 37.71 25.01 28.18 27.38 32.19 43.69

15 0.1 25.99 35.61 39.30 25.54 28.00 29.12 33.81 46.08

16 0.2 27.97 41.28 41.66 29.36 33.48 33.54 40.20 57.02

17 0.3 28.41 40.68 38.05 28.25 34.05 32.88 41.53 59.39

18 0.4 33.39 52.19 41.45 33.58 41.14 39.98 50.68 74.25

19 0.5 36.85 54.68 42.40 36.86 46.14 44.68 56.76 81.71

20 0.75 39.44 59.53 45.88 40.36 50.28 52.67 69.07 101 
.71



Advances in Operational Researches98

21 1 57.22 104.58 48.44 46.14 57.55 61.59 78.23 114. 
15

Av-
er-
age

24.57 33.82 35.29 24.37 26.67 28.30 32.36 44.69

+Used CPLEX preprocessing parameters of presolve = off and predual 
= off. 1TZ�·���¬���10 was used as the bounding constraint; ++Average of 5 
instances of LPs at each density.
*Corresponding author.

CONCLUSION

In this paper, dynamic active-set methods have been proposed for both 
NNLPs and LPs. In particular, these new approaches were compared to 
existing methods for problems with various sizes and densities. On average, 
dynamic RAD shows superior performance over COST RAD for the NNLP 
problem sets 2, 3, and 4. In the LP problem set, dynamic GRAD significantly 
outperformed the COST GRAD as well as the CPLEX primal simplex and 
the dual simplex. In this LP problem set, however, the barrier solver did 
outperform all methods for densities up to 0.03. In addition, dynamic GRAD 
outperformed a dynamic version of VIOL, which was a standard method in 
column generation and decomposition methods.
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ABSTRACT

The existence of strongly polynomial algorithm for linear programming 
(LP) has been widely sought after for decades. Recently, a new approach 
called Gravity Sliding algorithm [1] has emerged. It is a gradient descending 
method whereby the descending trajectory slides along the inner surfaces 
of a polyhedron until it reaches the optimal point. In R3, a water droplet 
pulled by gravitational force traces the shortest path to descend to the 
lowest point. As the Gravity Sliding algorithm emulates the water droplet 
trajectory, it exhibits strongly polynomial behavior in R3. We believe that it 
could be a strongly polynomial algorithm for linear programming in Rn too. 
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In fact, our algorithm can solve the Klee-Minty deformed cube problem in 
only two iterations, irrespective of the dimension of the cube. The core of 
gravity sliding algorithm is how to calculate the projection of the gravity 
vector g onto the intersection of a group of facets, which is disclosed in 
the same paper [1]. In this paper, we introduce a more efficient method to 
compute the gradient projections on complementary facets, and rename it 
the Sliding Gradient algorithm under the new projection calculation.

Keywords:- Linear Programming, Mathematical Programming, 
Complexity Theory, Optimization

INTRODUCTION

The simplex method developed by Dantiz [2] has been widely used to 
solve many large-scale optimizing problems with linear constraints. Its 
practical performance has been good and researchers have found that the 
expected number of iterations exhibits polynomial complexity under certain 
conditions [3] [4] [5] [6] . However, Klee and Minty in 1972 gave a counter 
example showing that its worst case performance is O(2n) [7] . Their example 
is a deliberately constructed deformed cube that exploits a weakness of the 
original simplex pivot rule, which is sensitive to scaling [8] . It is found that, 
by using a different pivot rule, the Klee-Minty deformed cube can be solved 
in one iteration. But for all known pivot rules, one can construct a different 
deformed cube that requires exponential number of iterations to solve [9] [10] 
[11] . Recently, the interior point method [12] has been gaining popularity 
as an efficient and practical LP solver. However, it was also found that such 
method may also exhibit similar worse case performance by adding a large 
set of redundant inequalities to the Klee-Minty cube [13] .

Is it possible to develop a strongly polynomial algorithm to solve the 
linear programming problem, where the number of iterations is a polynomial 
function of only the number of constraints and the number of variables? The 
work by Barasz and Vempala shed some light in this aspect. Their AFFINE 
algorithm [14] takes only O(n2) iterations to solve a broad class of deformed 
;���������	
�	�������	��������¦�	�!	��%��'��������!��	���	��!		?������
cube and many of its variants.

In certain aspect, the Gravity Sliding algorithm [1] is similar to the 
AFFINE algorithm as it also passes through the interior of the feasible 
region. The main difference is in the calculation of the next descending 
vector. In the gravity falling approach, a gravity vector����
�����	
�	����		�
Section 3.1 for details). This is the principle gradient descending direction 
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where other descending directions are derived from it. In each iteration, the 
�!������� 
���� ���;��	�� �	� �	��	������ ���	�����>� �	�� ��� �	��	���� �����
this direction until it hits one or more facets that forms the boundary of the 
feasible region. In order not to penetrate the feasible region, the descending 
direction needs to be changed. The trajectory is likened a water droplet 
falling from the sky but is blocked by linear planar structures (e.g. the roof 
top structure of a building) and needs to slide along the structure. The core 
of gravity sliding algorithm is how to calculate the projection of the gravity 
vector g onto the intersection of a group of facets. This projection vector lies 
����	����	��	����������	����	�������	��	�!�	������	���!!��;��	��	
�	�����
�	�	����	�������=	������!��;;��������������;��	��	���!!��;��	�
��������
�	��
����	�;���	����������������������!!��;��	������!�	�����=	��;;�����
is disclosed in [1] which operates directly from the subspace formed by 
the intersecting facets. This direct approach is more suitable to the Gravity 
�!������ �!�������� "�� ���� ;�;	�>� �	� ����	�� ;�	�	��� ��� 	�
��	��� �	����
to compute the gradient projections on complementary facets and also 
introduce the notion of selecting the steepest descend projection among a 
�	�������������	������� �	�	� �	
�	�	���>��	� �	���	� �	����=�����!������
algorithm as the Sliding Gradient algorithm. We have implemented our 
algorithm and tested it on the Klee-Minty cube. We observe that it can solve 
the Klee-Minty deformed cube problem in only two iterations, irrespective 
of the dimension of the cube.

This paper is organized as follows: Section 2 gives an overview of the 
Cone-Cutting Theory [16] , which is the intuitive background of the Gravity 
Sliding algorithm. Section 3 discusses the Sliding Gradient algorithm in 
details. The pseudo-code of this algorithm is summarized in Section 4 and 
Section 5 gives a walk-through of this algorithm using the Klee-Minty as 
an example. This section also discusses the practical implementation issues. 
Finally, Section 6 discuss about future work.

CONE-CUTTING PRINCIPLE

The cone-cutting theory [16] offers a geometric interpretation of a set of 
inequality equations. Instead of considering the full set constraint equations 
in a LP problem, the cone-cutting theory enables us to consider a subset of 
equations, and how an additional constraint will shape the feasible region. 
The geometric insight forms the basis of our algorithm development.
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Cone-Cutting Principle

In an m-dimension space Rm , a hyperplane yTÊ=cy cuts Rm into two half 
�;��	���£	�	�Ê�����	������!�=	���������	�hyperplane and c is a constant. 
We denote the positive half space {y��yTÊ�} the accepted zone of the 
hyperplane and the negative half space where {y��yTÊ<c} is rejected zone. 
���	������	������!�=	�����Ê�;������������	;�	��^��	���	�������	���!!��	�
�;	�;!��	������������	���������� ���	��¾��Ê>�). When there are m facets 
in Rm�����ËÊ1>Ê2,	>Êm} are linear independent, this set of linear equations has 
a unique solution which is a point V in Rm���	��	�����!!�>�Ë¾1>¾2,	>¾m} form 
a cone and V is the vertex of the cone. We now give a formal definition of a 
cone, which is taken from [1] .

�	
������������=	�����;	�;!��	������m>��������$���¾1,	>¾m)=m and 
intersection  is called a cone in Rm. The area 

 is called the accepted zone of C. The point V is the vertex 
����¾j is the facet plane, or simply the facet of C.

A cone C also has m edge lines. They are formed by the intersection of 
���°�������	����£	��	>������	������!����	��	
�	�������!!����

�	
������������=	����������j={V+trj¶�·�ÌÍÎÏ��¬�>	,m) shooting from 
a point V with rank , the convex 
closure of m rays is called a cone in Rm. Rj is the edge, rj the edge direction, 
and  the edge line of the cone C.

#	� ���� �	
�������� ��	� 	<��=�!	���� +���	����	>� ��¦�� ����� %��'� ���
observed that �����¾i are opposite to each other for i=1,	,m. Edge-line 

 is the intersection of all C-facets except ¾i, while facet ¾i is bounded 
by all C-edges except . This is the duality between facets and edges. 
For i=1,	,m,{Êi, Ri} is called a pair of cone C.

It is obvious that  since rj�!�	�����¾i . Moreover, we have

    (1)
Cone Cutting Algorithm

Consider a linear programming (LP) problem and its dual:

    (2)

    (3)
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In the following, we focus on solving the dual LP problem. The 
standard simplex tableau can be obtained by appending an m×m identity 
matrix Im×m which represents the slack variables as shown below:

We can construct a facet tableau whereby each column is a facet denoted 
as ¾j:(Êj,cj) , where  and

     (4)
The facet tableau is depicted as follow. The last column (b1,b2,	,bm,0)

T is not represented in this tableau.

When a cone  is intersected by another 
facet ¾j, the ith edge of the cone is intersected by ¾j at certain point qij . We 
��!!�¾j cuts the cone C and the cut points qij can be obtained by the following 
equations:

  (5)
The intersection is called real if ti������
������������ti<0. Cone cutting 

greatly alters the accepted zone, as can be seen from the simple 2-dimension 
	Z��;!	������������+����	������?�	���"���?���	�����>������	��¾��Ê>�) is a line. 
#	������!�=	�����Ê is perpendicular to this line and points to the accepted 
zone of this facet. Furthermore, a cone is formed by two non-parallel facets in 
2-dimension. +����	��������������������	���Ç�¾1>¾2) . The accepted zone 
����	����	�����	����	��	����������	��������	;�	��^��	��������	���¾1�����¾2. 
This is represented by the shaded area A in Figure 1(a). In Figure 1(b), a new 
���	��¾3 intersects the cone at two cut points q13 and q23. They are both real 
����;�����������	��	���������������!�=	�����Ê3 points to the same general 
���	����������	����	>�Ç�!�	������	��	�	��	��^��	����¾3������	�����¾3 rejects 
Ç�����	�=	�>��	����	;�	��̂ ��	����¾3 intersects with the accepted zone of the 
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cone so that the overall accepted zone is reduced to the shaded area marked 
as B. In +����	�����>�Ê3�;����������	��;;����	����	�������¾3 accepts V and the 
overall����	;�	��^��	�������
�	������	���	�����$	�������

Figure 1. Accepted zone area of a cone and after it is cut by a facet.

As the dual feasible region 
 of a LP problem must satisfy all the 
�����������>� ��� ����� !�	� ������ ��	�� ��� "�� +����	� ����>� ¾3 cuts the cone at 
t���
���������;�����������	�Ê3 points to the same direction of the cone, V is 
���	;�	�����¾3��£��	=	�>��	����	;�	��^��	����¾3 covers that of the cone. As 
���	��!�>�¾3 does not contribute to any reduction of the overall accepted zone 
area, and so it can be deleted for further consideration without affecting the 
LP solution. In +����	���	�>�Ê3 points to the opposite direction of the cone. 
#	����	��	�������	��		���	����	;�	��^��	����¾3 and that of the cone is an 
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empty set. This means that the dual feasible region 
 is empty and the LP is 
infeasible. This is actually one of the criteria that can be used for detecting 
infeasibility.

Based on this cone-cutting idea, P.Z. Wang [16] [17] have developed 
a cone-cutting algorithm to solve the dual LP problem. Each cone is a 
combination of m facets selected from (m + n) choices. Let D denotes the 
���	Z��	��������	�������>����	�����¼���¬�>��	��Ê¼(i)=Êj). The algorithm starts with 
an initial coordinate cone Co>��	��
���������	������	;!��	���	�����	�	Z�������
facet ¾out thus forming a new cone. This process is repeated until an optimal 
point is found. The cone-cutting algorithm is summarized in Table 1 below.

#����!�������
���������	�������	�	����Ç��	�!	��������	������������	��
in steps 2 and 3. This facet cuts the edges of the cone at m points. In step 4 
and 5, the real cut point qI����������!��	�������	�=	��	Z�Ç������	���
	���#���
becomes the vertex of a new cone.

Table 1. Cone-cutting algorithm.
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This new cone retains all the facets of the original cone except that the 
cutting facet replaces the facet corresponding to the edge I*. Yet the edge 
I* is retained but the rest of the edges must be recomputed as shown in 
step 6. Amazingly, P.Z. Wang shows that when b>0, this algorithm produces 
exactly the same result as the original simplex algorithm proposed by Dantz 
[2] . Hence, the cone-cutting theory offers a geometric interpretation of the 
���;!	Z��	��������	������
����!�>�������;��	���	�����������	Z;!��	��	��
approach to tackle the LP problem.

SLIDING GRADIENT ALGORITHM

Expanding on the cone-cutting theory, the Gravity Sliding Algorithm [1] 
was developed to find the optimal solution of the LP problem from a point 
within the feasible region 
. Since then, several refinements have been 
made and they are presented in the following sections.

Determining the General Descending Direction

The feasible region 
 is a convex polyhedron formed by constraints 
, and the optimal feasible point is at one of its vertices. 

Let  be the set of feasible vertices. The dual LP 
problem (3) can then be stated as:  is the inner-product 
of vertex Vi and b, the optimal vertex V� is the vertex that yields the lowest 
inner-product value. Thus we can set the principle descending direction g0 to 
be the opposite of the b vector (i.e. g0¬°��� ���� ���� ��� �	�	��	�� ��� ��� �	�
gravity vector. The descending path then descends along this principle 
direction inside 
 until it reaches the lowest point in 
 viewed along the 
direction of b. This point is then the optimal vertex V� .

Circumventing Blocking Facets

The basic principle of the new algorithm can be illustrated in Figure 2. Notice 
that in 2-dim, a facet is a line. In this figure, these facets (lines) form a closed 
polyhedron which is the dual feasible region 
. Here the initial point P0 is 
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inside 
. From P0, it attempts to descend along the g0¬°�����	�������"���������
as far as P1 which is the point of intersection between the ray R=P0+tg0 and 
�	� ���	��¾1�� "�� 	��	��	>�¾1 is blocking this ray and hence it is called the 
blocking facet relative to this ray. In order not to penetrate 
, the descending 
direction needs to change from g0 to g1 at P1, and slides along g1 until it hits 
�	���	���!��$�������	��¾2 at P2. Then it needs to change course again and 
slides along the direction g2 until it hits P3. In this figure, P3 is the lowest 
point in this dual feasible region 
 and hence it is the optimal point V�.

It can be observed from Figure 2 that g1 is the projection of g0 onto 
¾1 and g2 is the projection of g0������¾2. Thus from P1, the descending path 
�!��	���!����¾1 to reach P2������	���!��	���!����¾2 to reach P3. Hence we call 
this algorithm Sliding Gradient Algorithm. The basic idea is to compute the 
new descending direction to circumvent the blocking facets, and advance 
��� 
��� �	� �	Z�� ��	� ����!� ��� �	��	�� �	� ������� =	��	Z� =�	�	�� �!���� �	�
direction of b.

Let Ð�Ð���	���	���	��	������!��$�������	�������	�tth iteration. From an 
initial point P0 and a gradient descend vector g0, the algorithm iteratively 
performs the following steps:

1)  compute a gradient direction gt����	�����Ðt. In this example, the 
������!��	������!��$�������	���Ð0 is empty and g0¬°��

Figure 2. Sliding gradient illustration.

2)  move Pt to Pt+1 along gt where Pt+1������;���������	�
�����!��$����
facet.

3)  Incorporate the newly encountered blocking facet to Ðt to 
�����Ðt+1.

4)  go back to step 1.
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The algorithm stops when it cannot find any direction to descend in step (1). 
This is discussed in details in Section 3.6 where a formal stopping criterion 
is given.

Minimum Requirements for the Gradient Direction g
t

For the first step, the gradient descend vector gt needs to satisfy the following 
requirements.

Proposition 1. gtgt must satisfy  so that the dual objective 
function yTb will be non-increasing when y move from Pt to Pt+1 along the 
direction of gt.

Proof. Since  aligns to the principle direction of g0. As 
 moves along the principle direction of g0 when t>0.

Since  when . 
END

This means that if , then Pt+1 is “lower than” Pt when viewed 
along the b direction.

Proposition 2. If  must satisfy  for all j�Ðt to ensure 
that Pt+1 remains dual feasible (i.e. Pt+1�D ).

Proof. If for some , this means that gt is in the opposite 
direction of the normal vector of facet  so a ray  will eventually 
penetrate this facet for certain positive value of t. This means that Q will be 
rejected by  and hence Q is no longer a dual feasible point. END

Maximum Descend in Each Iteration

To ensure that Pt+1�D, we need to make sure that it won’t advance too far. 
The following proposition stipulates the requirement.

Proposition 3. Assuming that 
 is non-empty and P0�D. If gt������
	��

Propositions 1 and 2; and not all  then 
 provided that the next point Pt+1 is determined according to (6) below:

     (6)

where .
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Proof. The equation for a line passing through P along the direction g 
is P+tg. If this line is not parallel to the plane (i.e. gTÊÑ��>������!!����	��	�����
���	��¾��Ê>�) at a point Q according to the following equation:

    (7)

We call t the displacement from P to Q. So  is the 
displacement from Pt����¾j. The condition tj > 0 ensures that Pt+1 moves along 
the direction gt but not the opposite direction. j* is the smallest of all the 
displacements thus �����	�
�����!��$�������	����������!��	�������t .

To show that Pt+1�D, we need to show  for . Note 
that

Since  so we need to show that 

.
The displacements tj can be split into two groups. For those displacements 

where  so , where k1¬°�j is a 
positive constant. Since tj�>0tj*>0 .

 since .

For those displacements where tj�>��	��=	�����  is the minimum of 

all tj in this group. Let k3 be the ratio between . Obviously, 

So Pt+1�D. END
If ����;���!!	!����¾j. Unless all facets are parallel to gt, Proposition 

���������!!�
����	��	Z���	��	���;������t+1. If all facets are parallel to gt, this 
means that facets are linearly dependent with each other. The LP problem is 
not well formulated.
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Gradient Projection

We now show that the projection of g0 onto the set of blocking facets Ðt satisfies 
the requirements of Proposition 1 and 2. Before we do so, we discuss the 
projection operations in subspace first.

Projection in Subspaces
Projection is a basic concept defined in vector space. Since we are only 
interested in the gradient descend direction of gt but not the actual location 
of the projection, we can ignore the constant c in the hyperplane {y��yTÊ=c}. 
"����	�������>��	� ��������� �	�����;��	�Ç�Ê�� �;���	�����Ê����� ������!!�
�;��	���Ê�� rather than the affine space spanned by the hyperplanes.

Let Y be the vector space in  and its corresponding 
null space is . Extending to k 
hyperplanes, we have  and the null space is 

 and y�Ç�Ê1>Ê2,	>Êk)} . It can be shown that 
������	�Ç�Ê1>Ê2,	>Êk��������Ê1>Ê2,	>Êk) are 

the orthogonal decomposition of the whole space Y, a vector g 
in Rm can be decomposed into two components: the projection of g 
����� Ç�Ê1>Ê2,	>Êk�� ���� �	� ;���	������ ��� �� ����� ��Ê1>Ê2,	>Êk). We use the 

notation  to denote them and they are called 
direct projection and null projection respectively.

#	���!!�������	
������������	��	���	�	�
����;�	�	��	�����%�'��������
repeated here for completeness.

Let the set of all subspaces of Y=Rm be �, and let � stand for 0-dim 
����;��	>��	�������=	�����Z���������	
����������;���	������

�	
����������#	�;���	�������	
�	�������=	������;��	����������;;���

where * is a vector in Y, # is a subspace X in � satisfying that
(N.1) (Reflectivity).
For any 
(N.2) (Orthogonal additivity).

For any g�Y and subspaces X,Z�N, if X and Z are orthogonal to each 
��	�>��	���ÒXÍ��ÒZ ¬�ÒX+Z, where X+Z is the direct sum of X and Z.
(N.3) (Transitivity).
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For any g�Y and subspaces 
(N.4) (Attribution).
For any g�Yg�Y and subspace  and especially,
(N.5) For any g�Y and subspace .

�����=	�������;;��������
���  is to compute it directly from the 
��!!��;��	���Ê1>Ê2,	>Êk). We now show another approach that is more suit-
able to our overall algorithm.
Theorem 1. For any g�Y, we have

     (8)
where {o1,	,okÏ���	�������������!��������������;��	�Ç�Ê1>Ê2,	>Êk).
�����������	�¾1Ó	Ó¾k�����%Ê1>Ê2,	>Êk] are the orthonormal decomposition 

of Y, according to (N.2) and (N.1) we have

According to (N.2) and (N.4), the first term becomes

Hence (8) is true. END
The following theorem shows that the projection of g0 onto the set of all 

�!��$�������	���Ðt��!����������
	�����;������������������+����>�!	��������;!����
�	����������������	�Ð�����	;�	�	���Ðt in the following section and g0ÒÐ to 

stand for � �	�	� $¬¶Ð¶� ��� �	� ����	�� ���
	!	�	�������Ð�

Theorem 2.  and .

Proof. Since g0ÒÐ lies on the intersection of , it lies on 
each facet  for j=1,	,k. Thus g0ÒÐ is perpendicular to the normal vector 

of �������������
	�����;����������

According to (N.5), �������������
	��;��;���������������¢��
As such, g0ÒÐ, the projection of g0g0 onto all the blocking facets, can be 

adopted as the next gradient descend vector gt. Hence, g0ÒÐ, the projection 
of g0g0 onto all the blocking facets, can be adopted as the next gradient 
descend vector gt.
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Selecting the Sliding Gradient
In this section, we explore other projection vectors which also satisfy 
Propositions 1 and 2. Let the jth complement blocking set  be the blocking 
�	�� Ð� 	Z�!������ �	� jth element; i.e. . We 
examine the

projection  for j=1,	,k. Obviously,  according to 

(N.5) as  is a projection of g0. So if  for all j�Ð,
��� �����
	�� ���;�������� �� ���� 	��	� ��� �� ��������	� ���� ������	��������

For all the candidates, including g0ÒÐ, which satisfy this proposition, we 
can compute the inner product of each candidate with the initial gradient 

descend vector g0, (i.e.  ) and select the maximum. This inner 
product is a measure of how close or similar a candidate is to g0 so taking 
the maximum means getting the steepest descend gradient. Notice that 

if a particular  is selected as the next gradient descending vector, 

the corresponding ¾j is no longer a blocking facet in computing . 
Thus ¾j��		�������	��	��=	�������Ðt to form the set of effective blocking 

facets  . The set of blocking facets������	��	Z����	�������Ðt+1 is  plus the 
newly encountered blocking facet. In summary, the next gradient descend 
vector gt is:

  (9)

where .

The effective blocking set  is

     (10)
��� 
���>� ���� �		��� ��� ����	��	� �	� ���;�������� !���� ����������!!���

However, we now show that once g0ÒÐ is computed,  can be obtained 
	�
��	��!��
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Computing the Gradient Projection Vectors

#��� �	������ �������	�� �� �	���� ��� ���;������ �ÒÐ and  for any 

vector g. According to (8), . The orthonormal 
basis {o1,o2,	,ok} can be obtained from the Gram Schmidt procedure as 
follows:

     (11)

    (12)
*	�� ��� ��������	� �	� ��������� �Ò� to denote the projection of vector a 

onto vector b. We have , then . 
Likewise,

   (13)
Thus from (8), 

    (14)

���	��	=�!��������ÒÐ , we can find  backward from j=k to 1. Firstly,

   (15)
Likewise, it can be shown that

   (16)
#	� 
���� ���������� ��� ;���	������� ��� �� ����� 	Z������� ���������!�

basis oi. Each term in this summation has already been computed before and 
hence is readily available. However, the second summation is projections 
on new basis . Each of these basis must be re-computed as the facet ¾j is 
skipped in . Let

     (17)
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    (18)

Then we can obtain ��	�����=	!��������¬$>$°�>	,1 by:

      (19)

To compute  , some of the intermediate results in obtaining the 
orthonormal basis can also be reused.

*	��Ôj,1=0 for all j=2,	,k and  for i=1,	>��°�>��	���	�
have

  (20)

The intermediate terms Ôj,i can be reused in computing  as follows:

 (21)
By using these intermediate results, the computation load can be reduced 
substantially.

Termination Criterion

When a new blocking facet is encountered, it will be added to the existing 
set of blocking facets. Hence both Ðt and  will typically grow in each 

iteration unless one of the  is selected as gt. In this case,  is 
�	!	�	�������Ðt according to (10). The following theorem, which was first 
presented in [1] shows that when , the algorithm can stop.

Theorem 3 (Stopping criterion) Assuming that the dual feasible region 

 is non-empty, let Pt�D and is descending along the initial direction g0¬°���

let  be the number of effective blocking facets in  at the tth iteration. If

|  and the rank , then Pt is a lowest point in the dual 
feasible region 
.

Proof. If  and the rank , then the m facets in  form a 
cone C with vertex V=Pt. Since the rank is m, its corresponding null space 

contains only the zero vector. So .
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As mentioned about the facet/edge duality in Section 2, for j=1,	,m, edge-
line  is the intersection of all C-facets except ¾i. That means . Since 
an edge-line is a 1-dimensional line, the projection of a vector

g0 onto  equals to ±ri and hence . Since  are 

projections of g0 , according to (N.5),  .

Since , it means that does not satisfy Proposition 2 for 
all i=1,	,m. Otherwise, one of the would have been selected as the 
next gradient descend vector and, according to (10), it would be deleted from 

 and hence  would be less than m. This means that at least one of j�Ð 

has a value  . However, for all  is in the null space of 

 . This leaves . If  , then 

 . This contradicts to the fact that  in (1). Therefore, 

 . Since  . Note that

 means that edge ri is in opposite direction of g0 . As this is true 
for all edges, there is no path for gt to descend further from this vertex. It 
is obvious that the vertex V is the lowest point of C when viewed in the b 
direction.

Since Pt is dual feasible, and V is a vertex of 
. Cone C coincides with 
the dual feasible region 
 in a neighborhood N of V, it is obvious that Pt is 
the lowest point of 
 when viewed in the b direction. END

In essence, when the optimal vertex V* is reached, all the edges of the 
cone will be in opposite direction of the gradient vector g0¬°���#	�	�������
path to descend further so the algorithm terminates.

THE PSEUDO CODE OF THE SLIDING GRADIENT 

ALGORITHM

The entire algorithm is summarized as follows in Table 2.
Step 0 is the initialization step that sets up the tableau and the starting 

;����� ��� ��	;� �� ��� ��� 
��� �� �	�� ��� ������!� �!��$���� ���	��� Ð� ��� ;�	;��������
of step 4. In the inner loop, Step 4 calls the Gradient Select routine. It 

computes g0ÒÐ and ����=�	�����Ð�������¢<��������������������������	!	���
the best gradient vector g according to (9). This routine not only returns g but 
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�!����	�	��	���=	��!��$�������	���Ð* and  for subsequent use. Theorem 
������	�� �����	�� �	���^	����Ð* reaches m, the optimal point is reached. 
So when it does, step 5 returns the optimal point and the optimal value to 
�	���!!����������	����	;���������
����	��!��	����!��$�������	���������������
(6). Because P lies on every facets of . Hence, we only 
need to compute those tj where ��Ð. The newly found blocking facet is then 
���!��	�����Ð������	;��������	����	��!��;�����	;	��	������!��	��;����!�=	��	Z�
is found.

Table 2. The sliding gradient algorithm.
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IMPLEMENTATION AND EXPERIMENTAL RESULTS

Experiment on the Klee-Minty Problem

1Other derivations of the Klee-Minty formulas have also been tested and the 
same results are obtained.

We use the Klee-Minty example presented in [18] 1 to walk through the 
algorithm in this section. An example of the Klee-Minty Polytope example 
is shown below:

For the standard simplex method, it needs to visit all 2�°� vertices to 

����	��;����!���!�������£	�	��	��������>��������;	��
������	����������!�
point P0 , the Sliding Gradient algorithm�����
����	��;����!���!�������������
��	�������Ä�������	�������	����	�����������

To apply the Sliding Gradient algorithm>��	�
���������������	����!	����
For an example with m=5 , the simplex tableau is:

The b vector is b=[5,25,125,625,3125]T. After adding the slack variables, 
the facet tableau becomes:
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+����!�>������	�����¾5�����¾10��=	��	����	������!�=	��������	��Ê5¬Ê10 ) 
����	����������	�¾10 for further consideration. This is true for all value of m.

If we choose P0=Mb , where M is a positive number (e.g. M=100 ), It 
can be shown that P0 is inside the dual feasible region. The initial gradient 
descend vector is: g0¬°��

With P0 and g0����������!�����������>��	��!�������;���		������
����	�

���� �!��$���� ���	�� �sing (6). The displacements tj for each facet can be 
found by:

With P0 and g0����������!�����������>��	��!�������;���		������
����	�

���� �!��$���� ���	�� �sing (6). The displacements tj for each facet can be 
found by:

  (22)
We now show that the minimum of all displacements is tm.
First of all, at = m, Êm=[0,	,0,1]T , cm=1 and bm=5m, so tm=M°�°��
+����Ì�·��°�>��j=0, so tj=M>tm.
+����·�Ì�>���j=2�°��>������	�	!	�	�������Êj are:

The 2nd term of Equation (22) can be re-written as:
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The inner product of the denominator is:

Since all the elements in the b vector and the ÊÊ� ��	� ;�����=	>� �	�
summation is a positive number. Thus

Since the value of the denominator is bigger than bm=5m, we have

So

Hence tm is the smallest displacement. For the case of m=5, their values are 
���������	�
���������
������	������������	���!!������#��!	���

Thus ¾m is the closest blocking facet. Hence, . For the next 
iteration,

The gradient vector g1 is g0 projects onto ¾m� ���	����	� Êm=[0,	,1] is 
already an orthonormal vector, we have according to(8)

In other words, g1� ��� �	� ���	� ��� °�� 	Z�	;�� ���� �	� !���� 	lement is 
zeroed out. Using P1 and g1 , the algorithm proceeds to the next iteration and 
evaluates the displacements tj again. For j=m+1 to 2m°� , since cj=0 and Êj is 
a unit vector with only one non-zero entry at the jth element,
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Thus the displacements tm to t��°� have the same value of 5°� .
+����·�Ì�>��	��=	�

As mentioned before, g1� ��� �	����	����°��	Z�	;�� ���� �	� !����	!	�	��� ���

zero, we can express  in terms of  as follows:

The numerator then becomes:

Since  , substituting these values to 
the above equation, the numerator becomes

Thus

Table 3. Displacement values titi in each iterations for m=5.

Notice that all elements in g1 are negative but all of Êj are positive. So 

the inner product  is a negative number. As a result, the last term inside 
the bracket is a positive number which makes the whole value inside the 
bracket bigger than one and hence  . Moreover, tm is 
zero as g1�!�	�����¾m . The actual displacement values for the case of m=5 are 
shown in the second row of Table 3.

Since tm to t��°� have the same lowest displacement value, all of them are 
blocking facets so  . Also,
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Now has reached a vertex of a cone. According to 
Theorem 3, the algorithm stops. The optimal value is , which is the 
last element of the b vector.

#��� ���� �� �;	��
�� ����	� ��� �	� ������!� ;����� �0=Mb, the Sliding 
Gradient algorithm can solve the Klee-Minsty LP problem in two iterations, 
and it is independent of m.

Issues in Algorithm Implementation

The Sliding Gradient Algorithm has been implemented in MATLAB and 
tested on the Klee-Minty problems and also self-generated LP problems 
with random coefficients. As a real number can only be represented in 
finite precision in digital computer, care must be taken to deal with the 
round-off issue. For example, when a point P lies on a plane yTÊ=c, the 
value d=PTÊ°�� ���!�� �	� 	Z���!�� ^	���� ���� ��� �����!� ��;!	�	�������>� ���
may be a very small positive or negative number. Hence in step 2 of the 
����	�	�����	���!������>��	��		������	������	��!��Ø�����������¶�¶ÌØ>��	�
regard that point P is laid on the plane. Likewise for the Klee-Minty problem, 
this algorithm relies on the fact that in the second iteration, the displacement 
values ti for �¬�Í�� ��� ��°�� ���!�� �	� �	� ���	� ���� �	�� ���!�� �!!� �	�
smaller than the values of tj� ���� �¬�� ����°�����	� ��� �����?����	�����>��	�
need to set a tolerant level to treat the first group to be equal and yet if this 
tolerant level is set too high, then it cannot exclude members of the second 
group. The issue is more acute as m increases. It will require higher and 
higher precision in setting the tolerant level to distinguish these two groups.

CONCLUSIONS AND FUTURE WORK

We have presented a new approach to tackle the linear programming problem 
in this paper. It is based on the gradient descend principle. For any initial 
point inside the feasible region, it will pass through the interior of the feasible 
region to reach the optimal vertex. This is made possible by projecting the 
gravity vector to a set of blocking facets and using that as descending vector 
in each iteration. In fact, the descending trajectory is a sequence of line 
segments that hug either a single blocking facet or the intersections of them, 
and each line segment is advancing towards the optimal point. It should be 
noted that there is no parameters (such as step-size, ..., etc.) to tune in this 
algorithm although one needs to take care of numerical round-off issue in 
actual implementation.
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This work opens up many areas of future research. On the one hand, we 
are extending this algorithm so that it can relax the constraint of starting 
from a point inside the feasible region. Promising development has been 
achieved in this area though more thorough testing on obscure cases need to 
be carried out.

On the theoretical front, we are encouraged that, from the algorithm 
walk-through on the Klee-Minty example, this algorithm exhibits strongly 
polynomial complexity characteristics. Its complexity does not appear to 
�	;	�������	�������^	������	�*����	�
��	�����£��	=	�>����	����������;�����
is needed and we are working towards this goal.
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ABSTRACT

In recent years, the university development is at the expansion period. As 
the important part of the overall planning process, campus traffic planning 
gets highly consideration as to the university builders. The optimization 
of the transportation system will bring convenience and safe experience 
to the school staffs. This paper analyzes the current situation of campus 
traffic organization in H university campus, and establishes a trip map to 
the traffic network. Finally, based on the basic principles of traffic planning, 
we designed campus bus routes and sites. By using of cost analysis, we also 
design the optimal starting frequency, which optimizes the campus traffic 
system.
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INTRODUCTION

Since the new century, the rise of college enrollment rate has made the 
number of teachers and students in colleges and universities continually 
increase. 

When the campus constantly enriches and perfects its education 
	�=�����	��>�����!����	��!���������	�;���!	�����������=	�!��������
������	��
among functional areas in campus, travel inconvenience and so on. Aiming 
��� �	���Z	�?����
����������$�������� ����
�� �����	� �	����;��>�*���¦	��
(2007) [1. researches and puts forward some measures, including campus 
road network� ��������������>� ��Z	�� ����
�� �	;�������>� ;��$���� !������
�;����^�����>� ;	�	������� �;��	� �	������ ���� �������	� ��� 	Z�	���!� ����
���
According to the type of spatial layout of college campus, Xu Junbin (2012) 
[2. divides it into four categories: annular space layout, strip space layout, 
grid space layout and free-form space layout. 

������� ��� �	� �����!� ���������� ��� ����� ����
�� ��� ���� �������>� �����
Dongyuan and Liu Zhiqian (2008) [3. respectively analyze the factors 
����	������ �	� ���;� ���	� ��� ���� ���;� ���� 	����!��� �	� ����	�;�������
empirical formula. 

When studying the stop time of stations, Mao BaoLi (2009) [4. has 
considered the effect of vehicles from outside of the campus on buses and 
���!�^	�� �	� 	��	������ ����
���������� �������� �;		����� �	� ���;� ���	����
bus stop, and he also has researches the queuing time of outbound buses 
in-depth.

In order to solve this problem, H University (Wushan Campus) opened 
Campus Bus Line 2 in April 2015 and since being opened for more than two 
�	���>���������;��=	�����=	!�	�
��	��������	��	�����������	����������;���
to a certain extent. 

H University now have two bus campus routes Line 1 and Line 2, Line 
1 service between North area and South Gate, it mainly to meets the travel 
needs of North area students and faculty; Line 2 service between South area 
and the East area, it mainly meets the travel needs of staff in the South 
area as well as East area. However, there still exist many shortcomings. 
This paper adopts questionnaire survey to summarize the shortcomings of 
�	�����	������;�����������	�>��!!����	���	�����
��=�!��	�����	����;���
road network����	�����������;���	��	<��!��������	�������	!>�����
��!!��
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designs a new bus route map, and uses cost analysis method to establish a 
new bus operation schedule.

SURVEY ABOUT CAMPUS TRAVEL DEMAND AND 

PROBLEM ANALYSIS

Analysis on Campus Status

H University covers an area of more than 2940 thousand square meters. The 
campus is divided into two campuses, and the Wushan Campus is located 
in the Shipai College Area of Tianhe District, Guangzhou City, and is the 
main campus of this study. Wushan Campus covers an area of 182.6 hectares 
(including military land in south front door) and is founded in the 1930s, and 
it has experienced development and construction in different stages of more 
than seventy years before and after liberation, and formed architectural styles 
in different stages and distinct layout of function division in the process of 
constant evolution.

There are three main parts of people in the campus: full-time students, 
faculty members and administrative staff. According to the statistics report 
of 2014, North Campus has 20,723 undergraduates, 13,276 doctorial 
candidates and postgraduate students and 1531 overseas students, totaling 
43,862. It is expected to reach about 5000 people by the year of 2020: 5590 
����!��� �	��	��>� ���� ���������� ��� �	� ��	�
��	��� ��� �	;	��	��� ���>� �	�
faculty members (including family members) are about 16,000. In addition, 
there are about 1000 administrative staffs and the total of faculty members 
is about 19,000.

#	�;!�������������;��� ����
�� ��� �	��������	����� �	���!	���!!	�	�
campus planning and construction. The division of functional area in each 
���;�������������=	�����	���;!	�	������������	����;�������
��������^������
;!������>� ���� �	�;!������� �����	�������� ����
��������^������ ���!�� �!���
make coordination with various functional areas. The relationship between 
functional areas is carefully analyzed, and the division of functional area 
�����������;��� ��� ���
��	������ �	� �����������������	�;��;	���	�����
���;���!��������	!!����!������������;�	�	��>���������=��	�������
=	����������!�
areas: central area, north area, west area, south area and east area, as shown 
in Figure 1. The distance between each functional area is shown in Table 1.
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Questionnaire

This questionnaire survey is carries out from April 5th to 10th, 2017, and has 
completed 425 valid questionnaires, including 143 in the west area, 127 in the 
north area and 155 in other areas. It mainly investigates the characteristics, 
demand and intention of the present situation of campus travel.

From Table 2, it can be seen that the users of roads are mainly divided 
into pedestrians, motor vehicles and non-motor vehicles.

Figure 1. Partition map of H University (H University capital construction de-
partment).

Table 1. The distance between each functional area.

Distance (km) N area W area M area S area E area

N area - 1.5 1.2 2 2

W area - - 0.6 0.5 0.9

M area - - - 0.9 0.8

S area - - - - 0.7

E area - - - - -
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As the main pedestrians of campus traffic behavior, it includes students, 
faculty members and social visitors, whose travel modes are walk, bike, 
electric car, campus bus and car. According to the investigation, the travel 
modes of the students are mainly walk and bike; the travel modes of faculty 
members and social visitors are mainly motor vehicle.

According to suitable distance for walking, people will feel tired after 
walking more than 500 m. Therefore, the travel of more than 500 m in the 
����!�����	
�	�����!���?�������	����=	!>������������!	��������������������?
distance travel. The different travel distances frequency is shown in Table 3.

From the above table, it can be seen that there is slight difference 
between administrative staffs and teachers. Long-distance travel and short-
distance travel of students on weekday respectively are 3.3 times a day and 
�������	�������>���!	��	�������
����!���	���	�����		$	����#	�	���	>�����
paper focuses on analyzing the travel characteristics of students and teachers 
during the workdays.

According to the survey, in Figure 2, the travel peak of students on 
campus is mainly concentrated in the time of 8 a.m. before the class and 
12:00 noon after class.

Table 2����������=	!����	��������;���������;�������
���Å��

The car School bus Electric car Bike Walk

Student 0 6 0 32 62

Faculty member 60 1 8 12 19

Visitor 73 5 0 2 20

Data collection is based on questionnaire survey.

Table 3. Frequency distribution of different travel distances (sub/d).

Administra-
tive staff

Teachers Students 
(working 
day)

Students 
(weekend)

Long-distance travel 
frequency

2.9 3.3 3.3 2

short-distance travel 
frequency

3.1 2.8 4.2 2.7

Data collection is based on questionnaire survey.
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Figure 2�����;���;	�;!	�����;	�$��������������!!	����� is based on question-
naire survey).

From 11:30 to 12:00, it is the time period when students intensively 
go for the lunch; from 14:00 to 14:30, it is the peak of attending classes in 
the afternoon, which is basically the same as the peak in the morning; from 
17:00 to 18:00, it is the time period when students intensively go for dinner, 
�������	�����>��	�����
���	�=�����������	��������	���������	���������������
rest; From 18:30 to 19:00 is the main travel time of self-study in the evening; 
After 21:30, it is a time period when students return to the dormitory to sleep 
in succession.

Analysis on Travel Problem

The travel problem of this campus are as followings
~� Can’t meet the demand of travel in peak hour and Campus Bus 

Line 1 is the only bus routes for the travel in the north area. in 
�	�;	�$������������	����������
��������!���	�>� ��� �������		��
the travel demands of students and staffs in north area and also 
can’t meet the general travel demand of some people, such as 
from residential area in south area to other areas, from students’ 
���������	�� ����	�����	�� ���������	�����!�����	!!���� ��
�����>�
residential area of staff in east area to public teaching buildings.

~�  The distance of Campus Bus Line 1 between Zhongshan Station 
Baibu Station is less than 200 m, and the most area covered by 
Baibu Station also can be covered by the area of Zhongshan 
Station.
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~� There is a cross between South Changjiang Road to North 
Changjiang Road and Dongguan Village Road, and it is a 
downhill from South Changjiang Road to the crossroad, which 
easily cause dangers. Roads on campus are mainly coexistence 
of people and vehicles, and the roads are not wide enough with a 
�	��!���������
������

~� Problems of campus bus itself. Campus Bus Line 1 has a low 
;������!�������	>���
Z	�����!�������	�������	�����	�=�!��	�=��	�
time. Newly-built Campus Bus Line 2 mainly serves teaching 
staff with few seats, and its departure frequency is less than half 
of the prescribed one, and many students are not able to enjoy the 
�	�	
��������������	��	���;	�����!��	�

CAMPUS TRANSPORTATION MODEL  

CONSTRUCTION

Travel and Attraction Distribution of H University

Travel and attraction survey is to investigate the starting point and destination 
of people’s travel on campus, and the purpose is to analyze the current 
situation of the traffic flow relations between different traffic areas [5. and 
provide basic data for future traffic volume forecast and check. According to 
the functional layout of different buildings within the campus, it is divided 
into 12 traffic areas, as shown in Table 4 and Figure 3.

Demand Analysis

Traffic area and road network are the simulation of the actual road network 
in the form of data, which is the important basis of traffic model.
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Table 4. Overview of campus functional areas.

Serial num-
ber

Main functions of community Number of people/
�������	���;	����¨�2)

1 student dormitory in north area 8218/303,570

2 teaching area 135/81,939

3 postgraduate dormitory 3667/150,893

4 �;�����
	!������	�����	� 234/58,402

5 teachers’ residential area in south area 1893/412,845

6 student dormitory in west area 7756/223,876

7 college administration laboratory build-
ing.

1834/467,323

8 ������������=	���
�	 561/156,783

9 library 175/20,654

10 cultural and sports center, kindergarten 785/74,593

11 dormitory group in east area 3852/258,313

12 ����!���
�	 283/40,738

Data collection is based on questionnaire survey.

Figure 3�����;������=	!�������;�
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The size and boundary of traffic area, the scope of road network and the 
section parameters directly affect the accuracy and authenticity of the model. 
The road network model is shown in Figure 4. Section 1-22 is the shared 
road of pedestrians and motor vehicles, of which section 15 is an important 
pedestrian passageway. According to the characters of campus travel, it can 
assume the future travel purpose and travel frequency of teachers and students 
remain the same, and original unit method is used to respectively calculate the 
original unit of generation and attraction, and then according to the value of 
travel generation and attraction gotten through the forecast of attributes such 
as generation original unit and attraction original unit as well as population and 
area, allocate travels of each community to road network and travel allocation 
���	!������!��!��	��	�����
��=�!��	����	����	����������
��!!���	���	���������
each section. The Wardrop Equilibrium Theory model is expressed as follows:

   (1)

  (2)

      (3)

    (4)

In the formula,  is the traffic volume of OD towards pq in the kth path;
 is the travel time of D towards pq in the kth path;

cpq is the travel time of D towards pq in the shortest path;
tpq is the traffic volume of OD towards pq in shortest path.

From Table 5, it shows the 1 2, 3, 4, 5, 8, 9, 11, 12, 13, 14, 15, 20, 21 
������	��������=	�!���	����>��=	���	����!������
��=�!��	��	��������Æ����
to 30,000.

Figure 4. Campus road network model.
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Table 5�� ����	��� ����
�� =�!��	� ������������� �	��!��� ��� 	��� �	������ �;	����?
time/d).

Section of serial 
number

#���
��=�!��	�
(bidirectional)

Section of serial 
number

#���
��=�!��	�
(bidirectional)

1 16,063 12 32,040

2 14,242 13 15,166

3 15,052 14 19,348

4 14,522 15 9348

5 10,837 16 5766

6 5287 17 3919

7 0 18 5254

8 8837 19 6715

9 29,810 20 9110

10 2456 21 2181

11 12,519 22 5102

CAMPUS BUS DESIGN SCHEME

According to the construction of road network in the previous chapter, 
we consider to improve the deficiency of existing traffic on campus. The 
improvement of scheme follows the principles to design, and on the basis of 
new scheme, analyze the characteristics of the route optimization and finally 
conduct the optimization of operation project towards newly designed route 
plan, including departure time and the optimization of departure frequency, 
to maximize efficiency of public transportation.

Route Design Optimization Principles

���� +�!!��� �	� ;�����;!	� ���� ����	� ��=	��� ����� ;���	��	�� ����
corridor

� #	��	�����������;��� ����
������	�������	��������	������� �	�
������������;	�;!	��#	�;	�;!	�����������;���������������	��
by investigating the people’s intention to travel on campus. 
+���� �	� ���!����� ��� ���;��� ����
���	����$>� ��� �����	�$�����
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that Campus Bus Line 1 covers from the north area to the public 
�	���������!�����>�������������=	����!�����������	��������	������
of south front door, however, there is no bus route to cover from 
�	� ����� ��	�� ��� ��
�����>� ����� ���������	�� ��� �	��� ��	�� ���
Wushan subway and from travels in south area and residential 
area to college buildings and public teaching area. Thus, when 
designing route, it should consider these main routes.

���� ������;!	�������	���	�!	�����������
������	
 The length of the route should be designed within a reasonable 

range so that the bus system can be better organized and operated. 
On the one hand, if the distance between the routes is longer, the 
average cycling time of the bus will become longer, the bias ratio 
of time when vehicles arrive the station will increase, and there 
will also e many problems when arranging departure frequency; 
on the other hand, if the route is too short, the users it covers 
are fewer and the vehicle’s cycling time is short, so that the 
passenger’s intention to ride will decrease and the economy is not 
good. The relevant data suggest the route length is appropriate 
when the bus runs 5 - 15 km among 20 - 30 min. This paper 
recommends to adopt the standard of 6 - 10 km.

���� ������;!	���������
������	���=	����	��	!��;�;�!��	����	��
 Use personnel density heat map to show the data of builders in 

each area obtained through survey. Heat map adopts EXCEL 
plug-in and POWERMAP painting. Label west campus, central 
area, south area and roads in east area or density of dormitory 
personnel.

���� ������;!	����!��	��!��	�����	�
��	���
 The design of the bus route should also pay attention to the 

����	��	� ��� �	� !��	��� ��	�
��	���� "�� �	���� ��� �� ���� ����	>� �	�
straight line surely is best, just like Campus Bus Line 1 which 
exists in H University. When designing the round route, the linear 
��	�
��	������!���!����	�;�������	����������"���	�!��	�����	�
��	���
is higher, users’ satisfaction with the route will be reduced, and 
the travel time of users will be greatly increased. It is generally 
�	!�	=	�������	�!��	�����	�
��	������!���	��	��		������������

5)  Principle of satisfying the actual environment
� �	���	���������
������	>��	���;���������;	����������!���	�

paid attention to is the geographical environment of the campus. 
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The terrain of H University is undulating, and its local slope is 
more than 8%, so when considering route design, it should be 
considered that the driven routes of the vehicle lie in altitude 
traverse with slight ups and downs as far as possible.

Design of Bus Stops

The bus stop setting on campus is a systematic and complicated work. At the 
beginning of the study about bus stop setting, stations need to be classified 
clearly firstly. Bus stopover station is the node of transit network. Travelers 
use the starting point and end of bus, which provides service for the stop of 
public transport and passengers’ getting on or off the bus. The performance 
of bus stop directly affects the service efficiency of public transport, even 
the traffic capacity of the whole road. Bus stop can be divided into two basic 
forms of station: original and terminal station and midway station according 
to function.

1)  Design of original and terminal station
 The original and terminal station is the beginning and end of the 

bus line, which provides service for the arrival and departure 
of operating vehicles and passengers’ getting on or off the bus. 
��� �	� ���	� ���	>� ��� �!��� ��� �	�;!��	��	�	� ����
�����;���	���
organize the operation of vehicles, drivers have a rest and vehicles 
are maintained. Thus, the original and terminal station should be 
close to parking lots of public transport or maintenance factories 
and pay attention to be near the existing stations, in order to be 
easy to transfer.

2)  Design of midway station
 The midway station should be set on the nodal points of main 

;���	��	�� ���� ���� �	� ;��!��� �����;���� ����	� ;���	�>� ���� �	�
average distance between stations is 200 m - 300 m. The station 
distance of campus population density selects the lower limiting 
value, and the station distance of the marginal area and the area of 
;	�;!	���������	��	��;;	��!��������=�!�	��#	��	!	������������	�
should also satisfy the three main functions of vehicle: safe stop, 
convenient passage and convenient transportation.

�������	
����������������

According to the campus traffic route network map and the campus elevation 
map, we can get the elevation map of the main people flow on campus.
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1)  The north section of the Hubin, the section of Songshan and the 
north section of Zhujiang are all at a lower altitude, and also are 
����	����������
���	������

2)  The main routes of travel in south area and the travel routes of 
residential area in east area have a single direction with little 
���������������!�����	�

3)  The selection of original and terminal station is the station of 
south front gate, and there is a bus maintenance station in the 
south front gate, and can be transferred to the original Line 1.

After fully considering travel demands of people on campus, geographical 
factors and design principle of bus route and station, set up a route (as 
����� ��� +����	� ��� ���� ����� ������ ����Ä¦������Z����Ä��!!	�	� ���
�����	��Ä���� ��� ���!����� �¦������� ¢���� �����Ä���;!	Z� ���!������ ���
�	��� ��	�� ���������� ��� �	� �	!!��� ��=	��Ä������ ;�	��� ���!����Ä|��	��
Ç�!!��	� ���������� ��� ��Z���	���Ä*������� ����Ä�������� ��� ��	�Ä
�	�	���� #��Ä�	�	���� +���Ä�	�	���� +�=	Ä������ ���!����Ä�����
���	��	� ���	��Ä�����	�����!� �	����� "�������	Ä�	� ���������� ��� �	�
�������!� �	�	��	� ����	���Ä¢���� 	���Ä��!����!� ���� �;����� �	��	�Ä
$���	�����	�Ä��Æ����	��	�����������	!�;����!�Ä�	���������	�

Figure 5. The average distance travelled of the new route.

The route has 21 bus stops in total (Figure 5), and the original and terminal 
station is located at the south gate terminal, a place where is convenient for 
drivers to have a rest and the dispatching and maintenance of buses. The 
total length of this route is about 6000 m, and the average length of station is 
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200 m. According to the bus speed standard: 30 km/h, the time required for 
a bus to travel around is 25 min.

THE DESIGN OF THE OPERATING SCHEDULE OF 

THE CAMPUS BUS

The departure frequency of departure is closely related to the traffic cost. 
This paper mainly considers the user cost and the operating cost of the 
vehicle, as follows:

       (5)
In the formula, C is the total cost; Cu is the user cost and Co is the operating 
cost.
1) The waiting time cost of the user is

  (   6)
In the formula: f is the departure frequency,
b+ is the waiting time for passengers who get on the bus,
b° is the waiting time for passengers who get off the bus
The operating cost of the vehicle includes the driver’s wage and welfare 
costs, the fuel consumption and maintenance costs of the daily operation of 
the bus.

     (7)
In the formula, P is the length of the route (km);
c0 is the initial fixed input cost (yua /km);
c1 is the variable cost (yuan/km * seat);
cp id the cost the drivers derive per kilometer (yuan /km).

According to questionnaire survey above, the basic data of cost analysis 
of Line 2 shows in Table 6. Calculate the user cost and operating cost in 
different departure frequencies, and look for the optimal departure frequency 
in a reasonable range to determine the minimum total cost. User cost and 
total operating cost are show in Table 7.
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As what you see in Figure 6, along with the increase in departure 
��	<�	���>��	�����!�������	��	��	��
���!�������	�����	��������	��	����!!����
range and slow rising trend. The total cost is in a lower value when the 
departure frequency is among 12 and 15 veh/h.

Table 6. Basic data of cost analysis of Line 2.

parameter value

aw/(yuan/h) 6.74

c0/(yuan/h) 1.50

c1/(yuan /km*seat) 0.08

L/km 6.0

N 16.0

(Data collection is based on questionnaire survey).

Table 7. Table of user cost and total operating cost in different departure fre-
quencies.

f h/min Cu Co C

5 12 1.4 0.4 1.8

6 10 1.24 0.5 1.74

8 7.5 1.08 0.6 1.68

10 6 0.98 0.65 1.63

12 5 0.91 0.70 1.61

15 4 0.86 0.74 1.60

20 3 0.83 0.79 1.62

25 2.4 0.82 0.82 1.64

30 2 0.8 0.85 1.65
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Figure 6. Total cost graph.

It is suggested that the departure time in the peak hours is 4 - 5 min, 
and the departure time in the off-peak hours period can extend by 6 - 8 min 
properly.

The operation mode adopts the form of bi-directional departure to 
����	��	� �	� ��	<�	������� �	����;����������	� �	�;	�$����� �	�����;	�$�
elastic design to increase the departure frequency in the peak and off-peak 
period. The average stopping time for each station is 30 s, and the time that 
vehicles travel along the route is:

Table 8. Operating schedule for new Line 2.

Time 
interval

Route Depar-
ture 
interval/
min

Unidirectional 
departure 
frequency

Main func-
tion

7:30-
8:15

residential area in 
	������	��Ä�	��-
ing building

3 15 attending 
class

8:15-
9:40

route around cam-
pus

5 18 all travels

9:40-
10:15

residential area in 
	������	��Ä�	��-
ing building

2 15 attending 
����
�������
class
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10:15-
11:40

route around cam-
pus

5 20 all travels

11:40-
12:30

residential area in 
	������	��Ä�	��-
ing building

2 15 
�������
class

13:50-
14:30

residential area in 
	������	��Ä�	��-
ing building

3 10 attending 
class

14:30-
16:30

route around cam-
pus

5 30 all travel

Run time (min) = distance travelled (km) * 2 (min/km) + number of 
stations in the route * 0.5 (min/ station) [6.

In theory, the run time is 26min. Consider with the combination of cost, 
demand and safety. The operation of the campus bus is calculated according 
to 8 hours. The operating schedule is as Table 8 shows.

CONCLUSION

The reasonable design of campus bus routes can meet the travel needs of 
campus personnel, and at the same time it can realize the green, safe and 
harmonious campus traffic. This paper studies the planning and design 
method of the university campus bus, and conducts travel investigation 
among teachers and students in campus, analyzes the travel mode, travel 
distance, travel frequency, travel destination, travel time and people 
willingness feature. The school personnel travel has summarized as following 
characteristics: mainly by walking; travel and attractions are concentrated in 
the teaching area, dormitory area, office area and sports area. This paper also 
has built the travel model of campus traffic and allocated specific traffic 
volume to main roads of campus, and then put forward principles that suit 
campus traffic optimization of H University, including the principle of 
designing route and stations. The designed routes meet various requirements. 
At last, the optimized route is proposed to optimize the rate of coverage and 
operation cost, find the departure frequency after optimization, and propose 
campus bus design and planning program.
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ABSTRACT

Under the background of severe air pollution and energy shortage, electric 
vehicles (EVs) are promising vehicles to support green supply chain and 
clean production. In the world, the renewal of EVs has become a general 
trend. Therefore, the concern about EVs is a hot issue at present, but EVs 
have the characteristics of limited driving distance and long charging time. 
When the EVs are used in logistics transportation, these characteristics have 
a significant impact on the vehicle routing problems. Therefore, based on the 
research experience of traditional vehicle routing optimization, combining 
with the characteristics of EVs, this paper presents an optimal problem of 
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electric vehicle routes with time windows based on two charging methods 
and it also designs a mathematical model which was caused by early and 
late arrival as the objective function to minimize the transportation cost, 
vehicle use cost, power supply cost, and penalty cost. The model is solved 
using an ant colony algorithm. Finally, the ant colony algorithm is tested and 
analyzed with an example.

INTRODUCTION

The research on vehicle routing began in the 1950s, Dantzig and Ramser 
firstly proposed the concept of vehicle routing problem (VRP), which refers 
to the purpose of distributing or collecting goods between distribution centres 
and a certain number of customers with different needs through the design of 
vehicle routing, and finally reached the goals, such as the shortest distance, 
the least time, and the least cost [1]. The importance of transportation in the 
logistics system distribution activities is undeniable, but in recent years, the 
large use of fossil fuel vehicles has resulted in the rapid consumption of oil 
resources and excessive emissions of greenhouse gases, so considering the 
balance and optimization of monetary costs and the environmental problems 
of fossil fuel vehicles, many vehicle routing problem models for fuel or 
emissions have risen, such as the fuel consumption rate of the VRP was 
considered by Xiao et al. [2], fuel consumption and carbon emission of 
the VRP considered by Zhang et al. [3], a time-dependent VRP model of 
minimizing fuel consumption of Norouzi et al. [4], the green vehicle routing 
problem (GVRP) model of Poonthalir and Nadarajan [5], and the vehicle 
scheduling problem of minimizing carbon emission of Wang et al. [6].

Because of the environmental protection characteristics of EVs, in 
recent years, with the rapid growth of the market share, EVs have been 
introduced into the market as personal and commercial alternative energy 
vehicles. In 2018, the number of electric vehicles worldwide exceeded 5.1 
million, an increase of 2 million from 2017, and the growth of new vehicles 
almost doubled (IEA, 2019). In China, electric vehicles are growing at the 
rate of more than 50% per year (IEA, 2018). In 2018, the number of electric 
=	��!	�������������$	��
��������	����!��%�'�����;��	����������������!�
fuel vehicles, the main advantages of electric vehicles are zero greenhouse 
gas� 	��������>� ��� 	�
��	���>� ���� !��� �;	������� ����	� %Æ'>� ���� 	!;��
logistics companies get more and more social and environmental customer 
support. And it gets a green image [9]. Fernandez and Casals use sustainable 
analysis and practical estimation methods that take into account the life 
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cycle carbon emissions of electric vehicles to analyze the contribution of 
electric vehicles to reducing greenhouse gas emissions [10, 11]. Wu et al. 
used the life cycle assessment method to estimate that the total life cycle 
greenhouse gas emission reduction potential of battery electric vehicles will 
������!!���	�������Å���������%��'��"��������������	�=�����	���!��	�	
��>�
¢Ç�� �!��� �=	� 	�������� �	�	
���� ���;��	�� ���� ����������!� �����!� ��	!�
powered vehicles, EVs consume 10% to 15% of the fuel cost of traditional 
vehicles at the same distance [13]. Therefore, the focus on EVs has become 
a hot issue at present. However, due to the characteristics of EVs such as 
!���	�������	���!	��	�����!���������������	>�����	���	���������
���������
challenging task to study its VRP.

Electric vehicles refer to cars that use electric engines to provide energy 
through their own chemical batteries. The electrical energy used by EVs can 
be converted into many kinds of clean energy, which is the main force of 
environmental protection vehicles in the future with a high energy utilization 
rate and being clean and pollution-free. As a distribution vehicle, electric 
vehicles need to be charged much time for long-distance distribution, and 
the power replenishment time is longer than the refueling time. Therefore, 
it is necessary to consider the charging problems that may occur in the 
charging process. Based on traditional fuel vehicle route optimization, the 
introduction of the charging stations is the primary issue of electric vehicle 
upgrading combining with the characteristics of EVs. Electric distribution 
companies apply some coordination methods to control the charging load. 
That can affect the charging duration. Yang et al. studied the charging 
scheduling of electric vehicles on the highway [14]. Dogan and Alci 
optimized the charging schedule of electric vehicles considering the cost 
of battery degradation [15]. Dogan et al. based on a heuristic algorithm for 
charge and discharge coordination optimization [16]. Aravinthan and Jewell 
proposed a two-step method for scheduling EV charging, which limits the 
impact on EV charging on distribution assets [17].

At present, fast charging is the most common charging strategy. 
����$���� 	�� �!�� ;��;��	�� 
=	� �������� �����	��	�� ���� �	!�	=	�� ���� ���
fast charging is essential [18]. In addition to fast charging on the issue of 
charging strategy, battery switching is also a relatively popular charging 
�����	������!	�� ���� ����������� ��	�� �	�!?���	� ������ ����� ��� 
��� �	�
optimal battery exchange strategy [19]. Yang and Sun studied the location 
routing problem of the battery switching station of EVs with large capacity 
and optimized the routing plan and the selection of battery switching 
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stations [20]. Dai et al. regarded the battery exchange strategy of EVs as 
the background and it provided reference for the determination of decision 
variables such as the number of backup batteries in AC power station and 
the charging selection of EVs [21]. Margaritis et al. analyzed the advantages 
and disadvantages of battery exchange strategy to the government, users, 
and enterprises based on the EU [22]. This study combines the two charging 
strategies of fast charging and battery switching. The fast charging time 
����	!��	������	��	��������;��	�>�
Z	������	����	;!��	�	������	>������	�
power replenishment method with less time is selected.

In the large-scale application of EVs in modern logistics, in addition to 
considering the plan to charge or replace batteries on the way, the delivery 
time is also extremely important for logistics companies, so we need to 
consider some important practical factors, such as customer time windows. 
In the actual distribution activities, more and more logistics enterprises 
begin to pay attention to the timeliness of package delivery. For customers, 
“punctuality” is one of the important factors affecting customer experience, 
so the vehicle routing problem with time windows (VRPTW) has also become 
an important part of the research. By adding time windows constraints to the 
basic VRP model and Solomon built VRPTW model, in which time window 
is a hard time window that must be observed [23]. Qureshi further expanded 
the concept of the hard time window, extended the problem to the category 
of the soft time windows, and determined the strictness of time windows by 
setting penalty function [24]. The soft time windows problem is widely used. 
Goeke considered the problem between time windows and EVs is pickup 
and delivery [25]. Keskin and Catay studied partial charging strategies for 
electric vehicles with time windows [26]. Desaulniers et al. studied the 
	��	���=	� ����	� �;����^������ ��� ����	��� 	!	������ ����	����!� =	��!	� �		��>�
and they considered four variants of the route problem of electric vehicle 
with time windows [9]. Goeke studied the pickup and delivery of EVs 
with time windows (PDPTW-EV). In the PDPTW-EV, access location is 
limited by time windows [25]. Many scholars introduced charging stations 
and time windows for discussion [27, 28]. This study combines the two hot 
charging strategies of fast charging and battery switching. The fast charging 
���	� ��� �	!��	�� ��� �	� �	��������;��	�>�
Z	�� �	� ��������� ���	>� ���� �	�
power replenishment method with less time is selected. This paper not only 
considers the problem of charging stations, but also uses the broken line 
time windows to limit the distribution time based on the soft time windows.
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In summary, compared with other similar studies, the main contributions 
of this paper are as follows: (1) in order to calculate the cost of logistics 
enterprises more accurately and save cost, this paper considers the cost of 
transportation as much as possible, that is to say, fixed cost, transportation 
cost, charging cost, and time penalty cost. And it establishes a mixed-integer 
linear programming model (MILP) with the goal of minimizing the total 
cost; (2) in order to save charging time, two commonly used charging 
methods are considered, and one with shorter charging time is selected; 
and (3) considering the customer’s time tolerance, the broken line soft time 
windows is adopted.

The rest of this paper is organized as follows: Section 2 describes the 
;���!	��������	���
������������	�����������;�������"���	������3, the MILP 
model is established and the description of the method of solving the model 
is provided. In Section 4, the test results of an example are given and the 
sensitivity analysis is carried out. Finally, the paper summarizes in Section 5.

PROBLEM DESCRIPTION

This problem can be abstracted as that an enterprise uses EVs to provide 
distribution services for n customers with time windows after the distribution 
centre is fully charged. Each customer’s demand, service duration, good 
service time windows, and customer tolerance level are needed to be known. 
Finally, reasonable planning of the vehicle distribution route is necessary so 
that the total cost of distribution is small.

The soft time windows can relax the constraints of time windows, 
optimize resource allocation, and reduce energy consumption and road 
congestion, so the time windows studied in this paper mainly are soft 
time windows. As shown in Figure 1, in the traditional soft time windows, 
whether the vehicle arrives before or after l, the customer is allowed to 
serve, but they are required to pay the corresponding penalty fee, which 
is generally a simple linear relationship with the degree of time deviation. 
However, for the deviation of the best service time windows, customers have 
the difference between tolerance and intolerance. Therefore, based on the 
traditional soft time windows, considering the tolerance range of customers, 
this paper proposes a broken line time window.



Advances in Operational Researches152

Figure 1. Penalty cost function under traditional soft time windows and polygo-
nal line soft time windows.

According to the customer tolerance level ( ) and service duration 
(tf), the tolerance time window can be obtained on the basis of the optimal 
time window , where  If the vehicle 
provides services in the best time window , there will be no penalty cost 
to be paid. If the vehicle provides services in the interval 
, there will be only less penalty cost to be paid. If the vehicle starts service 
earlier than  or later than , there will be more penalty cost to be paid. 
Compared with the traditional soft time windows, the broken line soft time 
windows take the actual feelings of customers into consideration, which 
will be conducive to better coordination between enterprises and customers, 
reasonable allocation, and optimization of resources.

In view of the above considerations, the problems and basic assumptions 
to be solved are as follows: (1) each vehicle can meet the needs of multiple 
customer points, and each customer point can only be served by one vehicle; 
after the completion of the distribution service, the vehicle must drive back 
to the distribution centre; (2) all vehicles are the same type, and the total 
transportation volume shall not exceed the capacity limit of EVs; (3) each 
customer’s location coordinates, demand quantity, and service duration 
are known, and there are optimal service time windows and tolerance time 
��������������	����	��������;	��!�����	�
��	������	���������	�����	����
the same; (5) EVs can only be charged or their battery can be replaced in 
the distribution centre or power station; (6) each customer must be visited 
and can only be visited once; (7) the road is smooth, without considering 
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����
�� ����	������ ���� ��	�� �;	���!� ������������ �Æ�� ��� ��� �����	�� ���� �	�
transportation cost generated by the vehicle is linearly related to the route 
!	���>������	���	���������	���=	��!	����
Z	������������	����	���=	����������
of this problem is to minimize the total distribution cost.

MATERIALS AND METHOD

In this part, according to the electric vehicle routing problem with time 
windows (EVRPTW), we establish a MILP model and determine the 
constraints.

����������
������

The parameters and decision variables used to describe the MILP model are 
shown in the following: 
N: set of all nodes n in networks. 
V: set of all nodes v in networks. 
C: set of all nodes c in networks. 
D: network D = N C  o consisting of sets of nodes, . 
n: set of customer nodes, where n � N. 
v: set of EV nodes, where v � V. 
c: set of charging station nodes, where c � C. 
o: set of distribution centre nodes. 
C0: fixed cost per vehicle. 
C1: electric vehicle unit distance transportation cost. 
EC: total electricity supplementary cost. 
C2: charging cost per unit time. 
C3: single battery replacement cost.
 i, j: index of nodes, i = 0, 1, 2, . . . , n. 
dij: distance from the node i to the node j, i, j � D. 
qn: demand of the customer node n, and n � N. 
Q: rated load capacity of electric vehicles. 
P: battery capacity of electric vehicles. 
�������	���	�
��	����

: the residual power of EVs when v reaches the node D.
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: residual electricity of the electric vehicle V leaving node D. 
p: battery capacity of electric vehicles. 
h: power consumption coefficient. 
g: charge coefficient.
tfi: if i represents the customer point, tfi represents the service time of electric 
vehicle at the node i; ifi represents the charging stations, then tfi represents 
the electric vehicle’s power replenishment time, i � N M 
tci: single battery change time, and i � C. 
twi : waiting time of electric vehicles at the customer node i.

: the time point when the vehicle v arrives at the customer node i, where 
 = 0 

 : the start time of the v-car service customer node i.
tij: time of electric vehicles from i to j. 
speed: driving speed of electric vehicles. 
ei: the lower limit of the best service time windows of the customer node i. 
li: the upper limit of the best service window of the customer node i. 

: the lower limit of tolerance time windows of the customer node i. 
: upper limits of tolerance time windows of the customer node i. 

«m: unit time penalty cost of vehicles violating the time windows, m = (1, 
2, 3, 4). 
xijv: if the vehicle v is from i to j, then 
xijv = 1, otherwise xijv = 0. 
xov: if the vehicle v returns to the distribution centre after delivering a 
customer group, then xov = 1, otherwise xov = 0. yiv: the task of the customer 
node i is completed by the vehicle v, then yiv = 1, otherwise yiv = 0

Model and Method

The objective function is to minimize the comprehensive cost, including 
transportation cost, vehicle use cost, electricity replenishment cost, and time 
window penalty cost. The formula of the MILP model is as follows:
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    (1)
Among them,

     (2)

  (3)
subject to

     (4)

     (5)

      (6)

     (7)

      (8)

       (9)

     (10)

    (11)

   (12)

     (13)
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     (14)

      (15)

       (16)

   (17)

     (18)

  (19)
In the model given above, Constraint (4) ensures that the vehicle starts 

from the distribution centre returns to the distribution centre and focuses 
on distribution centre. Constraint (5) ensures that each customer is served 
only once by one vehicle. Constraint (6) is a restraint on vehicle loading. 
Constraint (7) indicates that the number of EVs serving the customer is 
less than or equal to the total number of vehicles owned by the distribution 
centre. Constraint (8) requires that the number of customers served by each 
vehicle is less than or equal to the total number of customers. Constraint (9) 
requires that when the electric vehicle starts from the distribution centre, the 
time is 0. Constraint (10) indicates that the travel time of electric vehicles 
from the point i to the point j is the ratio of the distance between two points 
and the travel speed. Constraint (11) indicates that when the electric vehicle 
passes through the charging stations, the charge replenishment time is the 
minimum of the battery replacement time and fast charging time. Constraint 
(12) indicates that the time the electric vehicle leaves the customer node i is 
the sum of arriving at the customer node, waiting time at the customer 
node i, and servicing time. Constraint (13) shows the relationship between 
the starting service time and the arrival time of vehicles at the customer 
point. Constraint (14) indicates that the time the electric vehicle arrives at the 
node j is the accumulation of the previous time. Constraint (15) means that 
neither power consumption nor power replenishment occurs at the customer 
node i. Constraint (16) indicates that when the electric vehicle starts from 
the distribution centre, the state of charge is 100. Constraint (17) indicates 
that the remaining power to node j is equal to the remaining power to leave 
node i minus the power consumed on the way. Constraint (18) indicates 
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that the state of charge of electric vehicles is nonnegative at any position. 
Constraint (19) indicates that the decision variable is constrained to 0-1.
In this paper, the ant colony algorithm is used to solve the approximate 
optimal solution of the NP hard problem. The ant colony algorithm has the 
characteristics of distributed computing, positive information feedback, and 
heuristic search. In essence, it is a heuristic global optimization algorithm 
in the evolutionary algorithm. The algorithm imitates the social behavior 
of ants in order to find the shortest route from nest to food source. In the 
ant colony algorithm, each ant performs four basic activities in the process 
of route construction: (1) select the next customer based on the probable 
function of the distance from the current location to the customer and the 
route strength on the arc; (2) save the taboo list of the customers in the 
current route; (3) update the residual capacity of the vehicle; and (4) update 
the track intensity on the access arc, and use the method of local search to 
improve the quality of the solution. Finally, the taboo lists are deleted, and 
a new iteration is started. When the ant colony algorithm solves the MILP 
model, the specific steps are as follows: 
Step 1: importing data and setting basic parameters. 
Step 2: calculating the distance between customer nodes and the cost and 
time of distance between customer points. 
Step 3: initializing and iterating in order to find the best route. 
Step 4: terminating the algorithm and reporting the best solution.
Figure 2 shows the traversing process of a single ant in the iterative search 
for the best route.



Advances in Operational Researches158

Figure 2�� ����!	� ���� ���=	���!� ;���	��� ��� 
��� �	� �	��� ����	� ������� ��	����=	�
search.

The meanings of the mathematical symbols involved in Figure 2 are 
explained as follows: 
Current: the current location of ants. 

Allowed(k){}: the collection of client nodes that have not been accessed, 
initially including all client nodes. 

Next[i] {}: the set of optional customer nodes when the electric vehicle 
is in i-node. 

Pnext[i] {}: the collection of optional customer nodes for EV charging 
closest to i-node.

CALCULATION EXPERIMENT AND COST  

ANALYSIS

In order to verify the proposed MILP model, the calculation experiments 
are carried out based on the known benchmark instances, and the ant colony 
algorithm is used to solve the model. 
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Test Examples

The experimental data are from Solomon’s VRPTW standard problem set, 
and the data number is R101 [29], which is characterized by uniform distri-
bution of customer points and narrow time windows. In this case, a vehicle 
is generally only responsible for the distribution of several customer points, 
and the vehicle route cost is greatly affected by the time windows, so the 
data selection of the case is reasonable. In order to draw a clear road map, 
����;�;	����!���	!	�����	�
�����������>����!����������������������	���	�����
25 customer nodes.1 is the distribution centre, 2–26 is the customer node, 
��Û�������	���������������������	��#	��;	��
��;����	�	�������	�	Z��;!	�
are shown in Table 1, and the node information is shown in Table 2.

Table 1. Temperature and wildlife count in the three areas covered by the test 
examples.

Name Parameter

Maximum loading capacity of vehicles 80 pieces

Use cost of vehicles 1 0 0 0  R M B / v e -
hicle

Unit transportation cost 2 RMB/km

Speed of vehicles 40 km/h

Full charge at the charging stations 60 kWh

Power consumption per unit distance 1 kWh

Cost per battery replacement 30 RMB

Battery replacement time once 31 min

Service time per customer 10 min

�	��!�����	�
��	���������	�������� (1, 0.5, 1.5, 2)

The customer tolerance level 0.5

Maximum number of iterations 200
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Table 2 ode information.

Number X-coordinate Y-coordinate Demand Ready time Due date
1 35 35 0 0 230
2 41 49 10 161 171
3 35 17 7 50 60
4 55 45 13 116 126
5 55 20 19 149 159
6 15 30 26 34 44
7 25 30 3 99 109
8 20 50 5 81 91
9 10 43 9 95 105
10 55 60 16 97 107
11 30 60 16 124 134
12 20 65 12 67 77
13 50 35 19 63 73
14 30 25 23 159 169
15 15 10 20 32 42
16 30 5 8 16 71
17 10 20 19 75 85
18 5 30 2 157 167
19 20 40 12 87 97
20 15 60 17 76 86
21 45 65 9 126 136
22 45 20 11 62 72
23 45 10 18 97 107
24 55 5 29 68 78
25 65 35 3 153 163
26 65 20 6 172 182
27 10 32 0 0 230
28 27 47 0 0 230
29 40 30 0 0 230
30 50 50 0 0 230
31 60 10 0 0 230
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In this paper, according to the actual situation, we made assumptions 
about the required data in Table 1, and for this part of the program design, 
we reserved a data change area, which is malleable.

The MILP model is solved by MATLAB programming. In order to 
�	���	� �	� ����	��	� ��� ������� �������� ��� ���� ��� ;�����!	>� ���� ;�;	��
repeatedly tests the example 10 times to get the total cost optimal solution 
(C), the number of vehicles (N), route length (L), and penalty cost (P) when 
the optimal solution is reached.

As can be seen from Table 3, the optimal solution of this example is 
7283.08, including the route length when the optimal solution is reached 
at 270.61, and Table 4 shows that the optimal allocation scheme includes 4 
routes; the route map is shown in Figure 3.

Table 3. Related results of the test examples.

Operation 
times

C N L P

1 7404.18 4 272.08 2372.11

2 7613.71 4 278.04 2544.15

3 7764.36 3 262.93 3814.29

4 7586.94 4 280.75 2669.48

5 7283.08 4 270.61 2238.96

6 7567.74 3 258.58 3629.46

7 7590.47 3 269.97 3617.05

8 7491.76 4 269.34 2314.07

9 7603.67 3 271.03 3724.88

10 7466.96 3 263.06 3578.25

Average 7537.29 3.5 269.64 3050.27
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Table 4. Sequence of routes when the test examples reaches the optimal solu-
tion.

Figure 3. Corresponding route trajectory when the example reaches the optimal 
solution.

Cost Analysis

Based on the calculation experiment of the Solomon benchmark example, the 
sensitivity analysis of the cost affecting the electric vehicle route planning 
is carried out.

Use Cost and Transportation Cost
First, adjust the use cost from 1000 for each vehicle to 5000 for each vehicle, 
keep the other parameters unchanged, repeat the test for 10 times, and see 
Table 5 for the results when the optimal solution is reached.
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Table 5. Impact of adjusting use cost on results.

It can be seen from Table 5 that after adjusting the use cost of vehicles 
from 1000 to 5000, after 10 times of operation, compared with Table 3, the 
number of vehicles is reduced from 4 to 2, which is 50%. It can be seen that 
the higher the use cost of vehicles is, the smaller the number of vehicles 
used is. When the use cost of vehicles is much higher than other costs, the 
vehicle route distribution scheme with the minimum number of vehicles 
will be preferred. At the same time, the route length is only increased by 
3% compared with the result in Table 3, while the time window penalty is 
increased by 52%. This is understandable, because the proportion of vehicle 
��	����������	����	���=	��������������	��	�>�����	��!���������!!��	������
���
the solution with the minimum vehicle use.

Keep the cost of using vehicles at 5000 per vehicle, and adjust the unit 
transportation cost from 2 to 10, while the penalty factor of time windows 
remains unchanged. Run the program 10 times, and see Table 6 for relevant 
results when the optimal solution is reached.

Table 6. Impact of adjusting use cost and unit transportation cost on results.

Operation 
times

N L P

1 2 281.25 6524.18

2 2 275.01 6646.81

3 2 272.41 6992.54

4 2 281.49 6021.61

5 2 281.23 6679.20
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6 2 268.62 6593.43

7 2 272.84 6257.53

8 2 274.15 6323.09

9 2 285.38 6344.63

10 2 280.63 6025.55

Average 2 277.30 6440.86

It can be seen from Table 6 that after adjusting vehicle use cost and 
unit transportation cost at the same time, the number of vehicles obtained 
��� �����
����!�� �	���	�����;��	������#��!	�3. It can be seen that when 
vehicle transportation cost and use cost are much higher than other costs, 
the route distribution scheme with the least number of vehicles will be 
preferred. The route length in Table 6 is similar to that in Table 3, but the 
penalty cost of time windows is increased by 53%. By increasing the factors 
of vehicle use cost and unit freight in the objective function, the proportion 
of time window penalty cost is greatly reduced. Therefore, the length of the 
route and the number of vehicles are given priority in the result, so the time 
window penalty is greatly increased. This shows the effectiveness of the 
algorithm again in this paper.

Time Window Penalty Cost
��������	�;	��!�����	�����	�������	����	��������������«1�¬��>�«2�¬����>�«3 = 
���>�����«4�¬������«1�¬��>�«2�¬����>�«3�¬����>�����«4 = 10, keep other parameters 
unchanged, repeat the test 10 times, and see Table 7 for the results when the 
optimal solution is reached.

Table 7. Impact of adjusting time window penalty costs on results.

Operation 
times

N L

1 8 279.77

2 7 234.70

3 7 291.22

4 7 245.15
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5 6 284.25

6 6 271.80

7 8 265.79

8 6 259.40

9 7 289.76

10 7 267.66

Average 6.9 268.95

���	�� �	� ;	��!��� ����� ��	�
��	��� ����	��	�� �� ���	�>� �	� ��!��!������
results are shown in Table 7. The route length is reduced by 0.3% compared 
with the result in Table 3, but the number of optimal vehicles has increased 
from 4 to 7, indicated an increase of 75%, and we can see that the number of 
=	��!	���������	��	�������
����!���#���������	��������!	>������	�����	�
��� �	� ;	��!��� ����� ��	�
��	��� ����	��	�� �	� ;	��!��� ����� ��� �	� ���	���=	�
��������>�����	��!���������!!� �	������
������	���!�����������=	��!	�� ���
serve customers. The increase in the number of vehicles will inevitably 
lead to a decrease in the average driving route length, which proves the 
	��	���=	�	�������	��!��������������#	�	���	>��	���	���	���������
�	��
is, the more vehicles are required. This has led logistics companies to prepare 
more vehicles under strict time window conditions, making the customer’s 
total demand unchanged or even increased.

Electricity Replenishment Cost
The battery capacity is 60 kWh, the charging time needs 60 min, and the 
power change time is 31 min. The shortest power supply mode is selected. 
Therefore, when the supplementary power is not more than half, quick 
charging is preferred. Otherwise, choose the battery replacement strategy. 
The charging cost per unit time is 1 RMB/min, and the cost of single battery 
replacement is 30 RMB. Now, the cost of power supply is increasing. The 
charging cost per unit time is 50 RMB/min, and the cost of single battery 
replacement is 1500 RMB. The results are shown in Table 8, and the vehicle 
route, when the optimal solution is reached, is shown in Figure 4.
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Table 8. Impact of adjusted electricity supplement costs on results.

Operation times N L

1 4 284.15 3492.10

2 5 273.77 2099.19

3 5 272.84 2372.20

4 5 268.24 2601.64

5 5 244.32 2244.60

6 5 251.66 2644.77

7 4 271.03 3498.75

8 5 266.05 2281.85

9 4 281.59 3563.48

10 5 265.55 2552.16

Average 4.7 267.92 2735.07

Figure 4. Vehicle route at high electricity replenishment cost.
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It can be seen from Table 8 that after the unit charge cost is adjusted from 
1 to 50 and the single battery change cost is adjusted from 30 to 1500, after 
ten runs, compared with Table 3, the number of vehicles increased from 4 
to 5 vehicles, indicated an increase of 25%. At the same time, it can be seen 
that the number of charging stations passed in Figure 3 is 3; however, the 
number of charging stations passed in Figure 4 is 2. Increased costs have 
drived companies to choose more vehicles to avoid charging. In addition, 
compared with Table 3, the route length is reduced by 0.6%, together with 
the penalty cost is reduced by 10.3%. And the increase in the number of 
vehicles serving customers leads to a reduction in the possibility of reducing 
time, penalties, and costs. This proves the effectiveness of the algorithm. 
Therefore, when the charging facilities are not perfect, together with the 
power replenishment cost is high, the logistics companies tend to use more 
vehicles to avoid charging as much as possible.

CONCLUSIONS

At present, most of the literature studies use a charging strategy, and the 
customer tolerance is not considered while studying the customer time 
windows. In this paper, the charging strategy of combining two charging ways 
is adopted, the broken line soft time windows is used considering the customer 
tolerance, and the MILP model of the EVRPTW is finally established. And 
through the calculation experiment of the Solomon benchmark example, the 
cost of affecting the route optimization of electric vehicle is analyzed, the 
availability as well as effectiveness of data and algorithm are proved, and 
the management opinions on the practical application of MILP model are 
put forward.

(1 )The higher the use cost and freight of vehicles are, the less the 
number of vehicles used. When the use cost and freight of vehicles 
are much higher than other costs, the vehicle route distribution 
scheme with the least number of vehicles is preferred.

(2 )The higher the penalty cost of time windows is, the higher the 
number of vehicles used for vehicle distribution is. In the case of 
strict time windows, logistics companies need to prepare more 
vehicles than the total demand of customers.

(3) Logistics companies tend to use more EVs to avoid charging as 
much as possible when charging facilities are not perfect and the 
cost of power supply is high.
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The model can help the logistics enterprises provide some suggestions for 
the route optimization, help to promote the application of EVs in the field of 
logistics, and improve energy efficiency, energy conservation, and emission 
reduction. The proposed MILP model is helpful to reduce the logistics cost. 
However, the traditional shortcomings of VRP still exist in the EVRPTW 
model. For example, it is still a NP-hard, and it is difficult to solve large-
scale problems. The focus of future research may be to developing more 
effective heuristic algorithm to solve large-scale problems, consider the real-
time changes of traffic conditions, and expand the direction of the dynamic 
vehicle route.
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ABSTRACT

The paper analyses integrating origin-destination (O-D) survey results 
with stochastic user equilibrium (SUE) in traffic assignment. The two 
methods are widely used in transportation planning but their applications 
have not yet fully integrated. While O-D gives a generalized trip patterns, 
purpose and characteristics, SUE provides optimal trip distributions using 
the characteristics found in O-D survey. The paper utilized O-D and SUE 
in route relocation study for the town of Coamo in Puerto Rico. The 
O-D survey was used initially in studying possible trip distribution and 



Advances in Operational Researches174

assignment for the new route. Initial distribution and assignment of traffic 
to the existing roadway networks and the proposed route were allocated 
utilizing the O-D survey findings. The SUE was then used to optimize the 
assignments considering roadway characteristics such as number of lanes, 
capacity limits, free flow speed, signal spacing density, travel time and 
gasoline cost. The travel time was optimized through the Bureau of Public 
Roads (BPR) equation found in 2000 HCM. The optimal trips found from 
the SUE were then used to propose the final alignment of the new route. 
Traffic assignment from the SUE was slightly different from those initially 
assigned using O-D, indicating there was optimization. The assignment on 
new route was increased by 13.8% from the one assigned using O-D while 
assignment on the existing link was reduced by 22%.

Keywords:- Route Relocation; Origin-Destination; Stochastic User 
Equilibrium

INTRODUCTION AND BACKGROUND

Knowledge of the travel patterns for a defined jurisdiction or roadway 
network is an important aspect in transportation planning [1]. The 
patterns may include vehicle classifications, trip purposes, travel time, 
age differentiations, life styles and vehicle occupancy among others. The 
information can be used for different purposes including traffic impact 
studies, corridor and area planning, zoning, master plans, traffic projection 
and traffic assignments. There are different methodologies used in studying 
traffic patterns, one of them being Origin and Destination (O-D) survey. 
While some studies use O-D as a stand-alone approach in traffic pattern 
studies, some have combined the information from O-D report with other 
supporting traffic data to facilitate the findings and conclusions. For 
instance, O-D can be used in demand estimation using turning movement 
counts [2]. There are some studies whose objectives can be fulfilled with the 
O-D survey information only, but most of them will need supporting data 
or analysis in order to draw practical conclusions. Taking example of the 
O-D survey giving the percentage of trips from city A to city B, in rare cases 
the same survey will give the route assignment used by the interviewed 
travelers. In this case, while the percentage of trips from city A to city B 
will be obtained for planning purposes, supporting information related to 
the route assignments will be needed. In other words, the results from O-D 
study will need supporting analysis to make final recommendations. The 
O-D study gives the details of what type of trips in terms of purpose at 
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origin and destination are made by the travelers. Through O-D, one can 
determine which among home-based, education, shopping, recreational or 
any other trip purpose are dominant in the area. In case of route relocation 
study, diversions, road expansion and other similar kind of projects, O-D 
survey becomes not a stand-alone but a supporting document [3].

Study Objectives

This study therefore combines the O-D survey with the traffic assignment 
analysis using stochastic user equilibrium in route relocation study. The 
objective is to evaluate which approaches (between utilizing O-D survey 
only, SUE only or integrated O-D and SUE) yield the optimal and desired 
results. The desired results in this case are defined in terms of attributes 
such as traffic volumes which eventually lead to choosing number of lanes 
and intersection configurations. The project required the formulation and 
evaluation of a number of alternatives and combination of alternatives for 
the selection of a new improved roadway connection between the PR-52 
interchange and the central area of the town of Coamo in Puerto Rico, 
Figure 1. PR-52 is the 4-lane limited access highway running E-W just south 
of the town connecting to the other major cities to the west, south and east. 
The existing roadway system PR-153 and PR-545 are the main roadways 
connecting central Coamo and PR-52. PR-545 connects PR-52 to PR-14, 
which runs to the downtown area. Currently PR-153 is operating beyond the 
capacity while PR-545 is substandard. The proposed new alternative route 
(Route A in Figure 1) is expected to capture some traffic currently using PR-
153 and used as a substitute for the trips using PR-545.

The Use of O-D Survey and SUE in Transportation Planning

The use of O-D survey in transportation planning has been applied widely 
under various scenarios [4-9]. One of the previous studies which align with 
the objectives of this paper is the one conducted by Yang and Zhou [10] 
who highlighted that the quality of an estimated O-D matrix depends much 
on the reliability of the input data, and the number and locations of traffic 
counting points in the road network. They then addressed the problem of 
how to determine the optimal number and locations of traffic counting 
points in a road network for a given prior O-D distribution pattern. Origin 
and destination surveys can also be used for public transportation studies. 
Hu et al. [11] proposed the origin-destination of public transportation to help 
optimize layout of bus stops, reduce the influences of origin-destination of 
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public transportation and improve the traffic efficiency of bus stations. They 
based their study on the nagel-schreckenberg traffic flow models and used 
the two-lane aggressive lane-changing rule to examine the influence of the 
origin-destination of the public transportation on the urban bidirectional 
four-lane mixed traffic flow. As for the O-D studies, user equilibriums 
has also been applied in different transportation planning studies [12-14]. 
For instance, Hazelton [15] indicated that the behavioral foundation of 
Stochastic User Equilibrium is that each traveler attempts to minimize his or 
her perceived travel costs, where these costs are composed of a deterministic 
measured cost and a random term which can be interpreted as perceptual 
error.

Figure 1: Town of Coamo existing road network.

In his study, he presented Stochastic User Equilibrium as a probability 
������������� �	
�	�� ��� �	� ����������!� ����	� �	!	������ ��� 	��� ����=����!�
given the choices of all other travelers. He also investigated the limiting 
behavior as the travel demand becomes large. Some of the methodologies 
and procedures used in these previous studies which utilized O-D and SUE 
are replicated in this paper.
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Study Data and Methodology

To achieve the project objectives, the existing traffic condition for the PR-
52, PR-153, PR-545 and PR-14. The 7-days, 24-hours count along these 
roadways were used to develop existing traffic characteristics. Historical 
traffic data, population growth, economic trends, employment growths and 
number of registered vehicles for the past years was used to develop the 
growth rates for traffic projection to the year 2027. The origin-destination 
survey was then conducted to determine major areas where the traffic enter 
and leave the Coamo town. The O-D provided the percentage of trips to and 
from the town of Coamo from different cities and zones, breakdown of trips 
by purpose, vehicle occupancy and classifications. Apart from revealing 
which highways were currently the major collectors and distributors to and 
from Coamo, the O-D study survey was also used to determine the possible 
future traffic pattern changes. The projected ADT (annual daily traffic) was 
portioned along PR-545 and PR-153 and the proposed new roadway based 
on the O-D survey results. As shown in Figure 1, Route A was proposed as 
an alternative for the traffic currently using PR-545 and those, which will 
be diverted from PR-153. Stochastic User Equilibrium trip assignment was 
used to distribute and balance the trips to and from Coamo along PR-153 
and the proposed Route-A. Stochastic User Equilibrium (SUE) was used 
due to its underlying principle, which considers a population of drivers 
with homogeneous characteristics and perceive the same set of network 
costs except for the variation allowed by the stochastic choice model 
considered. With the fixed origin-destination within the known roadway 
networks, stochastic equilibrium assumes that the drivers will react to 
changes in network conditions as a result of change in route characteristics 
stochastically.

FORMULATION OF ORIGIN-DESTINATION MA-

TRIX AND FINDINGS

As introduced earlier, Town of Coamo was the epicenter of this study; hence, 
all trips surveyed were coded with respect to routes to and from this town. 
Let i denote town of Coamo, j denote the external cities, and n number of 
cities or separate routes to those cities, then
Tii= Internal Trips within Coamo
Tij=Trips from Coamo to other cities
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Tji= Trips from other cities to Coamo
The proportion trip among all surveyed vehicles is given by;
Proportion of internal trips to total survey, Pii;

     (1)
Proportion of outbound external trips to total survey,Pij;

    (2)
Proportion of inbound external trips to total survey, Pji;

    (3)
Both trip proportions Pii,Pij and Pji are utilized in determination of the 

trips along the existing and proposed routs.
The study was there re i itiate y preparing an O-D questionnaire 

for designated locations along PR-52, PR153 and PR-14. Different 
considerations were taken into account for effective O-D results including 
avoidance of uncertainties. One of the uncertainties avoided was to choose 
�	� ���	�=�	�� !��������� ���� ���!�� �=	� ������� ����������� �	�;���	���
����������������	�;�	=����������	�>��	��?��!�����������!��������	������
��
������=	���	�����������^	��	�	Z;	��	�����	�������	��%��>��'��"��	�=�	���
were conducted on March 15, 2007 on PR 52 at the entrance and exit ramps 
��������������������������� �	� ���	��	������������������#	�
�������
from O-D survey were summarized as

~� PR 153 was the main highway from PR 52, used by motorist to 
and from Coamo, 

~� The intersection of PR 14/PR 153 was the major intersection used 
by motorist to/from Coamo, 

~� The PR 14 link from PR153 to downtown was the main receiver 
�����	!�=	�	���������
������¨���������>�
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~� Home, work and personal based trips were the major trip purposes 
to and from Coamo.

Figure 2 shows some of the results found from the O-D survey. For all of 
the trips to and from the town, 22% originate or ended west of Coamo, 13% 
south of Coamo and 13% east of Coamo.

PROPOSED ALTERNATIVE ROUTE

The 2027 projected ADT(Annual Daily Traffic) was 33,800 vpd on PR-153 
and 6200 vpd on PR-545. These ADT were taken as external trips. From the 
Origin Destination (O-D) matrix developed, it was found that of all external 
traffic to Coamo from PR-153, 46% originated from the west, 28% from the 
south and 26% from the east. This distribution led to traffic assignment with 
respect to proposed route with 4-lane section and PR-153, which remained 
as a 2-lane section.

Table 1 elaborates the trip assignment developed based on origin 
destination survey analysis. Furthermore, from the survey it was observed 
���>����������Å�����	�����
�����������������������	�	����������������>�
11% will be diverted to proposed Route A while 15% will continue using 
��?��������������+����	��ÆÅ�����	�����
��������������������	���������
Coamo, 21% will continue using PR-153 while 7% will be diverted to Route 
���#���
�� ������	��	���������$	��;���Å����	Z�	���!� ���;�>���Å�����
�������������!�^	�����	��������Å���?������!!�����
������	��!����������?
545 to downtown Coamo were assumed to be diverted to Route A. After all 
of the analysis using the O-D survey, PR 153 was found that will remain with 
15,400 vehicles per day vpd which according to HCM is Level of Service 
(LOS) D,that was a reduction of 18,400 vpd (54%) from originally 33,800 
vpd projected. The proposed Route A was expected to receive 18,400 vpd 
diverted from PR-153 and 6200 currently using PR-545, a total of 24,600 
vpd (LOS B) by the year 2027. These O-D survey results were implemented 
in the Stochastic User Equilibrium����!��������
����	�
��!�����
����!���	�
based on the characteristics of existing PR-153 and the proposed Route A.

THEORY OF USER EQUILIBRIUM (UE) STOCHAS-

TIC USER EQUILIBRIUM (SUE)

User Equilibrium can be derived from Wardrop’s firstprinciple which 
states that, under equilibrium conditions traffic arranges itself in congested 
networks in such a way that no individual trip maker can reduce his travel 
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cost by switching routes or all used routes between an origin and destination 
pair have equal and minimum costs while all unused routes have greater or 
equal costs [14,18]. A SUE condition is derived from the user equilibrium 
(UE) assumption which can be written as a given O-D pair as:

Figure 2: Percentage trips by location and purpose.

Table 1: TripAssignment along PR-153 and new route using O-D survey re-
sults.

where,
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Solution to the above conditionare obtained by solving an equivalent 
optimization program

The assumptions regarding UE is include the road user having perfect 
knowledge of the rout cost, travel time on a given link is a function of the 
�����������!��$���!���������=	!����	������������	����;�����=	���������	�������
The SUE extends the UE concept by considering the following assumptions 
and implications:

~� Traveler has perfect knowledge of the network and travel cost, 
~� Traveler will choose the perceived least cost route, 
~� Different traveler perceives differently, thus introducing 

stochasticity.
The SUE route choice can then be analyzed using logit model, which 

treats all alternatives statistically independent.The formulation of SUE can 
be summarized asin Equation (4) [19]:

   (4)
where,

SUE utilizes multinomial models in stochastic assignment. Multinomial 
models use utilities which areindependent and identically distributed mainly 
with a Gumbel distribution. They response homogeneity across individuals 
and there is error variance-covariance homogeneity across individuals.
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APPLICATION OF SUE COAMO ROUTE  

RELOCATION STUDY

ADT volumes along PR-153 and Route A shown in figure 3. The travel 
times were formulated using posted speed limits, link lengths and s density 
along each segment utilizing bureau of Public ads (BPR) [19].

     (5)

      (6)
Combining Equations (5) and (6) gives;

    (7)
where,

a and b = The BPR function parameters are from Exhibit C30-1 and 
C30-2 of 2000 HCM [20].

#	� ������!� ����
�� ���� ���� 	��� !��$� Ç�� ���� Ç�� �	�	� ���	�� ��� �	�
O-D survey results discussed earlier. As shown in Figure 3,Route A is 
approximately 5 miles by length while PR-153 isapproximately5.5 miles. 
#	�
�����	�������������	����������?��������������	���;�	��������!	��	�
second section which connects to Pr-14 to downtown is an arterial with two 
signalized intersection. Therefore signal density for Route A was taken as 
0.5 per mile. PR-153 is an arterial with 4 signalized intersection making 
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signal density to be 0.73 per mile. Posted speed limit for Route A is expected 
to be 55 mph while for Pr-153 is 40 mph. Using exhibit C30-2 in 2000 HCM 
[18], “a” and “b” values for each link were estimated as; a = 0.31 and b = 
3.64 for Route A and a = 0.38 and b = 5.0 for PR-153

Figure 3: PR-153 and proposed Route A characteristics.

By inserting these values in Equation (7) above yields the following 
formulations which are also illustrated in Figure 4:
Route A;

with Initial V1 =24,600 vpd
PR-153;

with Initial V2 =15,400 vpd.

SUE Logit Utility Function

The generalized cost functions used for each route are set based on theory 
developed by Kato et al. [20] using logitutility function in Equations (8) and 
(9).
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The logit utility function which is formulated as;

  (8)

  (9)
where

cost,

Figure 4:*��$����=	!����	��������������!�������!��������	���������?����
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#	� =�!�	� ��� ��	�����	���� >� �� �� ���� ��� ��� �	�	� ���;�	�� ����� ;�	=�����
researches by Kato et al.[6].

Link Cost Due to Gasoline Expenses

The “cost” which appears in the utility functions (8) and (9) refers to the 
situation where some travelers may choose the route based on the gasoline 
consumption. In this study, it is a cost with respect to gasoline consumption. 
The study compared Route A and PR-153 using the link length with respect 
to average fuel efficiency and price per gallon. The average fuel efficiency is 
taken 20(miles/ gallon, while gasoline price was taken as $4.15/ gallon (the 
gas price when the study was conducted).)
Therefore;
For Route A Link: length = 5.00 miles,
Gasoline cost = 4.15 ×5. 00/20 = $1.04 per link complete trip.
For PR-153 Link: length = 5.50 miles,
Gasoline cost = 4.15 × 5.50/20 = $1.14 per link complete trip,
Probability of the traveler choosing Route  A over PR-153 is

     (10)
Probability of the traveler choosing PR-153 over Route A is

     (11)
To determine the optimal balance volumes which take into account the 

described road characteristics and costs, the following conditions must be 
��!
!!	��

     (12)
#	� ���;���� ����� ¢<������� ����� ��=	�� �	� �;����!� ����
�� =�!��	�

assignment and travel time by taking into account all variable and utility 
costs. The equation was programmed in Matlab for optimization and yielded;
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Therefore, as a result of Stochastic User Equilibrium (SUE), the originally 
����
��������	���������	���������?�����������?��������;	��	����	��	�	�
�;����^	������	�
��!��������	���������!!����

CONCLUSIONS

The paper integrated the findings from origin-destination (O-D) survey and 
stochastic user equilibrium approach in route relocation study. The new route 
is proposed in the town of Coamo, Puerto Rico. The proposed new route is 
expected to capture diverted traffic currently using existing routes. The O-D 
provided the existing traffic pattern and characteristics with respect to trip 
purposes, and the percentages for internal and external trips. Percentages 
of trips from major cities surrounding the town were determined from the 
O-D survey. The initial trip assignments on the new and existing routes were 
based on the findings from O-D survey.

Stochastic User Equilibrium (SUE) was then applied to the network 
�������	�������!�����
��=�!��	��������	��������?�����=	��
��������"��!��	��
����	��±¢��������=	!����	�����	�!��$���������������!!	������	���		�����
speed, maximum capacity, length of the link and signal spacing density. 
Apart from link travel time, the utility function of SUE contained other link 
measures of effectiveness such as time spent in the vehicle (in-vehicle time 
��	�
��	���>�����	���������	Z������������	� �������!��	�������;�����������
��	�
��	�����#	�����!��	������������	�	��=	��!	���	!�	�
��	�����������!	�¨
gallon, gasoline price of $4.15/gallon and length of the link. All these link 
characteristics were used to optimize the traveler choice of the route.

#���
�� �������	��� ����� �	� �±¢� ���� �!���!�� ����	�	��� ����� ���	�
initially assigned using O-D, indicating there was optimization. The 
assignment on new route was increased by 13.8% from the one assigned 
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using O-D while assignment on the existing link was reduced by 22%. 
#	� 
��!� �;����^	�� =�!��	�� �	�	� ������ ��;������ !������ ���� 	��� !��$�
���������������	����!��;����^�������#	�
��!� ����
���������	���������±¢�
������	������	��	������	��	������#	�
�������������������������	���	�
;�����!	��	�	
��������	���������?��������	�����;��������	����;����^������
approaches. By integrating O-D survey with optimization algorithms like 
UE or SUE can result in a well balanced links which take into account all 
possible constrains.
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ABSTRACT

UAV remote sensing as a digital aerial photography, not only has some 
basic photogrammetry features, but also has some other features. In this 
paper, aim at the characteristics of UAV remote sensing, begin with image 
data acquisition, the various parameter setting in the route planning were 
introduced, some of the principle was analyzed, the design of control points 
was described, and some of the considerations when laid control points were 
summarized.

Keywords: Unmanned Aerial Vehicles Image; Flight Planning
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INTRODUCTION

Unmanned Aerial Vehicles remote sensing technology is an important 
means of spatial data access, which has advantages of long endurance, real-
time image transmission, high-risk areas detection, the low cost, the flexible 
etc, and complement the technology of satellite remote sensing and manned 
aerial vehicles remote sensing. Unmanned Aerial Vehicles remote sensing 
technology countries has been widely used [1,2] in foreign. However, low-
altitude digital aerial photography is defined by “Specifications for low-
altitude digital aerial photography” issued and implemented by State Bureau 
of Surveying and Mapping [3] in 2010:

1) Use the light small aircraft, don’t rely on the airport take off and 
landing;

��� #	�!����	!���=	������	���>�������!���	!����������
3) Small format digital camera with above 20 million pixels as the 

sensor for aerial photogrammetry.
The widely use of domestic UAV aerial photography system marks that 

the UAV aerial photography system comes to a new age in our country.
However, with the aerial photography system equipment to production 

����>����������	�;	���	�������
	!���������<���������<��!��������<��!�
	���
����	<�	��!�� ��� !	���� ��� �	� ����	��	�����
��!��	�����;���	����������	=	��
is unable to deal with the problem. This paper introduces the low number 
����	���!�;������;��±�Ç���������	�;!������>��������!��������	��;	��
��
parameter settings in detail.

UAV IMAGES ACQUISITION

General Situation of Test Area

Before the flight, it is necessary to collect local meteorological information 
and the weather conditions. Generally it is good to choose the sunny day 
without wind. According to the topographic map data and the remote sensing 
image map information, we learn the terrain information of the test area. If 
there are mountains, it needs to assess whether the height of the mountains 
influences flight safety. If there is snow, it needs to access whether the snow 
influences image quality.

The experimental area located in the hilly region is about 20 km2, and 
is located in urban and rural area. The height of the highest hills in the test 
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area is about 100 m and has no snow and the elevation is between 490 m 
and 590 m.

Flight Parameter Analysis and Settings

The flight parameter including ground sampled distance (GSD), longitudinal 
overlap degree (px), side overlap degree (qy) and some line design related 
parameters.

±�Ç��������	����������������������	�������	�	Z;����	����	�=�!����	����
short. To ensure that the focal length of the image and other parameters are 
�	����	>��	����	������±�Ç���$	��;�����	������	���������	�
Z	�?�������
+��������	��	��������
��������	����	�������������	���	��		;	������
	!������	>�
make the object in the farthest distance and focus distance clear, regardless 
����������������������;	�����	��	;�����
	!��

Ground resolution is the minimum distance to distinguish the two goals 
in the image, but it doesn’t mean the minimal size to recognize the ground 
object in the image [4]. For example: a goal with the size of 0.3, in the 
ground for 0.3 m GSD, is just a pixel, no matter how many times the image 
zooms in, it is still just a pixel. So, it needs to have several pixels to identify 
a target in the image. Generally, the smallest size of recognizing target from 
the image should be the 5 - 10 times of GSD. GSD depends on the focal 
!	���>��	������	��������;�Z	!���^	��#	�;�Z	!���^	������	������	������	�
following equations (1)-(2):

     (1)

     (2)
�	�	� £� ��� ����� 	���� ���>� �� ��� ����!� !	���� ����>� ���� ��� �������

sampled distance (m), is pixel size (Ô�), W is the width of CCD (mm), 
H is the height of CDD(mm), SW is the number of pixels for W, SH is the 
number of pixels for H.

Due to the use of single spell camera, it can satisfy the largest mapping 
precision scale for 1:2000 [5]. Figure 1 analysis the geometric relations 
�	��		���	������	�������������������>��	�	�����������������>�£�
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��������	�����"���	����	������!	����=�	�������Þ��������¬ , the 
�����	����£�����	�����������������	����	����=	�	����	��£�����	��	�>�
the ground width of the mages covered is getting bigger.

Usually, the focal length f, ����	�������!����	������
Z	����������������
equation (1), when H increases, GSD decreases, and from the analysis of the 

���	��>�������$����������	�����!	�����	���=	���	���	���!�������	��	���#��!	�
1 gives ground coverage area with single digital camera image and the 
����	�;���������������	��!��������������	�	��������	����������=��������
����	�=�	�����!	������Þ�

From Table 1 we can see, in the area of certain high, the higher the 
����� ��>� �	� !	��� ���ge pictures we can get. Therefore, after determining 
the mapping scale, based onthe principle of the shortened mapping cycle, 
reducing cost, improving the comprehensive effective of surveying and 
mapping ,we choose what ground resolution we need. In principle at the 
beginning, the resolution should not be too high, once we choose the 
�	��!�����������	����������	������	�	����	��	������	�����#��!	�� gives 
the requirement between the mapping scale and the GSD.

Figure 1��#	��	��	������	!��������	��		���	������	��������������������
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Table 1: Coverage area with single digital camera image

���	�� �	� �	�	����	� �	� ���� ���� �	� ����� 	���>� �	� �		�� ��� �	��
longitudinal overlap degree and side overlap degree, table 3 gives the 
�	<���	�	���������	��=	�!�;��	��		����	����	��	�������������	�����	��������
not stable, the preset overlap degree should be larger. At the same time overlap 
degree is affected by the weather conditions. The default overlapping degree 
keeps better effect without wind while the default overlapping degree would 
be not very good because of the dual action of wind and the shaking and the 
default overlapping degree will need to raise some. In the experiment the 
longitudinal overlap degree is 65%, side overlap degree 30%.

The above parameters settings did not consider some special terrain of 
the surveyed area, such as mountains, the lowlands. Whether the image for 
these places meets the requirements should do some calculation.

In the terrain of the test, overlap degree of the highest point and the GSD 
can be calculated as the following equation.

1)  Calculation datum elevation

    (3)
where hmax is the elevation of the highest point, hminis the elevation of the 

lowest point.
2)  Calculation the smallest GSD

  (4)
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where H is the related flight height in design, according to Equation (1) the 
smallest GSD is the lowest point.

3)  Calculation the smallest overlap degree The smallest overlap 
degree includes longitudinal overlap degree, side overlap degree. 
It is expressed as the following equation.

Table 2: GSD

Table 3: Requirement of overlap degree

  (5)
where px is the default longitudinal overlap degree, qyis the default side 

overlap degree. is the smallest default longitudinal overlap degree. 
is the smallest default side overlap degree. According to Equation (5) we 
can learn that the smallest overlap degree is the highest point in survey area.

When the smallest GSD can not meet the requirement for mapping, or 
the overlapping degree of the highest point is less than the requirement, GSD 
���!���	�����	�>������	��	!���=	������!���>���������	�!��	���;����>��	�
overlap degree of the highest point should be calculated once more till it 
meets the requirements.
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Field Control Points Measurement

The outside directional of an image or stereo can be determined corresponding 
relation between image and the object space through the geometry transform. 
To confirm the transform parameter, we need to measure some control point 
in the image. In order to recognize the control points, the control points logo 
should be designed carefully, should have the appropriate size and shape, 
and the contrast between the foreground and background should be high.

In order to ensure that the location of the control points in unmanned 
aerial vehicle (UAV)� ����� ���� �	����	�	��� ;���	��� ��� ���� ��=	�>� �	�
need to mark the location of the four corners for the control points. After 
����>��	���	���	��#������	����	��	�������!�;��������	����!���	�$��	�
previous mark and see whether the mark points have been moved. If it has 
�		����=	�>��	����!�����$����	�������	���$������	�
	!���	����	�	����
All images control points are measured by RTK. Measurement precision 
and requirements for the control points is carried out according to 
 �;	��
�������������	��;��������	�������
�	��;	�����������������������
1:2000 topographic maps” GB/T7930 2008 [6]. All of the control points 
�		������	�����	�	���	���	����	�>�������$	�;�����	������	�
	!��������	��
���	���!���	��������;���$�;����������
�	��;	�������

In experiment, we come to a conclusion that the marks should not be 
put on the roadside and the place with too many people, because these 
control points can be damaged, and even moved easily. We should put it to 
���	!���=	!��	�;����������	��;!��	����������	���!��
����	�������!�;������
in the UAV image, and also effectively guarantee the safety of the control 
points marks.

CONCLUSION

Jing He, Yongshu Li, Keke Zhang With development of the social 
informatization level ceaselessly, requirements for the speed of obtaining 
the information become higher and higher. UAVS low-altitude digital aerial 
photography with the characteristics of its mobile, flexible and efficient just 
meet the needs of society. In the background that the country promotes the 
low-altitude photogrammetry UAV development, this paper begins with 
the data acquisition for low-altitude photography measurements, analyzes 
flight route planning parameters deeply, optimizes some related parameters 
combined with requirement the latest promulgated and implemented by 
the low-altitude digital aerial photography measurement standard, and 
summarizes some practical attention in operation.
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ABSTRACT

Rail systems are gradually becoming the most desirable form of transit 
infrastructure around the world, partly because they are becoming more 
environmentally friendly compared with airplanes and automobiles. 
This paper examines the place of emerging countries in this move of 
implementing modern rail system that will eventually enhance the 
realization of a low-carbon society. Network model, transportation model 
and linear programming algorithms are used to model the present urban rail 
transport system in Nigeria, as an emerging country, in order to optimize it. 
Operational research methods, including simplex method and MODI, with 
the aids of computer software (excel solver and LIP solver) were adopted 
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to solve the resulting models. The results showed that optimization of rail 
transport system will not only reduce carbon emission but also bring about 
economic development which is required for the eradication of prevalent 
poverty in these emerging countries.

Keywords:- Rail System, Emerging Countries, Operational 
Research, Network Model, Transportation Model, Linear Programming 
Algorithm

INTRODUCTION

Emerging countries are developing countries which have achieved individual 
capacity and are on the path to becoming industrialized countries [1] . The 
list of emerging countries according to the World Bank index (May 2010) 
[2] includes: Afghanistan, Albania, Algeria, American Samoa, Angola, Arg-
entina, Armenia, Azerbaijan, Bangladesh, Belarus, Belize, Benin, Bhutan, 
Bolivia, Bosnia and Herzegovina, Botswana, Brazil, Bulgaria, Burkina Faso, 
Burundi, Cambodia, Cameroon, Cape Verde, Central African Republic, 
Chad, Chile, China, Colombia, Comoros, Congo, Dem. Rep., Congo, Rep., 
Costa Rica, Côte d’Ivoire, Croatia, Cuba, Djibouti, Dominica, Dominican 
Republic, Ecuador, Egypt, Arab Rep., El Salvador, Eritrea, Ethiopia, Fiji, 
Gabon, The Gambia, Georgia, Ghana, Grenada, Guatemala, Guinea, Guinea-
Bissau, Guyana, Haiti, Honduras, India, Indonesia, Iran, Islam, Rep., Iraq, 
Jamaica, Jordan, Kazakhstan, Kenya, Kiribati, Korea, Dem. Rep. , Kyrgyz 
Republic, Lao PDR, Latvia, Lebanon, Lesotho, Liberia, Libya, Lithuania, 
Macedonia, FYR, Madagascar, Malawi, Malaysia, Mali, Marshall Islands, 
Mauritania, Mauritius, Mayotte, Mexico, Micronesia, Fed. Sts., Moldova, 
Mongolia, Montenegro, Morocco, Mozambique, Myanmar, Namibia, 
Nepal, Nicaragua, Niger, Nigeria, Pakistan, Palau, Panama, Papua New 
Guinea, Paraguay, Peru, Philippines, Poland, Romania, Russian Federation, 
Rwanda, Samoa, São Tomé and Principe, Senegal, Serbia, Seychelles, 
Sierra Leone, Solomon Islands, Somalia, South Africa, Sri Lanka, St. Kitts 
and Nevis, St Lucia, St. Vincent and the Grenadines, Sudan, Suriname, 
Swaziland, Syrian Arab Rep., Tajikistan, Tanzania, Thailand, Timor-Leste, 
Togo, Tonga, Tunisia, Turkey, Turkmenistan, Uganda, Ukraine, Uruguay, 
Uzbekistan, Vanuatu, Venezuela, RB, Vietnam, West Bank and Gaza, 
Yemen, Rep, Zambia, Zimbabwe, and few other.

A lot of these emerging countries now have urban rail transport projects. 
This is largely due to the increase in commercial transportation activities 
brought by development. Nigeria’s largest city, Lagos, for instance is 
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constructing a light rail system under a Public Private Partnership (PPP). 
#	�
��������!��	������	����������!������;����;���	�����	�	������	����������
$1.4 billion [2] . The development objective of the intermodal and Rail 
Development Project for Tanzania is to deliver a reliable open access 
infrastructure on the Dar es Salam-Isaka rail segment. Total project cost 
include funding from World Bank and non-bank sources in US$ millions 
[3] . The developing world is embarking on a massive infrastructure boom, 
���� ����� ������ ��� ���!�� ��Ä���� ���$��!!� ��Ä� �� ß��� ��!!���� ��������� ���
build a railway stretching to more than 1400 kilometers along the coast 
of Nigeria. It was China’s biggest overseas contract [4] . Kenya Railways 
Corporation is developing a new standard railway line for passengers and 
Congo transportation between Mombasa, the largest port in East Africa and 
Nairobi, the capital city [5] . With a population of 17 million, Cairo is one of 
the most densely populated cities in Africa. Its railway system operated by 
Egyptian National Railway (ENR) transports nearly 500 million passengers 
and 12 million tons of freight each year. Construction of line 3 began in 
2007 to accommodate the ever-growing population in Cairo [6] . The Oran 
tramway project is part of Enterprise du Metro d’Alger’s (EMA) plan to 
build a tram network to improve public transport in Algeria, which was 
announced in 2006. Light rail development in Algeria is currently targeting 
the completion of three new systems by 2020. Oran tramway, being one of 
them [7] . Rail is an effective way to deliver mass transit of large number of 
people. It provides fast, safe and comfortable transportation from suburbs 
into city centers or city centers to another city center. The cost of rail 
projects, both the upfront land acquisition and construction, as well as the 
ongoing operations and maintenance, is considerable. Thus, governments 
and institutions must carefully plan, structure and implement rail and road 
projects to ensure that they deliver value for money, same time and make 
sure that transport policy objectives are met optimally [8] [9] . Application of 
operational research technique to urban rail transportation projects in these 
emerging countries will help to maximize value for money and meeting 
policy objectives. Linear programming and other transporting models are 
operational research tools used to optimize the urban rail transportation 
projects of the developing countries in this paper [10] .

Linear programming model is a planning technique that uses 
mathematical model in maximizing or minimizing appropriate measure to 
optimize the value of some objective after identifying some constraints [10] 
[11] . It may be used for solving broad range of problems in different sectors 
of an economy including health and transportation sectors [11] .
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The urban rail transit transportation system, in most of the emerging 
countries, consists of three parts; the carrying tool, infrastructure and 
operation management [12] .

i)  carrying tool is a general term of various types of equipment 
required by the railway and urban transit transport; it consists of 
safety monitoring, facilities of maintenance and protection.

ii)  Infrastructure is the basic device of rail transit transportation, and 
it mainly consists of public works engineering system, tractive 
power supply system, and communication signal system. The 
public works engineering consists of lines, stations and bridges 
and tunnels.

The tractive power supply system consists of substation, overhead line 
system and electric power supply. Also the communication signal consists 
of two parts namely: the communication and signal parts.

iii)  Operation management mainly refers to the operation organization 
and service management system organizing various transportation 
�	�����	�����	���
��!!�������	������!�>�����;��=��	�����<��!����
transportation services for passengers and owners of cargo based 
on the requirements on the transport of travellers and goods. 
#��� ��=�!=	������!���#	�;���	��	�������	����� ���	�������>�
demand rules analysis, Passenger transport path, transportation 
organization model, train operation plan, train graph, motor 
train unit application, train and station organization. The major 
constraints of rail transport market in sub-Sahara Africa are as 
follows:

1)  The railway network is limited.
2). The technical condition of railway infrastructure is very poor. 

This have manifested in form of
���������������$�?�����
��	��>����!��	��>��	�	����������	������$��
(b). Poor conditions of most structures.
(c). Lack of technical expertise and poorly motivated workforce.
(d). Obsolete signals and telecommunication, and lack of spare parts
(e). Lack of investment in the sector and corruption.
���� ������������ �;	���	�� �� =	��� !����	�� =�!��	� ��� ����
�� ���;��	��

with the rest of the world: With a length of around 54,000 km, 
the network of rail of Africa represents only 5 percent of the 
worldwide network [13] . Railway has a competitive advantage 
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�����	�����	���������;������������!���	�=�!��	���������
������?
Sahara Africa operates less than 1 percent of the world volume of 
��	��������;���	��	�����!�����
��%��'��

3  (ii). The inter-country trade in sub-Saharan Africa is very limited: 
The percentage of inter-African export exchanges is still low 
as most Sub-Sahara African countries are still economically 
dependent on overseas markets, both for export and import. The 
railway pattern is still mainly oriented on exporting the resources 
to other continents, and less on regional trade [13] .

FORMULATION OF PROBLEM

In order to solve the associated problems of urban rail transportation, 
especially in the emerging countries, we optimize the three parts that makes 
up the urban rail transportation system, namely; carrying tool, infrastructure 
and operation management. These three parts constitutes our decision 
variables as follows:

Decision Variables

Let
x1 represent the carrying tool
x2 represent the infrastructure
x3 represent the Operation management

Carrying Tool (x1)
Let
x11 = safety monitoring
x12 = facilities of maintenance and protection

Infrastructure (x2)
Let
x21 = Public works engineering system
x22 = tractive power supply system
x23 = communication signal system



Advances in Operational Researches206

Operation Management (x3)
Let x31 = Passenger flow demand forecasting
x32 = demand rules analysis
x33 = Passenger transport path
x34 = transportation organization model
x35 = train operation plan
x36 = train graph
x37 = motor train unit application
x38 = train and station organization

Contributions

From the data gathered, the percentage of success (contribution) of each of 
the decision variables are given in Table 1 [12] [13] .
Therefore, the contributions c1j as regards the carrying tool are as follows:

The contributions c2j as regards the infrastructure are as follows:

The contributions c3i as regards the operation management are as follows:

The performances of the decision variables towards optimization of urban 
rail transportation in emerging countries, therefore, are respectively:

      (1)

     (2)

  (3)

Objective

The objective is to maximize total performances of the decision variables. 
That is:
Maximize
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   (4)

    (5)

Resource Utilization

Let aij be the amount of resource j used to achieve one unit of decision 
variable xi. From the data gathered and with some simulations, we have the 
following:

Table 1. Decision variables and their corresponding contribution.

Decision variable Sub 
Decision 
variable

Description Percentage 
(weight) of 
success/ con-
tribution

X1 X11
X12

safety monitoring
facilities of maintenance 
and protection

10
15

X2 X21
X22
X23

Public works engineering 
system
tractive power supply 
system
communication signal 
system

5
10
5

X3 X31
X32
X33
X34
X35
X36
X37
X38

����	��	�������	�����
forecasting
Demand rules analysis
Passenger transport path
Transportation organization 
model
Train operation plan
Train graph
Motor train unit application
Train and station organiza-
tion

6
5
5
10
10
4
7
8

a11 = unit cost of achieving safety monitoring
a12 = unit cost for acquiring facility of maintenance and production
a22 = unit cost for tractive power supply system
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a23 = unit cost of installing communication signal system
a31 = unit cost to achieve passenger flow demand forecast
a32 = unit cost to carry out demand rules analysis
a33 = unit cost to achieve the transport path
a34 = unit cost of formulating transport organization model
a35 = unit cost of building train operations plan
a36 = unit cost of making train graph available
a37 = unit cost of motor train unit application
a38 = unit cost of proper train and station organization
The amount of available resources used to achieve a unit of the decision 
variables are represented in Table 2 as follows [12] [13] .

Constraints

where T is the total amount available for rail transport in sub-Sahara 
African countries, which is put at $20 million. in a year, on the average, for 
the purpose of this paper.

The Model

Maximize



Optimization of Urban Rail Transportation in Emerging Countries ... 209

Table 2. Values of resources used to produce a unit of different decision vari-
ables.

Resources Values

a11 25

a12 50

a22 25

a23 25

a31 5

a32 5

a33 5

a34 5

a35 10

a36 5

a37 7.5

a38 12.5

Subject to

MODEL SOLUTION

The model is first of all written in its standard form before applying simplex 
method to solve it.

Standardized Model

Maximize
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Subject to:

Simplex Method of Solution

In this research work, we used the simplex method algorithm to solve the 
standardized linear programming model. The initial tableau was formed 
from the standardized linear programming model, after which linear 
programming solver (LIPS) software was adopted to arrive at the following 
results, with optimum solution equals 25,600,000.
Table 3 shows the values of the different decision variables using LIPS [14] .

RESULTS DISCUSSION

The Results obtained in table show that three of the decision variables are 
very significant, namely: x11, x22 and x34. That is, Safety monitoring, Tractive 
Power Supply, and Transportation organization model. In any of the emerging 
countries, these three factors, classified under carrying tools, Infrastructure 
and operational management respectfully, are very critical in optimizing 
the urban rail transport in emerging countries. The result revealed that if 
200,000 USD is set aside to take care of the safety monitoring, 160,000 
USD is set aside for tractive power supply, and 2,200,000 USD is set aside to 
take care of transportation organization model for urban rail transportation, 
then the optimum value of the objective, in terms of USD is 25,600,000. 
Substituting the values of x11, x22 and x34 into the objective function gives us 
the optimum value. This value is greater than the average amount available 
for investment in Rail transportation, which was put at 20,000,000 USD 
on the average, by 5,600,000 USD. This is an advantage. It is important to 
note that x34 representing transportation organization model, has the highest 
value, which suggests its importance among the decision variables. Finally, 
the factors capable of hindering the achievement of the optimization of rail 
transportation in the emerging countries, such as corruption and unnecessary 
bottle necks should be discouraged.
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Table 3. Optimal feasible values of the decision variables.

Variables Represented by Value

X11 X1 200,000

X12 X2 0

X21 X3 0

X22 X4 160,000

X23 X5 0

X31 X6 0

X32 X7 0

X33 X8 0

X34 X9 2,200,000

X35 X10 0

X36 X11 0

X37 X12 0

X38 X13 0

S1 X14 0

S2 X15 0

S3 X16 0

S4 X17 0

CONCLUSION

In this research paper, optimization of urban rail transportation was 
considered. The problem was modeled as a linear programming problem, 
����������!=	�����������;!	Z��	���������	�����������;��	���������	Ä�
Linear programming solver (LIPS). It is shown that all the three categories 
of factors leading to optimization of urban rail transportation in emerging 
countries are important in the process of maximization. Specifically, a good 
transportation organization model must be built in order to attain optimality 
of urban rail transportation in these countries.
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ABSTRACT

The environmental impact has been a critical issue in supply chain network 
research. Handling it efficiently will help the firm reduce pollution and 
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save cost. In order to improve the environmental effect on this supply 
chain network, recovery activity becomes a significant part in the reverse 
logistics network, due to complexity and heterogeneity. In a reverse logistics 
network, there are many decision problems to be taken into consideration 
such as facility location, capacity allocation, production planning and 
vehicle routing. Each of these problems can be categorized into three types 
of decision planning: strategic, tactical or operational, based on the time 
planning horizon. In this paper, we review the literature of supply chain 
network in an effort to achieve green through implementing reverse logistic 
practices, and classify the defined problems by the group of decision 
planning. In general, most of the literatures are focused on the strategic and 
tactical decision planning, only a few are operational-based. The objective 
of this paper is to analyze the decision planning being done in this area of 
research and provide future insights on how to design the reverse logistics 
network with different decision planning which will reflect the real life 
scenario.

Keywords:- Reverse Logistics, Supply Chain, Strategic, Tactical, 
Operational

INTRODUCTION

Supply chain is one of the active application areas in operational research 
and management science. The success of a company depends on the 
efficiency of design, manufacture and product distribution in a network. The 
supply chain is designed to meet consumers’ demands and satisfactions in 
a timely manner and as efficiently and profitably as possible. Dealing with 
the demands that need to match with the supply, reliability, and consistently 
in high quality at acceptable cost are the major problems in supply chain 
network design (SCND) [1] .

The SCND is a network connecting facilities from different levels. The 
top level corresponding to the suppliers or plants while the bottom level 
corresponding to the consumers or demand zones. The paths joining between 
these facilities represent sequences of supply chain network activities to 
ensure the product or service is delivered. The network activities are referring 
��� �	� 	�������� ����=���	�� ���� ��������	�� ���� �	� ���� ��� ;�������� ���
services through the early raw material stage to the end user. The suppliers 
will provide the raw materials to the manufacturer where the production 
takes place. Then the product will be stored at distribution centres prior to 
�	�;���>���������	;	��	��������������	�����;	��
���	!�=	�����������������
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The SCND can have different stages or phases depending on the number of 
facilities being connected (see, Figure 1).The origin for all activities is the 
;�	�	
�	���	�	�����������	���������	�������	��>��	�	��	�;����������	�
manufactured or transported only if requested by the subsequent members of 
the supply chain. However, it can be a stochastic demand with uncertainty. 
Supply and demand are rarely concentrated in the same place, therefore 
�����;������������=���!����	����	��	��	!���!	�������������!	������#	���;;!��
chain can be categorized as: lean, agile, green, closed- loop, sustainable and 
risk supply chain. Figure 2�������	��	
�����������	�����;	�����	������

In a lean supply chain, elimination of waste or non-adding elements 
��!!� �	���	� �	������� "���	������ �	�	�
��	���� �������	���������������	�
and cost of inventories by carrying small batches of production are two 
major features in lean manufacturing. Flexibility is the key characteristic 
������!	���;;!��������+���������	���;;!������>��	Z���!�����	�������?
Z	��
���
����������������������	�����!	�������	�;��������������	��;	��;	���=	>�
the supply chain must deliver products and services at the beginning of the 
����!������;��
������������!	������	�%�'��

In sustainable supply chain practices, all parties involved will conserve 
the natural resources for the next generation to avoid the overconsumption 
of resources [3] . It is a combination of economic and environmental issues, 
but it al so adds social aspect into the consideration.

Figure 1. Supply chain network design.

Figure 2. Type of supply chain network.
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Predicting and dealing with the various type of risk such as delay, inaccurate 
forecast, failures in procurement, disruption, system breakdowns and 
problem with capacity and inventory are risk management concerned in 
supply chain [3] . Hence, designing a robust network with efficient product 
flow management can handle the risks in the supply chain.

In a closed-loop supply chain, it combines both forward and reverse 
������ #	� �������� ��;;!�� ����� ���!��	�� �	� ����=���	�� ��� ;�����	�	��>�
design, manufacture and distribution to consumer while reverse supply chain 
is related to process of inspecting, sorting, disassembly for the purposes of 
reuse, reprocessing and redesign.

#	�����	��	���������	����;���!�����!����	���;��	����!���
!!���������
the environmental problem becomes a critical issue among the industries. 
The hazardous risk through the contamination and emission will affect the 
human health. Moreover, the waste disposal are costly since the location 
��� !���
!!����	�������!����������� ����	��	����#	�	���	>� ��������	���=	�
started to integrate environmental factors throughout the organizations by 
implementing green supply chain. They integrate the green technologies 
into their product designs, production and distribution process. The green 
���������������=�!=	��	�
��	�������	�;!������>���	!��	������������;�����	��
the eco-friendly products as well [4] . Green supply chain enhances the 
productivity and environmental performance for sustainable development 
to achieve a competitive advantage. In order to respond to the consumer for 
the environmental based products, the green aspect in supply chain has now 
�	���	����	������
������������	���������	����	���	�>��	�	�=�����	���!�
legislation forces the practitioners to set the environmental effect as one 
of the main objectives. The trade-offs between the cost and environmental 
objectives must be conducted to optimize both dimensions [5] . Due to the 
importance of the study, the main focus of this review is on the green supply 
chain network design (GSCND).

The remainder of this paper is organized as follows: Section 2 provides an 
introduction on the GSCND and the green processes involved. The network 
design, facilities and recovery process in reverse logistics are describe in 
Section 3. Section 4 review the strategic, tactical and operational planning in 
reverse logistics and Section 5 present the conclusions and future directions.

GREEN SUPPLY CHAIN NETWORK DESIGN

The GSCND can be defined as “greening” one or some of the processes in 
SCND such as product design, material sourcing and selection, manufacturing 
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operations and logistic of final products to the end consumers by considering 
the environmental effect with the support of the firm and enforced by the 
government regulations [6] . By implementing GSCND practices, it can 
improve the environmental performance of product and process.

�!��������������������	�	
��>��	�	���	��!������	���!!	��	�����
be concerned. There must be a high level of uncertainty about the market 
position which means that green is not warranty for better income. To be 
green, there are many elements need to be tackled. Green product, green 
procurement, green manufacturing, green consumer, end-of-life management 
and green logistics are the key elements in GSCND [7] . Each of them has 
their own characteristics and decisions to be made.

Green product relates to the design and material of the product. The 
manufacturer needs to design the product to be environmental friendly and 
scored high in the life cycle assessment (LCA). LCA is the evaluation of the 
product that could affect the environmental and related resources through 
all phases of its life. It should be designed purposely for the continuity of 
the life-cycle process. In the process of making a product, green material 
minimize the content and types, packaging, energy consumption during 
usage and product development as well as the disposal at product ends-of-
!��	��"��������������	���!���������������	!	�������#���	���		�>��	�
����		���
to choose and use less polluting materials that can be recycled.

Green procurement is a supplier selection with the risk analysis. 
Hazardous and harmful substances accumulated throughout the process 
seek green suppliers to provide cleaning materials and components [7] . 
In a production process, the manufacturer implement green manufacturing 
by reducing energy consumption, production waste and the use of clean 
technologies. Remanufacturing is one of the processes that protecting 
the environment from pollution. It is the manufacturing of the recycling 
;�������� "�� ���	��� �� ;��	����!� ��=�����	� ���� ��� ����	��	�� ;��
����!����
through reduction in the new raw material usage. Remanufactured parts can 
be used for assembly of new product or resold if the entire products are 
upgraded [8] .

The end-of-life management contributed to the green supply chain. 
The recovery activities such as recycling, remanufacturing, refurbishing, 
repairing and reusing are the main areas in life-cycle process. The returned 
products can be reprocessed to bring quality back to a reusable level, obtain 
recoverable components and materials. It is much cheaper to use returned 
component and recycle material than using a new part.
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Logistics associated with various products according to its size, weight, 
volume as well as the quality and safety. Implementation of green logistics 
is supported by consumer pressure, different type of logistics activity and 
the development of innovation. Green logistics is the integration of the 
environmental aspect into logistics activities, and it is significant in every 
decision making process across the logistics network. This practice becomes 
one of the critical issues among practitioners which are associated with 
climate change, air pollution, noise and other environmental effects. Green 
logistics approaches depending on the type of companies’ service provided 
to the consumer and the size of the companies. Logistics can be “green” by 
considering the alternative mode of transportation, the energy usage during 
logistics activities and material usage along the route of the shipping [5] . 
It relates to the CO2 and greenhouse gas emission. Reverse logistics can be 
defined as one of the green logistics which is the focus on this review study.

REVERSE LOGISTICS

Reverse logistics can be defined as the process of handling and collecting all 
the returned end-of-life equipment, materials, products or components from 
end user back to the point of origin. It is also for all operations related to the 
recovery process of any possible used products and materials. The process 
of collecting sometime faces difficulty depending on the willingness of the 
consumer and the strategic location of collection centre.

Reverse logistics can also be related to the process of planning the 
�	=	��	������	����$>���;!	�	�������	�;���	�������	��=	�������������!!����
the related costs for the purpose of creating value or disposal [9] . It is known 
as all activities associated with a product or service after the point of sale 
and set up the goal to optimize the aftermarket activity development. In 
addition, it can save in inventory carrying transportation and waste disposal 
costs as well as improving consumer service [10] .

Reverse logistics can be classify as a closed loop (see Figure 3) if it 
���	����	�������	���������!�����������	����!���	��	=	��	���������	����
������	�	�>� ��� ��� ����;	�?!��;� ��;;!�������� "������;	�?!��;>� �	��������
materials and products are delivered starting from the point of consumer to 
the secondary user through the collection centre and processing centre.

Facilities in Reverse Logistics Network

In a reverse flow, there are four facilities or centers that need to be considered 
in the network: collection, disassembly, processing and disposal [11] . 
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Collection centre is the place where all the returned products or used products 
being collected. There are two stages involved in collection centre which are 
the pick-up activities and the transportation of the returned products from 
one facility to another.

Figure 3���!��	�?!��;�����%��'��

Usually, the products will be self-collected by the company. However, due 
to some reasons, the company may outsource to third party for collection or 
the products are returned by the consumers. The choice of collection method 
����	;	��������	�����>��	Z���!���>�!�������>����;!	Z��������	�;������>�����
the reason for returning it.

After all the returned products have been collected, the next process is 
to sort them according to the quality level of the products at the disassembly 
�	���	�� ������	��!�� �	���	� ��!!� 
���� ���;	��� ���� �	;����	� 	��� ;��������
During the sorting process, the conditions of the returned products are 
inspected concurrently. It determines either the returned products need to 
be recovered or sent to the disposal centre. It is important to ensure the right 
recovery process for the next stage. Inspection and separation process may 
include the disassembly, shredding, testing and sorting steps. In addition, the 
company should prepared guidelines for the returned products that meet the 
criteria, to be considered as an inventory and the intricacies of the sorting 
process.

Processing centre transformed a returned product into a usable product 
again. This is the place where all the treatment options are performed 
such as recycling, remanufacturing, repairing and repackaging of the 
returned products [12] . The activities such as cleaning and replacement 
may be involved too. The choices of recovery process are depended on the 
condition and the quality level of the returned products. Upon completion, 
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the recovered products will be sent back to the facilities based on the type 
of recovery processes. For example, if the product is recycled, then it will 
be sent to the supplier. If a returned product cannot be recovered, it will be 
disposed at the disposal centre. The disposal centre is the exit of the reverse 
logistics system. A company would prefer to send the product to the disposal 
�	���	��	���	�	������������	�	
���!�=�!�	�����	�;�������

Recovery Process in Reverse Logistics

Due to limited landfill capacity, waste disposal become a major concern among 
industries. At the same time, consumers are expecting that company will produce 
a green product to reduce the environmental pollution. At the processing centre, 
the recovery decision of the returned products is very crucial as it will be sent 
back to the facility after the product is recovered. Besides, product recovery may 
be attractive from an economical perspective as well [9] .

Repair
Repairing can be defined as recovering the defected, broken or damaged in 
some parts of the product. It could be a failed working device, or deficiency 
of an item. The purpose of repairing is to ensure the returned product is 
functioning [13] . Repairing require lower capital investment and more to 
skill-based [6] . After the product has been repaired, it will be sent to the 
distributor.

Refurbish
Refurbishing is similar to the repairing but the process will upgrade the 
quality level of the product and usually less complicated process than a new 
production. It is more skill-based in order to make them almost as good 
as new [6] . Compared to the repairing process, refurbishing needs more 
attention since it involved disassembly process, inspection and replacement 
of critical parts. Com- monly, it is closely related to the electronic or electric 
product that required testing before the product can be returned. Refurbished 
product is normally returned under warranty or unused consumer returns. It 
will be sent to the distributor after conducting a proper inspection.

Reuse
The reused products are sent to the retailer for the same function or for 
others activity. Reuse is the simplest process as it does not require any 
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high technology tools. Hence, it can minimize the cost compared to other 
recovery processes.

Remanufacture
Remanufacturing is the process of rebuilding or reconstructing the product 
by using the combination of reused, repair and import of new parts. It requires 
the replacement of obsolete parts. It is more specific and challenging. To 
remanufacture it to a new product, it involved the process of disassembly, 
detailed inspection of all parts and finally assembled them properly. 
Remanufacturing process is quite different with other recovery processes 
in its completeness where the remanufactured product usually has the same 
quality as the new product. The remanufactured product will be sent back to 
the manufacturer to be sold at the same price [14] .

Recycle
Recycling is a process of converting waste material to a new raw material. 
The recycled products will be sent to the supplier and enter the supply chain 
again as a raw material for new products [4] . The purpose of recycling is to 
reuse the material from the returned product that is cannot be remanufactured 
or repaired. In order to reduce the cost of raw material, recycling could be 
the best alternative. This process can reduce the environmental impact and 
it is a good alternative to save the material from been disposed.

STRATEGIC, TACTICAL AND OPERATIONAL  

DECISIONS

The main area in reverse logistics are logistics distribution, production 
planning and inventory capacity. Reverse logistics, as part of supply chain 
management, provides useful quantitative models for network design in the 
management of end-of-life products [15] . Location-allocation problem is 
particularly relevant in a reverse logistics context that affects both costs and 
consumer service levels. Inventory also may become significant, especially 
in case of high valuable goods (e.g. electronic equipment) [16] . There are 
many others decision can be listed and each of it has a different level of 
planning horizon, which can be categorized into the following three levels:

i) strategic decision
ii) tactical decision
iii) operational decision
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Decision planning can be integrated either “horizontal integration” or 
“vertical integration”. Horizontal integration means by integration the same 
decision level of optimization problems while vertical integration combines 
two different levels of decision [17] . For example, strategic-tactical, 
strategic-operational or tactical-operational.

Strategic Decision Planning

Strategic decision planning is a long term decision planning between 2 to 
5 year timeline. At this strategic level, the decisions made are high level 
because there are difficult to change. It is associated with the recovery 
process, especially during the design of the product. Coordination of supply 
chain network, capacity planning and designing of the remanufacturing 
systems with environmental consideration also fall under this category [11] .

�������� �	����� ;!���� ��� ��;������� ��!	� ��� �� ;��
���!	� ;���;	��� ���
product return for recycling and remanufacturing. The company should 
investigate the effect of product design, especially in a closed-loop network. 
However, during the process design, the impact of the product design has 
always been neglected. In order to be more practical, company should plan 
the appropriate design for their products to continue the recovery process of 
�	��	����	��;������������	=	��	�!�������������������;���>�����������=	!��
practicing the remanufacturing in their network, should competence in 
�	
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manufacturer (OEM) could decide to permanently seal or weld a product, 
as opposed to using fasteners, during its initial assembly but this makes 
disassembly of the product (during recycling or remanufacturing) much 
���	����
��!����������!���#��>�;��������	������	���������=	��������
�����
��;���������
����������	�����	���������	���������	��������������%�Æ'��

Before a company starts the production operation, they must develop 
the network for used products recovery [19] . The coordination of reverse 
!��������� �	����$� �	����� ���!�� �	� 	�
��	��� ��� ���	�� ��� ��!!	��� �	� ��	��
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Reverse logistics network consist of network design of collection activity 
and its physical transportation to support the system. One of the critical 
components in the network design is the decision on capacity and location 
of each facility. The facilities should be placed in a strategic location to 
��Z���^	��	��	Z���!���������	�;����=	�	������������	�����	�	��!�>����	�
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industries prefer to have a hybrid system where two activities are concurrently 
working in one location as they share the same component and processing. 
By implementing this, the operating and transportation cost can be reduced. 
However the complexity to handle hybrid system will be increased. In this 
���	>��	����
��	����;��	�����	�����!���	��������	��	!!�������^	��

The challenging part faced by company is to decide on how to build 
the reverse logistic network such that it meets the objective and constraints. 
Besides, a company needs to set up a reverse logistics network based on 
the requirement of environmental legislation to ensure the proper disposal 
of its products [18] . The role of environmental legislations could affect the 
company’s remanufacturing decision in a long term. Based on [12] , return 
policy is also one of the strategic planning in reverse logistics. One study 
has been found where the decision is to obtain optimal policies for price and 
�	�����;�!���������	����������Z���^�����	�;��
��%��'��

As mentioned earlier, the researchers pointed out that at the strategic 
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Therefore, some researchers proposed the network design for reverse logistics 
such as: design of collection network for take-back of white goods for 
remanufacturing [21] , design of generic reverse logistics model considering 
distribution and recovery network [22] , design of integrate traditional and 
reverse supply chain model [23] , model of the reliable network for facility 
!�������� %��'� >� ���	!� ��� �� �	=	��	� ����� ;���!	�� ������	����� �;	��
	��
returns [25] , planning a forward/reverse logistics considering capacity 
expansion and dynamic transportation link [26] and develop optimal model 
for cross-stage reverse logistics [27] . Among these, only [24] deal with the 
multi-objective and uncertainty. The objectives of their study are to minimize 
the total cost and expected transportation cost after failure of facility. They 
used fuzzy multi-objective programming together with robust optimization 
and queuing theory to solve the problems.

Most of the studies in this review deal with the decision on how to locate 
the facilities, the optimal number of facilities to be opened, the capacity 
��� ;���������� ���� 	��� ����!���� ���� �	� ;�������� ���� �	��		�� ����!���	���
This can be found in the following multi-objective problems. Monte-Carlo 
simulation was chosen to solve the cost and environmental risk minimization 
under uncertainty [28] . The heuristic (scatter search) and dual simplex 
method are used for multi-objective total cost and total tardiness of cycle 
time minimization [19] . The bi-objective of minimizing total cost and at 
the same time maximizing the consumer responsiveness been solved by 
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using multi-objective memetic algorithm [17] . Corley method which is the 
hybrid of weighted-sum and  -constraint methods, has been used in order 
to maximize the on-time delivery from supplier as well as maximizing the 
����!�;��
��%��'�������!��?���	���=	�;�����!	��������;����^�����������	�����
minimize the total cost and CO2 emission [30] .

The facility location-allocation problems with single objective have 
been found in many literatures [8] [9] [15] [31] [32] [33] [34] . Among them, 
[32] proposed forward and reverse logistics to extend the single product 
unlimited capacity to multi-product capacitated. Reference [35] focused on 
the optimal capacity in the production of manufactured and remanufactured 
;�������� ���� �������� ���� �	=	��	� ���� ��;;!�� ����� ��!	� %��'� ;��;��	��
mathematical model for reverse logistics handling product returns. They use 
GAMS software to solve the problems.

Since some problems in location-allocation are considered large scale 
problem and exact methods are not appropriate to obtain the optimal solution 
for this size, the researchers decided to use heuristic and/or metaheuristic 
approaches. Jenkins’ heuristic is used by [9] to solve piecewise linear in 
generic facility location for product recovery. Reference [37] solved the 
!���������������	���!������ ���� ��$	����$����� �	� �	��=	������ 	��?��?!��	�
vehicle (ELV) by using heuristic method based on greedy algorithm. Genetic 
algorithm is widely used in facility location problem such as reverse logistics 
problem involving product returns [33] , dynamic modeling approach for 
3rd party logistic provider (3PLs) [38] , location-allocation problem of repair 
facilities for 3PLs [39] , and optimization of location of collection points 
based on RFID [40] . Priority-based encoding simulated annealing with 
special neighbourhood search mechanism has been used to solve multi-
stage reverse logistics problem [41] . Others metaheuristic methods such as 
ant colony optimization for nonlinear dimension factor called SCAnt- NL 
Design [42] , hybrid genetic algorithm with particles warm optimization 
%��'����������������	�	�����
���!��		���!����%��'���	��!����		�������	��

Dynamic location-allocation model with forward/reverse under 
uncertainty also has been proposed. This problem has been solved by using 
integrated sample average approximation and simulated annealing [44] , 
scenario-based stochastic approach using stochastic programming model 
[45] , and multi objective differential evolution to minimize both total cost 
and CO2 emission cost for fuzzy programming [46] .
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Tactical Decision Planning

The tactical decision problem is a medium term decision. It takes 1 to 2 year 
timeline and generally it comes after the strategic decision planning. The 
decisions are related to the production planning and inventory management 
as well as procurement and integrated management of product returns with 
the overall organization. Return forecasting, product return handling and 
aggregate production planning are related to the product returns activities 
[11] .

A company that decides to remanufacture their products has some issues 
of tactical decision. They need to plan on the number of used products 
that should be recovered and decide on the capacity limit of the recovery 
products for each time period. The decision is more complex compared to the 
traditional forward supply chain. In a forward supply chain, the components 
or materials are purchased from the supplier with the exact amount. The 
����	�� ��� ���	���!�� ��� ;�	�	�	����	�� ����	� �	� ����	�� ����� ��� �	� 
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;������������	�;�����	������	���	��	��!�	���"����������������	��	=	��	����>�
the production planning is necessary to be organized systematically since 
there are many unpredictable quality levels as well as a capacity constraint 
in product return of the remanufacturing process. The variation of quality 
level may due to the different ways of the product maintenance conducted 
by the owner. Some products required additional costs to remanufacture 
and not all the products can be recovered. The functionality of production 
planning is to determine the optimum quantity of each unit for each period 
to be processed. This decision is crucial in order to obtain the cost-saving 
effectively. Different demands and limitation on the number of processed unit 
���	���;	��������!������	��	��	�����	��	������	���!	�;!�������%�Æ'��

Since the returned products will have different levels of quality, the 
disposition decision must be made. The highest quality level of returned 
products are the least expensive to remanufacture. The disposition decision 
in the reverse supply chain allocates returned products to an appropriate 
processing option. This decision is important in order to reduce pollution 
during the recovery processes.

In inventory planning, there are two main areas. First is the management 
of uncertainty of product returns and secondly is the management of 
inventory of new components when both regular procurement and recovered 
components can satisfy the demands. Aggregate planning concerned with 
the amount of inventory to be held in stock and backlogged for each period. 
This planning is considered as a tactical decision planning. A safety stock 
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planning approach in reverse logistics is provided in [47] . An optimal 
inventory policy on changes of manufacturing, remanufacturing and disposal 
rate in reverse logistics is proposed by [48] . Both studies aim to reduce the 
holding cost in their objective. Other researchers proposed inexact reverse 
logistics in planning the inventory control, waste disposal and distribution 
[49] . The collection of returnable combines with recovery modules has 
been solved by [50] .

The general framework of remanufacturing system has been developed 
by [51] . They applied the framework with some numerical examples in 
making a decision on the quantity of parts needed to remanufacture and 
number of parts needed to purchase from the subcontractor. This followed 
by other researchers where the decision is to determine the optimal capacity 
of manufacturing and remanufacturing product units per period [14] . In the 
study, a variable neighborhood descent heuristic algorithm is applied for 
solving a multi-product dynamic lot-sizing problem.

Besides the inventory control, the hazardous waste treatment and 
transportation problem are also included under tactical planning. About the 
problems of waste treatment and management, [52] formulated a discrete-
time linear analytical model to determine the time-varying and hazardous 
waste in reverse logistics. An activity-based model is presented by [53] to 
allocate the discarded product, disassembly activity and fraction of waste of 
electrical and electronic equipment (WEEE) treatment. An incremental risk-
induced penalty is used by [54] to estimate the risk for multi-objective linear 
programming. The study is conducted to minimize both reverse logistics 
operational cost and risk-induced penalties.

Multi-objective can be found in transportation model proposed by [5] . 
They aim to determine the dependencies of transport cost, emission and fuel 
consumption. The optimization model is calculated by computer program 
LOMP. Others researchers use priority-based encoding genetic algorithm 
(priGA������	���������;;��������������;�������������;���!	��%��'��

Tactical planning can be integrated with strategic decision planning. 
Usually, the researchers will combine the decision of location and capacity 
planning of facilities with the optimal inventory capacity to be held or 
purchased. The generalized algebraic modeling system (GAMS) is used by 
[55] to solve 0 - 1 mixed integer programming. Reference [56] determined 
the location of third checking sites and inventory policy for B2C (business 
to consumer) e-market and modeled it as a bi-level programming problem 
while [16] used technique of differential evolution and incorporated the 
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MINLP with queuing model for inventory. Other software are also been 
used such as XpressSP software for multi-stage stochastic demand [57] and 
CPLEX to tackle product returns in multi-period reverse logistics [58] . 
Differential evolution also been proposed by [59] to deal with the stochastic 
delay due to uncertainty.

The facility location-allocation problem can be combined with 
disposition decision. A bi-level optimization model was coded in GAMS 
21.2 with CPLEX 7.5 [6] , and a two-stage stochastic mixed-integer solved 
by ILOG CPLEX 10.1, has been used to solve these problems [60] . They 
considered the multi-objective in their problem which is minimizing the 
operating cost and minimizing the obnoxious effect caused by the reverse 
network. Meanwhile, the decision of disassembly and processing centers to 
be opened with the transportation strategy has been solved by priGA [61] .

Operational Decision Planning

Operational decision planning is a short term planning which is on a day-
to-day decision. Vehicle planning and scheduling are under operational 
planning decision. The majority of remanufacturing shops are low volume 
job-shop type operations [18] . The remanufacturing operations become 
more challenging as the uncertainty in the supply and the large variance 
along the possible routing are increased compared to the traditional forward 
production. The issues under the scheduling planning are the decision of 
optimal disassembly sequences, the parts should be released to the floor, the 
rules for shop floor and the route of the products [18] .

Operational decisions come as consequences of the strategic and tactical 
decisions. Dynamic control of product recovery operations and dynamic 
pricing of products are included in operational planning decision [11] . Some 
other interesting operational issues are warehousing operations problems 
such as order batching and picking, routing pickers in warehouse are also 
considered in this operational planning [62] .

Operational planning found in this review study is mostly related to 
vehicle routing problem. Vehicle routing and scheduling problem may have 
issues on mixed pick-up and deliveries and time windows for delivery. A 
heuristic construction procedure is used by [63] where the initial solution 
obtained by a local search to solve the vehicle routing problem with 
simultaneous delivery and pickup. The same vehicle routing problem as in 
[63] is solved by [64] using tabu search to calculate the transportation route 
for recycling. An integrated ant colony and tabu search algorithm is also 
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proposed by [65] for the same problem. Both papers have the same objective 
which is to minimize the total distance and cost by determining the route of 
vehicle.

Recently, many researchers integrated the operational decision planning 
with strategic or tactical decision planning. The decision on multi-stop 
vehicle route with return policy and optimal quantity of return material to 
be picked up been solved by heuristic approach [66] . Location and critical 
path of WEEE intermediate storage points are determined using CPLEX 
9.1 [67] . A framework is proposed by [68] that separated into operational 
���������	�����	Z��!	��	����	� ������*��;	��������	�������	�������!=	��
it by novel neighborhood rough set approach. A vehicle routing problem 
and location-allocation problem is solved by [69] by implementing greedy 
�������	����������=	!������	�	�����
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immune system and particle swarm optimization are used by [4] to obtain 
the vehicle routes and quantities to be produced at each facility.

The integration of tactical and operational decision planning which 
����	
�	����� �	� �	�=��	���	����� 	����	;��� ���� ��	��!������� ��!!	������
route has been found [70] . The study solved the combination of three 
objectives: minimize distance, CO2 emission and working hours by the 
augmented  -constraint method. The paper balances the economic factor 
with environmental issues and social aspect. The approximation to the 
Pareto front is obtained to solve the multi-objective problem. To the best 
of our knowledge, only one paper integrated all three planning: facility-
inventory-routing problem in their study [71] . They used a hybrid ant 
colony optimization algorithm to minimize the total cost in reverse logistics. 
To summarize, all the collected articles published since 1999 that related to 
the reverse logistic problems based on the strategic, tactical and operational 
planning are listed in Table 1 below.

Table 2 below shows the distribution of decision planning of the selected 
articles in the reverse logistics. It clearly shows that most of the studies are 
in the strategic decision planning. Compared to the strategic and tactical 
decision planning, operational decision planning is the lowest. Before the 
operational decision can been made, the strategic and tactical planning 
���!�� �	� �	���	�� 
����� ����	� �	� �����	���� ���� �������!� �	������� ���!��
�	��	�	����	��
���>�����	���	��������������������;	�������!��	�������%42] . 
Besides, among these three decisions planning, operational give less effect 
to the entire performance of supply chain since it is a short term planning. 
Due to this, most of the researchers are more focusing on the strategic and 
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tactical decisions planning as compared to the operational. Only one paper 
has been found that proposed the combination of all three different decision 
planning.

Table 1���!����
���������������	�������>��������!��#�������;	�������!�����;!�������
based on the decision problems.

Authors Decision Problems S T O

[55]  Location of distribution/remanufac-
turing facilities.

 Optimal inventories quantities of 
remanufactured products.

 Transportation of cores between 
facilities.

[63]  Vehicle routing with simultaneous 
delivery and pick-up

[9]  Location of plant and distribution 
warehouse and allocation of goods 
������	��		������!���	��

[47]  Production and inventory for safety 
stock planning.

[31]  Number of location for storage and 
treatment facilities

��;����!�;�����!��������	��?��?!��	�
products.

[52]  Time-varying collection and treat-
ment amount of hazardous waste

[48]  Optimal inventory policies in reverse 
logistics.

[20]  Optimal price and return policies.

[53]  Optimal allocation of WEEE treat-
ment in reverse logistics system.

[28]  Location and allocation at various 
facilities.

 Optimal waste quantity travelling.

[51]  Quantity parts to be processed and 
purchased from subcontractor.



Advances in Operational Researches230

[9]  Transportation model (dependencies 
of cost, emission and fuel consumption)

[33]  Location of collection and repair 
facilities for 3PLs under capacity limit.

[32]  Warehouse location-allocation 
model.

[66]  Multi-stop vehicle route design with 
return policy.

 Optimal quantity of return material 
to be pick up along delivery route.

[21]  Collection network design for take-
back of white goods for remanufactur-
ing.

[34]  Capacitated location model of ware-
house and repair centre.

 Allocation of customer within capac-
ity limitations.

[16]  Facility location-allocation problem.
���������;����!���������	����	��

goods including inventory in reverse 
logistics.

P

[22]  Design generic reverse logistics 
model considering distribution and 
recovery network.

[54]  Time-varying amount of physical 
����������	���	����^�����������	�

[56]  Location and inventory policy in 
����
����

[36]  Location facilities problem.
 Optimal production and transpor-

tation quantities of manufacture and 
remanufacture products.

[19]  Location-allocation for installing 
repair facilities and collection sites.

�#����;���������������	��		����!!	�-
tion sites and facility sites.
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[37]  Location of collection centres and 
dismantlers.

��;����!����	���!���������	��?��?!��	�
vehicle (ELV).

[35]  Location-allocation of repair facili-
ties for 3PLs.

[6]  Location-allocation and capacity 
decision for facilities.

 Disposition decision for various 
grade of returned products.

[15]  Facility location of end-of-life ve-
hicle (ELV) collection network.

[64]  Capacitated vehicle routing problem.

[40]  Dynamic location and allocation 
model in reverse logistics.

[38]  Location problem for collection 
points.

 Optimal quantity of products to be 
shipped.

[10]  Transportation problem of recycling 
process.

[39]  Optimal location and capacities of 
various facilities.

��!!��������������	���!�������	��		��
facilities.

[67]  Location of WEEE intermediate 
storage points.

 Critical path of WEEE considering 
intermediate storage points.

[57]  Facility location, production of 
each facilities and transported quantity 
between locations.

 Optimal inventory to be held at each 
period.

[60]  Location problem with choice of 
technology.
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[17]  Facility location and capacity of 
distribution, production/recovery and 
disposal centres.

��;����!�;�������������	��		��
facilities.

[41]  Facility location of hybrid distribu-
tion/collection, production/recovery and 
disposal centres.

��;����!�<��������������	��		��
network facilities.

[42]  Number and location of collection/
inspection centres.

��;����!�<����������������	��		��
facilities.

[8]  Location of collection and return 
centre.

��!!�����������;������������	��		��
facilities.

[23]  Design integrated traditional and 
reverse supply chain model.

[49]  Production, inventory and transpor-
tation planning for the waste manage-
ment.

[58]  Location and capacity decision of 
inspection centres and remanufacturing 
facilities.

 Optimal inventory to be held or pur-
chased at remanufacturing plants.

[25]  Model a reverse supply chain 
network design problem considering 
�;	��
	���	������

[50]  Optimize quantity of new and recov-
ered products.

[59] �*�����������������!!�����������
products for each facilities integrated 
with queuing relationship.

[24]  Design and model the reliable net-
work for facility location.
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[68]  Flexible measure of performance 
outcomes for 3PLs in reverse logistics 
framework.

[26]  Design and planning forward and 
reverse logistics.

[27]  Develop optimal cross-stage reverse 
logistics model.

[69]  Location-allocation problem of 
reverse logistics.

 Vehicle routing problem.

[70]  Service area establishment for each 
depot.

 Scheduling of collection routes for 
each vehicles.

[61]  Subset of disassembly centres and 
processing centres to be opened.

 Transportation strategy that satisfy 
demand by manufacturing centres and 
recycling centres.

[65]  Vehicle routing problem with simul-
taneous delivery and pick-up.

[46]  Optimal location and products assign 
for each facilities.

[14]  Optimal number of manufactur-
ing and remanufacturing product per 
period.

[44]  Design and planning the facility 
location and allocation.

P

[43]  Facility location and capacities. P

[29]  Facility location problem.
��;����!��������;���������	��		��

facilities.

[71]  Location-inventory-routing problem.
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[4]  Optimal vehicle routing.
 Optimal quantities of production 

to be produced and obtained from the 
supplier.

[30]  Facility location, capacity expansion 
and transportation quantity between 
facilities.

[45]  Location-allocation problem in 
reverse logistics.

Table 2. The number of publication of different decision planning in reverse 
logistic.

Decision planning Number of Publication

Strategic 33

Tactical 11

Operational 3

Strategic and Tactical 8

Strategic and Operational 5

Tactical and Operational 1

Strategic, Tactical and Operational 1

CONCLUSIONS AND FUTURE DIRECTIONS

This paper reviewed the strategic, tactical and operational decision planning 
in the reverse logistics supply chain network design problem. The review 
shows the proportion of each decision planning and the trends of the reverse 
logistics problem studied between 1999 and 2017.

From the literature review, the future work in reverse logistics can be 
��	���
	��� "��	�������� ��� �	� ��		� ����	�	��� �	�������� ;!������� ������	���>�
tactical and operational) should be further explored. The combination of 
�	�	� ��!!� ��=	� �����
����� ��;���� ��� �	� �	�	���� ��� �	� �	=	��	� !���������
network design problem in terms of the cost reduction and environmental 
impact. Operational decision planning requires more attention since only 
a handful of researches are conducted. The possibilities of integrating 
two different decisions planning should also be considered.Instead of 
����	�����������!�������	�������������	��	=	��	����>��	��	����$����!��
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�	����	����	�������	������������������������!��	�?!��;��#	����	��������
����	��������������	=	��	��������!!�����	��	��	�;���!	�����;!	Z�����"��
order to obtain a realistic reverse logistics problem implemented in the 
industry, all stages of closed loop supply chain must be considered.Most of 
the previous studies focused on the uncertainty in demand and supply but 
very few studies investigated the uncertainty product returns. The main issue 
in reverse logistics is the process of the recovery which relates to product 
return. Researchers should investigate the uncertain quality and quantity of 
the recovery and returned products respectively. The model will be set as 
a stochastic model and can be solved using fuzzy or stochastic algorithm.
To be more practical, the researchers should consider multi-objectives that 
combine the economic factor with the environmental impact as well as 
�	������!���;	��������	��	����	���=	�����	�����!�������	������������;��
��
maximization are commonly used in the supply chain, other objectives such 
as maximizing the consumer satisfaction and responsiveness and minimizing 
the environmental impact caused by the pollution from the transportation 
and cleaning process should also be highlighted.A more realistic network 
design problem should also consider multi-period, multi-product and multi-
facilities problems. During the setup of the network facility location, the 
network with multi collection and disassembly centers should be taken 
into account. The recovery operations should be well planned too. These 
�	����������!!���=	������
����� ��;���� ��� �	���������� �	��	����������� �	�
gas emission from the production process. In multi-period problem, the 
impact of transportation lead time and time horizon for demand are worth 
to explore.When taking the environment issue into consideration, the main 
factor is due to the transportation. Researchers should consider different 
transportation decision variable such as the mode of transportation, the fuel 
consumption of transportation and freight weight capacity of transportation. 
These decisions will bring insights on how transportation is needed in 
generating large enough volume of recycling and remanufacturing process.
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ABSTRACT

Along with the demand of development, this paper will define agri-food 
cold chain logistics management system. It is a general term of management 
system, organization system, standard system, running mechanism, etc. 
According to the activities and characters of agri-food cold chain logistics, 
the content of agri-food cold chain logistics management system includes 
three levels of management activities. There are macro management and part 
of the industry management of the government-led agricultural cold chain 
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logistics activity, industry management of industry association as the main 
body, and micro enterprise operation management of enterprise as the main 
body. In addition, this paper will draw lessons from the city of agricultural 
products cold chain logistics management experience in the international, 
the main behavior of the logistics market, strengthen monitoring and early 
warning, strengthen the whole process, and make market access strictly and 
other key links have to be closely surrounded. Through improving agricultural 
products cold chain logistics management laws and regulations system, 
standard system, management system, testing system, certification system, 
technology supporting system, information service system, and establishing 
emergency mechanism and other agricultural products cold chain logistics 
security support system, government, industry, consumers, media, education 
and scientific research institutions and other relevant parties can take many 
aspects, many angles, many levels mutually supporting measures, in order 
to establish and improve the agricultural products cold chain logistics safety 
control system, and establish the whole process control system from farm to 
table, to ensure the safety of agricultural products cold chain logistics.

Keywords:- Fresh Agricultural Products, Management System of Cold 
Chain Logistics, Operational Mechanism

INTRODUCTION

In recent years, along with the structure adjustment of agriculture and the 
improvement of level of consumption, the production and circulation of 
fresh agricultural products increase year by year; the whole society puts 
forward higher requirements on safety and quality of fresh agricultural 
products, so as to drive the rapid development of cold chain logistics. The 
state attaches great importance to the development of cold chain logistics. 
In recent years the No. 1 document of the Central Committee had stressed 
the need to accelerate the construction of cold chain logistics system of 
agricultural products, and promote the circulation of agricultural products. 
Some national standards, industry standards and local standards of cold chain 
logistics have been issued and carried out. “Food Safety Law” and other 
important laws and regulations are gradually perfect. But our management 
of cold chain logistics of agricultural products is still in its early stage, and 
the systematic cold-chain logistics management system has not yet formed. 
However, China’s cold chain logistics management of agricultural products 
is still in its initial stage; the system of the cold chain logistics management 
system has not yet formed. The research on the connotation, structure and 
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operation mechanism of the cold chain logistics management system of 
fresh agricultural products has certain theoretical and practical significance.

THE CONNOTATION AND CHARACTERISTICS OF 

MANAGEMENT SYSTEM OF COLD CHAIN LOGIS-

TICS OF AGRICULTURAL PRODUCTS

The definition of agri-food cold chain logistics management system is a special 
supply chain system. It collect the meat, poultry, aquatic products, vegetables, 
fruits, eggs, fresh agricultural products from origin of harvest, slaughter or 
fishing, then let the products process, storage, transportation, distribution, 
retail always in a suitable environment of low and control temperature, its aim 
is to extremely ensure the quality of product and quality safety, reduce loss 
and prevent the pollution that in a special supply chain system [1] .

Agri-food cold chain logistics is a chain network system which “from 
farm to table”, the system is made of the producers (farmers/production 
base) of agricultural products, the purchasing and processing enterprise of 
agricultural products, the distribution enterprise of agricultural products, 
the subject of cold chain logistics activity of agricultural products. The 
work of cold chain logistics of agricultural products includes products 
production, processing, and distribution, those are happen in the process 
of transportation, storage, loading and unloading, handling, packaging, 
distribution, information processing, etc.According to the sorted of the 
��!�������!�������������=���	�����������!����!�;�������>�����;�;	����!!��	
�	�
agricultural products’ cold chain logistics management system as a general 
designation of management system, organization system, standard system, 
running mechanism, and so on, which in order to perform the industry 
regulatory responsibilities, build industry healthy and orderly market 
environment, ensure the quality of product quality and safety. Above those 
are according to the requirements of the market economy system�	�
��	���
allocation of resources, and aim to adapt to the development of modern 
circulation of agricultural products demand. Combine the property of cold 
����� !��������� ����=���� ��� ������!����!� ;�������� ���� �	� �	
������� ��� �	�
connotation, the category of agricultural products’ cold chain logistics 
management includes three levels management activities, they are macro 
management of government-led cold chain logistics activity of agricultural 
products and some industry management, industry management that 
the industry association act as the main body and the enterprising micro 
operation management that enterprises act as the main body.



Advances in Operational Researches248

The basic connotation of cold chain logistics management system of 
agricultural products includes the following meanings:

1)  Operation mechanism is the soul of the management system. 
If has no Decision-making, implementation, feedback and 
other continuous operating activities, the cold chain logistics 
management system of agricultural products cannot work and 
have none value. The cold chain logistics management system 
of agricultural products rely on legal and administrative means 
to regulate and control the main body of market, through the 
government enforcement regulation or economic means to 
guide the market to form industry self-discipline mechanism and 
control mechanism of the enterprises. Through perfect the laws 
and standards to establish the quality inspection and supervision 
mechanism.

2)  The organizational structure of cold chain logistics management 
system of agricultural products is the forms of management 
system. The organizational structure is the carrier of management 
function, if has no organization, management system is impossible. 
The existing cold chain logistics system of agricultural products 
builds organizational structure according to departments build 
the government organizational structure, industry association in 
accordance with the link of cold chain logistics and the product 
categories.

3)  The core content of cold chain logistics management of agricultural 
products is the division of management responsibilities in the 
management system� ���� �	� ���
��������� ��� �	� �����	�	���
functions. The division of management responsibilities decides 
�	� ���
��������� ��� �	� �����	�	��� ���������>� ���� �	�
���
������������ �	������	�	��� �������������	���� �	����$����
system. The current management system takes governmental 
agricultural departments at all levels, health department, 
quality checking department, food and drug quality supervision 
department, the ministry of commerce and industry and so on 
as the main body, takes the industry associations and a variety 
of chamber of commerce that the government authorized them 
parts industry management, market entity as the architecture of 
auxiliary system.
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4)  Legal norms are integral parts of management system, the 
operation of the cold chain logistics management system 
��� ������!����!� ;�������� ��$	�� ����	��	�� ���� �	���������� ���
the environment of laws and regulations. At present, it has 
established the legal framework with Law of Agricultural Produce 
Quality Safety, Farm Bill and other basic law as the main body, 
continuously strengthens the cohesion of department regulations 
and the operation of local laws and regulations, to speed up 
the legalization process of cold chain logistics management of 
agricultural products. The core construction of standard system 
��� ���� ��� �	=	!�;� ���� ;�����	� �� ����� ��� �;	��
�� �;	�������
and technology standard of cold chain logistics of agricultural 
products, to establish the whole quality control system on the 
���������£����>� ����	=	!�;� �;	��
���;	����������� �	���!����
standard of agricultural products’ cold chain logistics that in line 
with international standards.

Our cold chain logistics management system of agricultural products 
has the following basic features:

#	�
���� ��� �	���=	���
���������������	�	����#	�	� ��	������ !��$�>�
participation, small scale, scattered and other characteristics in the agricultural 
;���������� ���� �����!�����>� ��� �	���	�� �	� ����� ����� ��� ��=	���
	�� ��� �	�
cold chain logistics management of agricultural products. The main body 
of cold chain logistics management of agricultural products is made of the 
government at all levels that leading management, the industry association 
of auxiliary participation and industry management, business enterprise, 
etc. On one hand, the cold chain logistics management of agricultural 
products strength the government mandatory regulation; on the other hand, 
it gradually authorizes industry association industry management, gives full 
play to the role of the industry self-discipline, actively guides enterprise 
self-control and encourages social supervision.

The second is thorough regulatory. Along with the social attention to 
the quality and safety of agricultural products, consumers are demanding 
products whole process of the supply chain that from farm to table should 
be strictly regulated. Law of Agricultural Produce Quality Safety says: 
“Administrative departments of agriculture of the people’s governments 
at or above the county level are responsible for the supervision and 
administration of the quality and safety of agricultural products, the relevant 
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departments of the people’s governments at or above the county level depend 
the responsibilities to devise the labor, and take responsible for the work 
����	�<��!�����������	������������!����!�;��������¥�"�����
�����	��	!	=����
departments’ safety regulatory functions and responsibilities of the cold 
chain logistics of agricultural products, gradually establishes a management 
system in the whole process of the “from farm to table” [2] .

The third is the information is visualized all the way. The process and 
span of the cold chain logistics management of agricultural products is 
giant, many participative and administrative main bodies, transmission of 
information easies to interrupt. Law of Agricultural Produce Quality Safety 
says: “The competent agricultural administrative departments of the State 
Council and the people’s governments of provinces, autonomous regions 
and municipalities directly under the central government shall publish 
information on the quality and safety of agricultural products in accordance 
with their respective functions and powers.” In addition, the business and 
the departments of agriculture take responsibility for expanding the pilot 
range of full traceability information platform of the cold chain logistics 
of agricultural products, gradually perfecting the multistage information 
tracing system. Except the government departments extensively release 
cold chain logistics information of agricultural products, the main 
participative bodies of cold chain logistics gradually strengthen information 
system construction, continuously strengthen information exchange and 
communication, strengthen the information sharing of cold chain logistics 
of agricultural products. The fourth is management legalization and 
standardization. Legalization and standardization is the basic safeguard 
for the cold chain logistics management of agricultural products, and is the 
	Z�	���!����=���� ����	� ���� �;	��
�������	�	������ �	�������������� ��!��
chain logistics management of agricultural products. In recent years, our 
country continues to strengthen the construction of laws, regulations and 
standardization, makes the behavior of cold chain logistics management of 
agricultural products fully on the basis of legal and standard, and makes the 
legal business enterprises have full legal protection.

STRUCTURE ANALYSIS OF COLD CHAIN LOGIS-

TICS MANAGEMENT SYSTEM OF AGRICULTURAL 

PRODUCTS

Cold chain logistics management system of agricultural products is a 
complex system. Its structure includes organizational system of cold chain 
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logistics of agricultural products, supervision system of cold chain logistics 
of agricultural products, legal Standard system of cold chain logistics of 
agricultural products and industry public service system. In addition, the 
supervision system includes market access system, testing system and 
tracing system. The legal Standard system includes legal system, technical 
standards, specifications, application guidelines, etc. Aim to accurately grasp 
the internal logic relationship of each part and the operation mechanism 
through an analysis of internal structure and function of the cold chain 
logistics management system of agricultural products (Figure 1).

Analysis of the Supervision System of Cold Chain Logistics of 

Agricultural Products

The supervision system of agri-food cold chain logistics is generic terms of 
effective market activities. In the management activities, the government 
department or social organization of cold chain logistics of agricultural 
products through certain legal and institutional arrangements to maintain the 
normal order of market. In the process of cold chain logistics of agricultural 
products, agricultural products from production, processing, transportation, 
storage and other link to the consumer at last, based on each link of “from 
farm to table” to control market access, detection and tracing, to form the 
regulation and supervision for the operational main body of the market, to 
ensure the safety of service process of cold chain logistics of agricultural 
products. The supervision system includes tracing system, market access 
system, authentication system, inspection and testing system, etc. Looking 
from the content of the supervision system, supervision system of cold 
chain logistics of agricultural products includes macro supervision and 
concrete market supervision. The macro supervision is for the development 
of market of cold chain logistics and concrete market supervision. The 
concrete market supervision mainly includes: supervise the implementation 
of laws and regulations, maintain the order of fair competition in the market, 
to protect the benefit and interests of all kinds of market participator; 
strengthen the supervision of quality and safety of cold chain logistics of 
agricultural products, to maintain the interests of consumers; and strengthen 
the supervision of production safety of all kinds of cold chain logistics, to 
maintain the interests of labor [3] .
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Figure 1. Framework of management system of cold chain logistics of agricul-
tural products.

Analysis of the Organization System of Cold Chain Logistics 

of Agricultural Products

The organization system of cold chain logistics of agricultural products 
is the carrier of activities of cold chain logistics management. According 
to the structure of the cold chain logistics system, the related functional 
departments of agricultural products’ cold chain logistics of the government 
construct the basic frame of organization system.

This structure includes both horizontal government institutions, function 
���
��������� ���� �	� !����������!� �	����!� ���� !���!� ������������>� ���������
���
��������>�����!�����!��������=	���	����	;����	��������!!�!	=	!�>�	�!��
department, quality checking department, the ministry of commerce and 
industry, business department, the ministry of environmental protection, 
etc. and includes these departments’ corresponding extension organization 
that set up in the province, city and county respectively. In addition, the 
organizations system of cold chain logistics of agricultural products includes 
industry association organization, market organization and other auxiliary 
institutions. According to the organization’s operation, in order to realize 
�	������	�	��������������������!�����	�
��	�������������	������!	��!�����
system design to form the management system and mechanism of formation, 
and the person that in the management system.
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Analysis of the Cold Chain Logistics Industry Public Service 

System of Agricultural Products

Public service system of cold chain logistics is surrounding the problem 
of solving the industry developing, the government provides all kinds 
frameworks of public service, as well as provides the means and methods of 
public service, etc.

According to the content and structure of the public service system, 
the public service of cold chain logistics of agricultural products in China 
mainly includes: industry public education and training services, industry 
public infrastructure services, industry public information services, etc. In 
addition, the establishment of a sound emergency management mechanism 
of cold chain logistics of agricultural products has become an important part 
of the cold chain logistics management. The establishment of emergency 
mechanism to handling the safety incidents of agricultural product has 
become the international practice, China should establish the emergency 
public service system of cold chain logistics, such as emergency awareness, 
emergency laws and regulations, emergency plan, store of emergency cold 
chain logistics resources and so on.

Analysis of Laws, Regulations and Standards System of Cold 

Chain Logistics of Agricultural Products

Laws, regulations and standards system of cold chain logistics of agricultural 
products combines the characteristic of the industry development of cold 
chain logistics of agricultural products and established the policy legal 
system of cold chain logistics of agricultural products of adapted market 
economy system, to provide legal basis and support for the participator of 
cold chain logistic and management activities.

Policy and legal system of cold chain logistics of modern agricultural 
products uses the national basic laws and regulations, rules and regulations 
of government of all levels to concretely lead and regulate the constitution 
of specialized laws and regulations, industry technology and management 
standards of cold chain logistics of agricultural products. Looking from 
the point of function, Laws, regulations and standards system of cold 
chain logistics of agricultural products is the main method of regulating 
the market main body, it is the supporting system of building the market 
legal environment of cold chain logistics of agricultural products as well. 
Looking from the point of running, to set up the whole management system 
of cold chain logistics of agricultural products on the basis of the laws and 



Advances in Operational Researches254

regulations of cold chain logistics of agricultural products supporting the 
system, in order to realize the seamless connection between the supervision 
of whole process and information of cold chain logistics activities, and 
ensures the quality safety of agricultural products, give the government, 
enterprises and the consumer with effective legal protection.

THE OPERATIONAL MECHANISM OF COLD  

CHAIN LOGISTICS MANAGEMENT SYSTEM OF 

AGRICULTURAL PRODUCTS

In the constructional aspect of management system, drawing on the experience 
of cold chain logistics management of foreign agricultural products, the 
government and social forces coordinately take participate in governance 
has become the mainstream management system. In the construction of 
cold chain logistics management system of agricultural products in China, 
the government management department according to the characteristics 
of cold chain logistics activities, a clear division of government and 
society, and gradually form a sub full management system. At the same 
time, in the field of the government can not cover, or in the field of low 
efficiency in the role of government, the government gradually authorizes 
and plays the force of social organizations such as industry associations 
and other social organizations to participate in the industry management 
activities. The automatic control management of enterprises in the business 
activities gradually strengthens, market self-control awareness of supply 
and demand enterprises continually strengthens. Along with the social 
public and consumer awareness raising, the initiative of the government, 
social organizations, enterprises and other management entities and market 
players to participate in the supervision improves. Through the multi agent 
participation, the cold chain logistics management system of agricultural 
products is formed in the horizontal and vertical multi levels.

In the constructional aspect of laws, regulations and standards, China 
has formed the law system that such as Farm Bill, The Law of Agricultural 
Product Quality and Safety and other basic law system as main body, the 
basic legal construction has been strengthened, the making of regulations 
of departments focus on linking up each other, the establishment of local 
regulations focus on linking up the regulations that from the central to the 
local of all levels, increasing the integrity and operability of the legal system. 
In order to accelerate the construction of cold chain logistics standard 
system which is the main unit of the association, developing and promoting 
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�����������;	��
���;	������������	���!������������������!�������!���������
of agricultural products, establishing the whole quality control system on 
the basis of HACCP, but laws, regulations, standards, guidelines and other 
mutual support and cohesion mechanism should be further strengthened.

In the regulatory system, the domestic government and the association 
gradually carry out HACCP, GMP, GAP (good agricultural practices), 
ISO (International Standard Organization) and other quality and safety 
�	���
�����������	���������$	�����	�������	�>�	��	�;���	���	���� ���������
��;������	�����	��������������������������������	���
����������=	���	�������
social forces increases investment year by year, improves the infrastructure 
building of the supervision and inspection of the cold chain logistics 
production, processing, storage, transportation, transit, import and export, 
������	����������;	������=	��!!>��	���!�������!����������	���
�����������	��
just in the start, the market access system is still in the exploration stage, the 
construction of inspection and testing institutions to be strengthened, the 
����������������	���!��������	������������
�������!	�����	������������

In the main body of market operation, because of the production and the 
circulation subject take small business as the main body, The operation of 
cold chain logistics of agricultural products still takes production, processing, 
distribution and other sub operations as main operational body, the whole 
process of cold chain logistics has developed in large chain enterprises 
and agricultural products leading enterprises. As a result, the main market 
operational body of cold chain logistics of agricultural products is still in 
the situation of the common participation that conjoining the operational 
	��	�;���	�����;����������������;;!�������	�!���������	��	�;���	������;	��
��
cold chain supply (Figure 2).

THE GOAL OF CONSTRUCTING THE COLD  

CHAIN LOGISTICS MANAGEMENT SYSTEM OF 

AGRICULTURAL PRODUCTS IN THE CITY

Drawing lessons from the city of agricultural products cold chain logistics 
management experience in the international, the main behavior of the 
logistics market, strengthen monitoring and early warning, strengthen 
the whole process, make market access strictly and other key links have 
to be closely surrounded. Through improving agricultural products cold 
chain logistics management laws and regulations system, standard system, 
management system, testing system, certification system, technology 
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supporting system, information service system, and establishing emergency 
mechanism and other agricultural products cold chain logistics security 
support system, government, industry, consumers, media, education and 
scientific research institutions and other relevant parties can take many 
aspects, many angles, many levels mutually supporting measures, in order 
to establish and improve the agricultural products cold chain logistics safety 
control system, and establish the whole process control system from farm to 
table, to ensure the safety of agricultural products cold chain logistics [4] .

1)  To establish a clear and coordinated management system of 
agricultural products cold chain logistics between government 
agencies. The basic requirement of the system of agricultural 
products cold chain management is the government’s position to 
be accurate, from the farmland to the dining table to implement 
the full responsibility of the parties to be clear, all levels of 
�����	�	�����	���	���������	�!	�������	�
��	���

Figure 2. The operational mechanism of cold chain logistics management sys-
tem of agricultural products.
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2)  Improving the technology level of agricultural products cold 
chain logistics management. The main factors affecting the 
safety of agricultural products cold chain logistics in China, 
and determined by the key technology. Research on the safety 
of cold chain logistics of agricultural products in the stage, 
the selection and the gradual development, priority develop 
energy saving, environmental protection, safety and cold chain 
logistics equipment technology, in order to further develop a 
more reliable, fast, portable, accurate detection technology, to 
speed up the development of agricultural production, processing, 
storage, packaging and transportation process of safety control 
technology. Preliminary establish cold chain logistics safety 
science and technology system to adapt to the development of 
modern agricultural products.

3)  Improving the standard system of agricultural products cold chain 
!����������"�����	���	������	����
	�������	�	���������=	���!!�;!���
to the role of the relevant departments, to set up a set of agricultural 
products, which is in line with China’s national conditions and 
international standards of cold chain logistics standard system. Activity 
using the international standards and foreign advanced standards 
actively and increase the intensity of international standards.

���� ¢����!��������
	�>�����������=	�����	�
��	������;	����������	��
for cold chain logistics inspection system of agricultural products. 
Drawing lessons from foreign experience and according to the 
principle of overall planning, reasonable layout, it has to establish 
a mutual coordination, division of labor is reasonable, function, 
technology, advanced, functional, personnel matching, running 
	�
��	��� ��!�� ����� !��������� ���;	������ ����	�� ��� ������!����!�
products. In the detection range, it can meet the needs of 
production, processing and circulation of the whole process of the 
implementation of safety testing. In the detection ability, it also 
can meet the national standards, industry standards and relevant 
international standards for the agricultural products cold chain 
logistics parameters testing requirements. Relying on the existing 
monitoring and detection of resources, to further improve the 
main production base, processing base, distribution center, transit 
center, import and export port inspection and testing capabilities, 
improve the level of supervision, to ensure product’s quality and 
safety.



Advances in Operational Researches258

���� #�� 	����!��� �� ���
	�� ���� ���������^	�� ����	�� ��� ������!����!�
;�������� ��!�� ����� !��������� �	���
������� ���� ����	���������� "��
order to strengthen the whole process safety control, the material 
production, processing, transportation, sales enterprises in the food 
��������;�����	��	���������	������£���������	���	���
�������

6)  To establish and improve the emergency response mechanism of 
cold chain logistics of agricultural products. The establishment 
of emergency mechanism for handling the safety of agricultural 
products has become an international practice, China should 
establish a system of agricultural products cold chain logistics 
security emergency response mechanism from the establishment 
of laws and regulations system, improving the information 
collection, processing and dissemination mechanism.

���� #�� 	����!��� �� ���
	�� ���� ���������	�� ����	�� ��� !���� ����
regulations. We should learn from the experience of international 
agricultural products cold chain logistics laws and regulations, 
to establish the basic framework of China’s agricultural 
products cold chain logistics safety regulations system, and to 
improve the existing laws and regulations system, giving law 
enforcement authorities more power, strengthen legislation and 
law enforcement supervision, etc.

8)  Establish the cold chain logistics distribution system of agricultural 
products of urban and rural areas. Agricultural products cold 
chain logistics, from the farm to the table, as the main production 
base of the vast rural areas of the cold chain logistics system is an 
important part of the cold chain logistics. At the same time, the 
cold chain distribution system for the city’s consumption driven 
type is also an essential part of cold chain logistics. Therefore, 
the construction of cold chain logistics system in urban and 
rural areas is the need to adapt to the development of modern 
agricultural products circulation, At the same time, it is an 
important task to construct the cold chain logistics distribution 
system for agricultural products, especially the construction of 
cold chain distribution system.

CONCLUSION

From what has been discussed above, firstly, according to the definition, 
activities and characters of agri-food cold chain logistics, the content of 
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agri-food cold chain logistics management system is classified in three 
levels of management activities. There are macro management and part 
of the industry management of the government-led agricultural cold chain 
logistics activity, industry management of industry association as the main 
body, and micro enterprise operation management of enterprise as the main 
body. Secondly, cold chain logistics management system of agricultural 
products is a complex system. Its structure includes organizational system 
of cold chain logistics of agricultural products, supervision system of cold 
chain logistics of agricultural products, legal standard system of cold chain 
logistics of agricultural products and industry public service system. In 
addition, the supervision system includes market access system, testing 
system and tracing system. The legal standard system includes legal system, 
technical standards, specifications, application guidelines, etc. The aim is to 
accurately grasp the internal logic relationship of each part and the operation 
mechanism through an analysis of internal structure and function of the cold 
chain logistics management system of agricultural products. Finally, from 
the experience of international agricultural products cold chain logistics 
management, the regulatory authorities should strengthen the supervision of 
market behavior and early warning, strict market access, and the key to form 
a closed loop. Through improving agricultural products cold chain logistics 
management laws and regulations system, standard system, management 
system, testing system, certification system, technology supporting system, 
information service system, and establishing emergency mechanism and 
other agricultural products cold chain logistics security support system, 
government, industry, consumers, media, education and scientific research 
institutions and other relevant parties can take many aspects, many angles, 
many levels mutually supporting measures, in order to establish and improve 
the agricultural products cold chain logistics safety control system, and 
establish the whole process control system from farm to table, to ensure the 
safety of agricultural products cold chain logistics.
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ABSTRACT

Sea-port operational efficiency is critical factor for handling of goods in 
the international supply chains, and is viewed to impact transportation and 
logistics which play an important role in trade exchange with other countries. 
It is important to evaluate operational efficiency of sea-ports to reflect their 
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status and reveal their position in this competitive environment. Moreover, 
knowing impacts of efficiency of sea-ports on the supply chain is vital 
for business survival. This study uses stochastic frontier and inefficiency 
models to analyze sea-port operational efficiency and Delphi technique to 
seek expert respondents’ opinion on its characteristics. The research also 
uses structural equation modeling to build a model of sea-port operational 
efficiency as a further step to examine the significance of the characteristics. 
The results of this study emphasize the need to improve sea-port operational 
efficiency, and indicate which characteristics should be given more attention.

Keywords:- �	�?;�����;	�������!�¢�
��	���>���;;!������>�����������
Frontier Model, Delphi Technique, Asian Ports

INTRODUCTION

Sea-ports have been considered to be important parts of international supply 
chains [1]. They hold a very important role and are the most critical nodes 
in the supply chain [2]. It is widely believed that sea-ports form a vital 
link in the overall trading chain [3]. Sea-ports are a component of freight 
distribution as they offer a maritime to land interface for cross-border 
businesses. Therefore, efficiency of sea-port operation is vital for supply 
chains. A lot of research has been done in the area of sea-port operational 
efficiency. Many of such research dwell on tactical means of bolstering 
sea-port operational efficiency [3-6]. Some researchers regard sea-port as 
Third Party Logistics (3PL) provider that intervenes in a series of different 
companies and supply chains [7]. Three different channels: trade channel, 
logistics channel and supply chain channel were identified by [7] as a new 
framework of measuring performance of sea-ports. However, there still 
exists a gap in assessing the sea-port operational efficiency. The question: 
“What characteristics are key to improving sea-port operational and to what 
extent they can bolster efficiency?” has not been adequately addressed in 
literature. Some research dwell on one or two aspects at a time leaving out 
other aspects.

This research seeks to address this concern by examining sea-port 
�;	�������!�	�
��	���>�	����!�������	�	������������ ����	�
��	���� ���� ����
	=�!��������������!����� �������	!������	�=������� ��;	������� 	�
��	�������
���� !	��� �	��	!=	�� ���;�	���	����!�����!� �	���<�	�����������	�	
�� �����
subjective judgments on collective basis [8], Delphi technique was chosen 
������	����!	��	����������	���������$	����������������	������
���������	�?
;�����;	�������!�	�
��	����
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The paper will be comprised of five main sections. Following the 
introductory section, the paper will present reviews on related literature 
concerning sea-port operational efficiency and logistics flexibility. The 
section will be devoted to defining it and outlining its theoretical precepts. 
Next section will present the selected research methodology followed by 
results of the research as well as their analyses and related discussions. The 
paper will further present implications of research findings and discussions 
of limitations of the current study as well as recommendations for further 
research. Finally, there will be summary and conclusions.

LITERATURE REVIEW

Sea-port operation is defined as cargo handling (or moving) activity, 
performed by a designed company (gang or team), consisting of labor 
and machines. It is also defined as the operation of a wharf and other port 
facilities, operation of port passenger transport service, operation of cargo 
loading/unloading, haulage and warehousing services within a port area and 
so on [9].

��	�	��!�>� �	�	� ��� ���
��!��� ��� �	
����� ;���� 	�
��	���� ��	� ��� ���?
���=	���!� �	
������� ��� ���� �������	�� ��� 	�
��	��� ;���� ��� ���� ;����
	�
��	����	����!��%��'�����	�
��	����	�?;�������!���	���	�����������;	�	���
����;	��������%��'�����	����������	
������>�	�
��	��������	�?;�����;	��������
is determined by duration (time) of ship’s stay in a port, quality of cargo 
handling and quality of service to inland transport vehicle during passage 
through the port [11]. Quality of cargo handling is in the form of berth 
throughput [10] and quality of service to inland vehicle is dependent on 
;�����������������	����������=��������		����	���
	��������	����	�����	�?;����
�;	�������!�	�
��	����%�'�

Many researchers have used various approaches to evaluate sea-port 
	�
��	����� �����!� 
��� !	=	!� ���=	��� �=	� �		�� 	�;!��	�� ��� �����������
��� �	�?;���� �;	�������!� 	�
��	���>� ����  �	�	� ���� �!����� ��� ������������
������;����	�
��	���	��	=�!=	��=	�����	�������	�	������	�¥�%��>�;���'����
number of studies have used data on inputs, outputs and production function 
theory, by means of data envelopment analysis (DEA), to estimate the 
�����	�
��	���;����������������	������������	������	�?;�����%�>��>���'��#	�
approaches using this method have the advantage of economies of scale 
derived from econometric evidence but the drawback is that they typically 
assume constant return to scale [11]. To address the issue of error estimation 
��������������!����
�	��	>�����	���;;����>�	�����	�����	������������������
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���������>������	=	!�;	�����%��'��#	��	���>���	=	�>���� ���
��!��	��
with data requirements, particularly measurement of labor, capital and other 
requirements” [11, p. 5] which limit its application to many sea-ports at a 
time.

Some research has been done on the contribution of port ownership to 
	�
��	�����#�������������������;��!������;��=��	����	���;�����	!�	=	�����
��;��=	� �	�?;���� �;	�������!� 	�
��	���� 	=	�� ������� ����	� ��� !	=	!� ���
competition [14]. Some researchers contended this position [14] and have 
opinion that principal-agent problems may also arise in the private sector 
as a result of capital market imperfections [3]. Reference [15] applied 
����������;����������������������	=�!���	��	�����!�	�
��	����������������
���� ���� ;���� ���	���;� ��� �����
����� 	��	���� ��� �	�?;���� �;	�������!�
	�
��	��������	�=	�>�%��'��	=	!�;	������������������	�����	!����������	��
���� ���;������� ��� 	�
��	���� !	=	!� ��� ��� �������	�� �	�����!�>� ���� �!���
failed to establish the relationship between terminal ownership, operations 
���� 	�
��	���� !	=	!�� ��� �	� ��������>� �� ����	�� ��� �����	�� �=	� �����
�	!�������;� �	��		�� ;���� ���	���;� ���� �	�?;���� �;	�������!� 	�
��	����
%�>��>��'�� �	!���=	� 	�
��	���� ��� �� ����	�� ��� ������ ;����� ���� ���	��	��
by [17] using a combination of cross-sectional and panel data versions of 
����������������	�����	!������	�
���������������	�	��		�������	����	�
support that privatization should have some relationship with improvement 
���	�
��	����%�'��#	�	�	�����������	��	�	���	�����������;�������	���;�
�����!�$	!���	�	������������;	�������!�	�
��	����

"������		��������������^	�����	�?;�������;�����=	�	��	�����������	�
��	����
[18]. Also, it has been shown that ports with larger throughput seem to have 
certain performance advantage over those with smaller throughput [17]. 
"�� �	�	���������� �	�?;����� %��'� ���	�� ����;���� 	�
��	�����������!	���
relationship with its size and function (hub or feeder) [3].

METHODOLOGY AND DATA

Methodology

Researchers identified research tools and strategies that will be employed 
and related their application to specified research objectives. Questions 
to be addressed by this research set up the direction that the research will 
take and are tied to research objectives. The research questions were: 1) 
What are the operational efficiencies of a set of sea-ports? 2) What are 
the key characteristics of sea-port operational efficiency? 3) What is the 
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model of sea-port operational efficiency? Based on the research questions, 
the objectives of this research were to: evaluate operational efficiencies of 
a number of selected sea-ports; examine the characteristics of sea-ports’ 
operational efficiency and build its structural model.

Stochastic frontier production function model in [19] was used to evaluate 
�	�	�
��	��������	!	��	���	�?;������#����	���������	!	��	���	����	��������
���!�������	������	��	�����!���	�
��	����%��'���������!���	���!��	������	��
;����	�	��� ��� ��� ��	�
��	���� ���	!� ���� ���	� ��� ���������� ������	��
production model [3]. Delphi technique was employed to seek expert 
�	�;���	������;����������	�������	������������	�?;�����;	�������!�	�
��	����

��������	�
����	��
��
�����	���
������
Stochastic frontier, also known as composed error, model  

 [20] where yi is the output for observation 
i, xi is vector of inputs for observation i>�{�����	�=	��������;����	�	��>�	i is 
error term for observation i, postulates that the error term ei is made up of 
two independent components, ei = vi °�ui where, vi is a two- sided error term 
representing statistical noise in any relationship ui � �� ��� ��	?���	�� 	�����
term representing technical inefficiency.
The exponential form of the proposed model giving production function in 
Equation (1) as,

where, yit is the production at the tth observation (t = 1, 2, …, T) for 
the ith�
������¬��>��>�å>�����Zit is logarithm of input variables vit is random 
error assumed to be truncated normal distribution with respect to mean 
and variance,  and independently distributed of non-negative random 
variable, uit . The truncated normal distribution using Wald or generalized 
!�$	!����?�������	���%��'�����;	��
	����������	�	����������������	��	!	������
��������������������������	�����!���	�
��	����	��	����%�'�

�	��	������ ��� 	��	���� ��� ��	�
��	���� ��� �	� =�����!	�� ���� 	Z;!����
��	�
��	���������=	�����¢<�������������>

�	�	� ^��� ��� �� =	����� ��� 	Z;!�������� =�����!	��� Ø� ��� �� 
vector of unknown scalar parameters; Wit is truncation of normal distribution, 

, such that the point of truncation is such that point of truncation is -zitØ�
[3].

v
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To avoid serial correlation among random errors, this part of the research 
will employ cross-sectional data and use cross-sectional analysis to address 
concerns about correlations of inefficiencies and input choices [15,17]. 
We propose maximum likelihood method for simultaneous estimation of 
parameters of stochastic frontier model and those of technical inefficiencies 
model [3]. The likelihood function is expressed in terms of variance 
parameters  inefficiency can therefore be 
defined in terms of the ratio between observed output and potential output 
given input xit as,

   (3)

Delphi Technique
Delphi, a systematic interactive forecasting technique which depends on 
a panel of independent, carefully selected expert respondents [21], was 
used to identify characteristics of efficient sea-port operations. Delphi was 
used because researchers felt that expert opinion was the best available 
evidence. The method has the ability to provide anonymity to respondents 
and controlled feedback process as well as allows application of variety of 
statistical analysis techniques to interpret data [8].

A group of selected 32 expert respondents in port management, shipping 
���� !���������
	!������������!�� ���������>�£��������>������;��	�����
Korea participated in the study by answering questionnaires sent through 
email. Sample size was kept reasonably small, so as to do justice to the rich 
evidence given by qualitative studies [22]. Table 1 shows sample of expert 
respondents who participated in this part of the research. The process was 
carried out in three rounds as recommended by literature [21]. Caution was 
exercised to deal with concerns of Delphi such as time consumption [21], 
molding of opinion, subjectivity versus objectivity and the assumption that 
the participants have equivalent knowledge and experience [21].

Round 1 questionnaire was unstructured with questions and statements 
phrased to increase chances of accuracy of responses [21]. In Round 1 the 
respondents were asked to identify key characteristics of sea-port operational 
	�
��	��������;��=��	��	�������	��������������	���������	���	���
	��
items were important. After Round 1 deadline, two weeks as recommended 
by literature between rounds [21], results were analyzed and a summary of 
the same was included in the design of Round 2 questionnaire. A review of 
<�	���������	� ����	�	���� ���� ���	� ��� �	��=	� ���� ;�����!	� ����	��	�� ���



�	�?������;	�������!�¢�
��	��������¢=�!����������+�=	���������������� 267

���������	�����=�	���%�'��#	�<�	���������	������	�������	�	Z;	��������	
�	�
ideas, explore agreements and disagreements and to probe strengths and 
weaknesses of opinions.

After deadline of Round 2, responses were analyzed and Round 3 
questionnaire was prepared. In this round respondents were asked to revise 
judgments or specify why they remain out of consensus [21]. Round 2 and 
Round 3 question was, “To what extent do you agree that the following 
�����������������	� ����	�?;�����;	�������!�	�
��	���æ��!	��	>�;��=��	������
����	���� ��� ���������!� �������� ���� ��� ����� =�	�� ��	� �����
����� ��� �	�?
;����	�
��	����¥�#	�	Z;	�����	�	��	<���	��������	��	�������	��������������
Likert-scale (1 = strongly disagree, 2 = disagree, 3 = moderately agree, 4 = 
strongly agree, 5 = very strongly agree).

Data

Since the main activity of container ports is handling containers only 
one output will be identified in this study. The total throughput is a good 
measurement for the output of a container terminal [3]. Table 2 shows 
container throughput of five container ports being investigated. Literature 
argues that only the input factors: quay length; terminal area; and the number 
of quay cranes are relevant variables affecting container terminal operational 
efficiency [17]. Table 3 shows these input factors for the five ports studied.

Table 1. Sample of Delphi respondents.
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Table 2. Port container throughput in TEUs.

Table 3.�"�;��������������
=	�������������;�����

We will also use the port ownership [3] to analyze port ownership 
structure. According to [3] the degree of private sector participation is 
given as 0/3 for purely public ownership; 1/3 for public regulator and 
landownership while private sector acts as operators; 2/3 is given for public 
being regulator while the private sector perform the role of landowner and 
operator and 3/3 is given for purely private ownership.

Cobb-Douglas and Translog functional forms for stochastic production 
function forms are tested based on maximum likelihood method by applying 
FRONTIER package version 4.1. The following, Equation (4), is the 
stochastic production function to be tested,

   (4)
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Technical inefficiencies are defined by,

   (5)
where,
ln: natural logarithm;
Yi : total throughput in TEU on container port (terminal) i in a given year;
X1i : terminal quay length in metres of port i;
X 2i : terminal area in hectares of port i;
X3i : number of quay cranes used in port i;
z1i : size of port i, dummy binary variable that distinguishes whether annual 
;���������;���	Z�		��������!?�!����#¢±������������	������������;���������
million TEUs, and 0 otherwise);
z2i : the extent of private sector participation.

Generalized likelihood method was used to test functional forms. The 
method is as follows, Likelihood Ratio LR = –2{ln[L(H0)] – ln[L(H1)]}, 
where L(H0) and L(H1) are values of likelihood function under null 
�;��	���� �£��� {�� ¬� {�� ¬� {�� ¬� {�� ¬� {Æ� ¬� {�� ¬� �� �� ���� �	� �!�	��� 
tive H1>��	�;	���=	!���#	�;�	�	��	������	�
��	����	��	��������i was examined 
using one-sided generalized likelihood-ratio statistics [23,24].

RESULTS, DISCUSSIONS AND STRUCTURAL  

MODEL

���������������������
����������������������������

Empirical results based on data from the five sea-ports are shown in Table 
4. All beta were statistically significant at p < 5%, showing that the three 
inputs: total quay length, terminal area and quay cranes, have significant 
effects on production, consistent with result of [3] and [18]. The estimate of 
è�is 0.8283 implying that 82.83% of the total variability is associated with 
technical efficiency of production and it is very significant, p < 1%.

#	���	�
��	��>��2 , is negative implying that there is positive relationship 
�	��		�� �	�����!� 	�
��	���� ���� ;��=���^������ ��� �	�?;������ #	�	� �	��!���
����������� ���	����������%�'�#	���	�
��	����3 is positive implying an 
inverted U-shaped relationship of  with sea-port privatization. The best 
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level of privatization for the seaports studied is given by:  obtained 
from

Table 4.�+���!�	������	��������	?��=��������	�����!�	�
��	���	������;	����������
to 2010.

Note: approximate critical value for t-ratio at p = 5% is 2.131 and at 
p = 1% is 2.947 log likelihood function = 17.332313; LR test of the one-
sided error = 23.041894; [note that this statistic has a mixed chi-square 
distribution]; number of iterations = 13; (maximum number of iterations set 
at: 100).

������������� �	� =�!�	�� ��� �	� ��	�
��	���� ��=	�� �	� �	��� !	=	!� ���
privatization as 0.751 which falls between Private/Public (0.667) and Private 
���������#	�	������	������	�
��	������;������^	>�Ø1 is negative meaning that 
!���	��	�?;�������	����	�	�
��	����������!!	����	��

#	�����!�	�
��	���	��������;�����������������������	�;������	�	�������
���� �	� �	��!�� ��	���� ��	� ��� ��� +����	�� �� ���� ��� "�� +����	� �� ��	�
��	����
effects were considered, for  and for ownership effects, 
for  the results are as in Figure 2. Since null hypotheses: no 
��	�
��	���>�
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Likelihood Ratio (LR) = 30.5544 greater than critical value x2 (5%) = 
10.371; no inefficiency effects,   greater 
than critical value  and ownership effects (no privatization), 

 greater than critical value  
the null hypotheses were rejected [24].

Figure 1.#	�����!�	�
��	���	�����	�
��	����	��	�����

Figure 2.#	�����!�	�
��	���	������	���;�	��	�����
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When inefficiency effects are considered, port of Singapore is found to be 
more efficient than that of Shanghai that catches up and overtakes it in the 
second half of the year 2009.

However, when ownership effects are considered, the port of Shanghai 
overtakes that of Singapore just before mid 2006, to be the third most 
	�
��	������	���	�^	������£�����������	��		�����Æ�����������!!� �	�
trends were on downward trend. This is possibly due to global recession. 
After 2009, the trends were upwards with Shenzhen having highest rise 
���	�
��	���� ��!!��	������������;�����#��	� ��=�������	�
��	���	���	�	�
found as follows: Singapore, 0.9116; Hong Kong, 0.9443; Shanghai, 0.9029; 
�	�^	�>�����������������>����������	����	�����!�	�
��	���������!!��	�
ports was 0.8593.

Results of Delphi Survey

Round 1:- Round 1 responses were analyzed after all the 32 experts had 
submitted their responses (after a period of two weeks). Items generated by 
�	�;���	�����	�	��	�$	������ �	�������!�����������	�	��	
�	��������	���
care to avoid losing their initial meanings. Finally, a summary of eight items 
��	���
	�� ��� �	�;���	���� ���� ������� "�	��� �	�	���	�� ��� ������ �� �	�	��
“Quality of port infrastructure i.e. information systems, storage area” (PE1); 
“Size of sea-port, terminal area, quay length, quay cranes, berths” (PE2); 
“Quality of cargo/container handling” (PE3); “Port throughput” (PE4); 
“Measures to reduce ship turn-round time” (PE5); “Level of private sector 
participation” (PE6); “Nature of value added services” (PE7) and “Port 
charges and other costs incurred by port users” (PE8).

Round 2:- The results of Round 2 are presented in Table 5. Literature 
recommends using median with inter-quartile range when applying Likert 
scale [25]. The results show that both PE1 and PE8 were rated highest followed 
by PE3. The range of respondent rating was same for all the characteristics 
except PE2 whose ratings had inter-quartile range of 1.75 showing that there 
was comparatively less consensus on its level of contribution.

Round 3:- The Round 3 results in Table 5 show that PE1, PE3 and 
PE8 were rated highest, the rating of PE3 improved from median of 4.5 in 
Round 2 to 5 in Round 3. Consensus also improved for both PE2 and PE4, 
evidenced by lower inter-quartile range in Round 3 than in Round 2. These 
results show that respondents either strongly or very strongly agree that the 
�����������������	����	�
��	��������	�?;�����;	��������
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Structural Model

Model of sea-port operational efficiency was built using the characteristics. 
Testing of model fit was done using Normed Fit Index (NFI), Incremental 
Fit Index (IFI), Tucker-Lewis Index (TLI), Root-Mean-Square Error 
Approximation (RMSEA) and Standardized Root Mean Residual (SRMR). 
�+">�"+"�����#*"��������;!�����	;���!	����	!�

Table 5. Median and inter-quartile range of Rosunds 2 and 3 responses.

���¢�����������·����Æ�����������	;���!	����	!��+������¢������
SRMR = 0.00 the model is perfect [26]. Factor of loading for characteristics 
��� ���	!� ���!�� �	� � ���� ���� ���	;���!	� ���	!�� %��'�� �	!����!���� ���
characteristics and that of model estimates was tested by determining 
�����������!;��%�Æ'���	!����!��������������������������!;�������%��'��
Cronbach’s alpha for characteristics in the models was 0.735. Convergent 
validity of model estimates was measured by Average Variance Extracted 
(AVE)� ���� ���	;���!	� =�!�	�� ��� � ���� %��'�� #	� �������� ��� !������>� ê>�
necessary for calculation of AVE were obtained using principal component 
analysis (PCA) extraction capability of SPSS® software version 19.

����������
�����
��
����
������	���
����	���
Figure 3 shows model of sea-port operational efficiency. The characteristic 
“Quality of cargo-handling” (PE3) and “Port throughput” (PE5) have the 
highest regression weights of 3.00 and 2.38, respectively. The mean rating by 
respondents appear as 4.41 and 4.34 respectively for the two characteristics 
with their residual error terms e3 and e5 being the lowest at 0.10 and 0.19 
respectively.
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Model fit indices were as follows: NFI = 0.901; IFI = 1.101; TLI = 1.187; 
���¢��¬�������������¬���������ë2 {N = 32, df = 8, p = 0.0342} = 16.637. 
The fit indices show that the model is acceptable.

Figure 3.����������!����	!����;����	�
��	����

IMPLICATIONS OF RESEARCH FINDINGS

The empirical results provide some valuable implications for port authorities, 
operators, shipping companies and logistics providers. It is found that, 
generally, large seaports are more efficient than smaller ones possibly 
because of the quality of port infrastructure, storage and cargo-handling. 
Apart from port size, the level of privatization is also an important factor 
for efficiency. It is, however, noted that full privatization is not effective 
in increasing efficiency of port operations; meaning that the relationship 
between private sector participation and seaport operational efficiency 
is not linear. It is shown that the best extent of privatization is between 
public/private (0.67) and Private (1.00) mode, according to literature. This 
means that private sector participation should be limited to “landowner and 
operator” functions while port authorities should take the role of regulator.
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Survey results for Delphi technique show that the respondents had 
consensus that all the eight factors identified (see Table 5) were important 
determinants of operational efficiency of sea-ports. They had opinion that 
port infrastructure, quality of cargo-handling and port charges including 
other costs are the top ranking determinants of port efficiency. These results 
imply that port authorities should charge reasonable amounts since shippers 
use costs in selecting port to use, therefore it is a measure of competitiveness 
as supported by [3]. Model results in show that sea-port management 
need to focus mainly on boosting quality of container-handling, putting 
measures aimed at reducing ship turn-round time, improving quality of port 
infrastructure and equipment. This is evidenced by the regression weights of 
the characteristics in the model.

LIMITATIONS AND FURTHER RESEARCH

It is worth noting that this research did not examine the effects of cost due 
to unavailability of data. Another limitation is that analyses were limited to 
containers and left out cargo which could have provided interesting form of 
results. The third limitation was that this research relied on Delphi interviews 
to examine the determinants of efficiency perhaps a different approach 
could yield another scenario. Further research is therefore recommended 
to address these issues and shed more light in this area, and possibly with a 
wide range of ports.

SUMMARY AND CONCLUSIONS

The objective of this paper is to evaluate operational efficiencies of a 
number of selected sea-ports; examine the characteristics significant to 
sea-ports’ operational efficiency and build a structural model of sea-port 
operational efficiency. The obtained results provide valuable implications to 
port authorities, operators and business practitioners depending on port. The 
results show that port size and infrastructure, private sector participation 
and quality of both cargo-handling and logistics services are important 
determinants of efficiency.
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ABSTRACT

Cities are undergoing rapid changes continuously due to the high demands 
of this era, and simultaneously affect several life fields, namely urban 
transport. High demands are triggering people to travel more frequently than 
ever; thus, they utilize public transportation more and private transportation 
less as the latter ceased to fulfill all the transportation needs. Thus, public 
transportation demand has been increasing greatly alongside citizens’ needs. 
Nonetheless, many cities lack proper urban traffic planning and organization, 
while some lack an urban transport service. Ferizaj, a city in Kosovo, is 
one of the cities that lacks an urban traffic designation; hence, this paper 
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presents a designed urban traffic model, precisely suitable to fulfill the 
urban transportation need for Ferizaj city. This model is designed under the 
utilization of applied mathematics’ techniques and operational research. 
Several factors have been considered, following the geographical distribution 
of the population, existing roads, and residents’ needs. Consequently, the 
Solver program has been used as an optimization tool to find the shortest 
path and most economical paths, added in the discussion part. Besides, the 
likelihood of the designed urban traffic model’s application in Ferizaj is 
discussed, considering its viability and application conditions. This study 
presents mathematical constraints to design a model of the bus network in 
Ferizaj through Solver. We have used mathematical optimization methods, 
graph theory, the simulation model through the Solver computer program 
for network minimal distances and presenting the first model of the Urban 
traffic network in Ferizaj.

keywords:- Transport, Solver, Algorithm, Optimization and Nodes

INTRODUCTION

The development of public urban transport is an important topic in modern 
society. As cities grow, so do people’s need for transportation, and not 
all of these trips can be made by private transportation. Therefore, there 
is a need to provide a well-organized urban public transport to efficiently 
meet the demands of citizens. Planning and optimization of public urban 
transport is needed to make the best possible use of economic resources, 
better functionality for citizens, and preserve the environment. Thus, the 
requirement of this paper constitutes basic information for proper transport 
planning using operational research techniques.

Sustainable and integrated transport is associated with several 
challenges, especially in urban public transport within cities and peripheral 
regions. Many regions worldwide face the problems of increasing individual 
������^	�������;���>���������������	����=	�;	���	��������������
������>�
parking problems in city centers and increased pollution from the number 
of emissions. Governments and local authorities are trying to solve these 
problems by making various investments in public transport.

#	� �	�	���� ��� ������ ;��!��� �����;���� ����� ��� �;����^	� ������ ����
��
!��	�>�
�������	������	�>������	���	����=	!����	������=	��!!��������	��������
���� 	�=�����	���!� �	�	
������ ������������ ��� ���	������!� ���	!�� ����
operational research techniques are used to optimize the urban public 
transport network.
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Ferizaj has not had an urban bus transportation network within the city yet.
Traveling in an urban network represents an interaction between the demand 
for transport and means of transport, road networks, population distribution 
as well as the existing road infrastructure. In this research paper, Solver is 
used to finding a solution that satisfies the constraints and minimizes the 
objective cell value. The mathematical relationships between the objective 
and constraints and the decision variables are used to get the solution for 
optimized Urban Traffic in Ferizaj. With the Simplex LP Solving method, 
we could find a globally optimal solution given enough time [1].

Many researchers have analyzed the urban public transport service 
problems using various mathematical and operational research methods.

In [2] an optimization model is developed for the bus transit network based 
on the road network and the origin-destination area (OD). The model aims 
������	=	���������������	���������Z�����;���	��	����������!��	�!	����
and non-linear rates as constraints. The Coarse-Grain Parallel Ant Colony 
Algorithm (CPACA) was used to solve this problem. To effectively search for 
optimal global solutions, we use a pheromone distribution orientation rule to 
regulate ant path search activities according to objective value. Parallel Ant 
Colony Algorithm (ACA) is used to shorten the computation time. The model 
was tested with Dalian city survey data. The results show that in an optimized 
bus network with fewer transfers and travel time, the application of CPACA 
effectively increases the calculation speed and quality.

[3] Ant Colony Optimization��!����������	���	���������	�	�
��	��������
����
��� "�� ����
�� �����	�	��>� �	�	� �!�������� �=	� �������� ;�;�!�����>�
���� �	��� ���!���� ��� 
��� �;����!� ��!������� ��� ����������� �	�	� ����������!�
�	��������!����
��������������!��������������;��������	���	�	��������
been used to help with the transport network problems is on the London 
Underground network. The network consists of 270 connected stations along 
with a combined total of 250,000 miles of roads and transports around 1.107 
million people to London each year. With this size and volume of users, 
����������	�� ��� �;	��
�� ��	��� ���� ��	��!�� ��;���� �	� �	����$��#	�	���	>�

���������	��	���=	���=	�����������������;������!���;���!	������������;	�����
of time is vital to prevent blockages that can spread throughout the system.

"��%�'��	�;���!	�����
�������	�����	���;��������!=	���������	�����
Colony Optimization algorithm (ACO), which is based on the Ant Colony 
metaheuristic method. One of the most important elements of any algorithm 
based on the Ant Colony paradigm system’s use is the rules for creating 
paths leading from a starting point to the endpoint.
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[5] optimizes the distribution of bus routes in Wuhan duke to alleviate or 
solve the problems exposed by the extension of existing roads in the city, 
e.g., reducing overlapping roads, increasing network coverage, and reducing 
the main road’s burden. This research has used a method for designing 
various transit routes based on stops, which treats some railway routes as 
constraints. Genetic algorithms have been applied to search for the optimal 
combination of candidate pathways. Evaluation based on optimization 
results is generated to analyze whether the expected improvements have 
been achieved, especially in the short term.

"�� %�'� ���	� ��� �	� ������ !��	� ;!������� ���	!�>� ��	���
������� ��� �	���
characteristics, mathematical approaches, and line planning algorithms are 
presented. Furthermore, similar topics are highlighted, such as current and 
future research directions, and the line planning process is examined. It is 
assumed that the infrastructure has already been provided and introduced as 
a public transport network. In particular, it is assumed that the stations are 

Z	�>������	��	�����;�����!	����	�;�������!!��	���=	���#	�	������	�����������
bus) or the rail system (rail, tram, or underground). Line planning includes 
�	��	
�	������	�����!��	������!��	�����	���#	���!������!��	��	�	��������
the frequency of lines, i.e., how often these services should be provided. 
#	�;���!	�����!��	�;!����������
�������	�!��	�����	�>�	������������������
public transport is convenient for passengers and small costs.

[7] proposes a methodology for the optimal development of transit 
networks, which minimizes transit transfers and total user costs while 
maximizing service coverage, the information provided on transit demand 
and the transit network road network area. Research provides an effective 
mathematical and computer tool with minimal support of the heuristic 
method. The methodology includes the representation of road transit 
networks and the solution of search spaces, the objective functions that 
represent the user’s total costs, and the users’ lack of willingness to make 
transfers. The methodology has been tested with solutions to problems 
published at this stage and has been implemented on a large scale in network 
optimization in Miami-Dade County, Florida.

METHODOLOGY

The methodology used in this paper is the collection and processing of data 
related to urban transport and the definition of optimization criteria [8], 
the use of mathematical methods, and the Solver program for the design of 
urban transport, which has not yet been implemented in the city of Ferizaj. 
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Mathematical optimization methods, graph theory, and solver programs 
are used. Sustainable and integrated transport is associated with several 
challenges, especially in urban public transport within cities and peripheral 
regions.
The paper is based on the following objectives:

~� Minimize the length of roads between origin and destination for 
certain paths

~� Proposal for the urban public transport network in Ferizaj.
In Figure 1, the Map of Ferizaj is presented from Google Map. We 

have placed the numbers at each intersection and measurements between 
the points obtained in the geoportal. The geoportal is a web portal used to 

����������	����	����;���������������=����	�"��	��	���¢������	��	������
has been assigning a random number that we will consider from now on as 
nodes.

Figure 1. Ferizaj roads with intersection with numbers.

In Figure 2 all nodes are connected based on existing paths, and we have 
created the graph where all the work from now on is based on this graph 
through graph theory.
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All paths between nodes are measured, and we have at our disposal the 
values of the lengths of all the paths for use in this paper. Using mathematical 
constraints, we have placed all this data in the Solver program to find the 
shortest possible routes and, consequently, the urban traffic network model 
in general in the city of Ferizaj.

Figure 2. Directed graph with nodes with numbers.
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THE DESIGN OF BUS TRANSPORTATION  

NETWORK IN FERIZAJ WITH SOLVER

Solver is an optimization tool used through Microsoft (MS) Excel that uses 
genetic algorithms (GA) and linear programming technology that quickly 
solves various problems in finance, distribution, resource allocation, 
manufacturing, engineering, etc [9]. Virtually any type of problem that can 
be modeled in MS excel can be solved with Solver, including the impossible 
ones and complex nonlinear problems [10].

Solver represents optimization through the fastest and most advanced 
genetic algorithms ever used. Through the most powerful application of 
�;����^������ �	���<�	�����	����� �!�������>� �	� ��!=	�� ����
����;����!�
solutions to problems that are considered unsolvable for linear and nonlinear 
�;����^	����%��'���;����^�����������;���	������
�������	��	�����!�����������
problem that can have many possible solutions.

The transport network is presented with a graph G(V, E) with a set of 
nodes and of streets [12]. Notice the number of joints with |V| = n and the 
number of roads |E| = m [��'���	���!!��	
�	��	�=�����!	��������������uij:

If there is a path between nodes vi and vj then this is applied:
uij+uji=1

����	� �	�	� ��������������������
��!����	>� �	�	=	����!���!��������� �	�
shortest path is a direct path between them [14]. Nodes xi and xjmay be 
limited as below:
uij+uji·�
i,j�V

Every bus line has only one starting node described as “line in” and one 
end node described as “line out”. Joints in between have both “line in”, and 
“line out” and off-road nodes have neither the “line in” nor “line out”. So, 
�	��	
�	� �	�����¥���� !��	����¥������� !��	���¥���	����	�����	����	�����
the applicable path there is an “out line” and the nodes in the applicable path 
have no “line in”, so we have:

In order to calculate the distance of each applicable road we need to find the 
shortest path:
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We can present the problem of the shortest road model as follows:

#	��	�����	!� ��� �	�±�����#���
���	����$ in Ferizaj will contain 
eight bus lines. All these nodes with the corresponding numbers can be 
found in the maps of Figure 1 and Figure 2����
����!!��	�����!��	��

In Table 1 are shown eight bus lines with origin and destination nodes.
���	���	�	��	���!!��		�	����������	���!!����������
�������	���;����	��		��

origin and destination nodes for all eight bus lines.
The objective in this case is to minimize total costs and is placed in the 

Target Cell which we call “Optimization Goal”. In Table 2 is shown the net 
��������	�������������	�����������	�!�������	����°��

The column “Road Selected by Solver” have all results presented with 
“0” or “1”. “0” is when the Solver does not select the road, whereas “1” is 
selected by the Solver [15]. Out of eight bus lines, we have shown results 
only for bus line 1 between nodes 1 and 40 in Table 3. This table shows 
results with “1”, which is the road selected by the Solver, and none of the 
results with “0”. The total minimum length for bus line 1 is 4456 meters.

Similar action was conducted for all eight bus lines, the obtained results 
of which are presented in Table 4 through the Solver.

Table 1. Bus lines with origine and destination nodes.

Bus Line Origin Node Destination Node
1 1 40
2 6 46
3 7 11
4 7 48
5 26 15
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6 34 21
7 26 47
8 26 49

Table 2. Starting and end point.

Node �	����� ����������������>�°��¢�������� All Paths around the 
Node

1 1.00 1 1-59, 1-26, 1-6

40 °���� °� 40-4, 40-41

Table 3. Path between node 1 and 40 selected by Solver.

From 
Node

To Node Length of the 
Road in meter

Road 
Selected 
by 
Solver

1 59 310 1
59 35 53 1

35 2 120 1
2 39 520 1
39 3 573 1
3 4 1660 1
4 40 1220 1
Target Cell 4456 m

Table 4. Selected urban transport bus network in Ferizaj through Solver.

Selected urban transport bus network in Ferizaj through Solver

Bus Line Paths between Nodes Length in Meter

1 1, 59, 35, 2, 39, 3, 4, 40 4456

2 6, 60, 36, 57, 5, 31, 56, 46 5568

3 7, 8, 27, 9, 10, 11 6354

4 7, 14, 13, 48 1640
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5 26, 33, 17, 55, 16, 15 2296

6 34, 19, 44, 20, 21 2858

7 26, 54, 24, 47 2410

8 26, 54, 24, 49 2213

CONCLUSIONS

As stated already, public urban transport is a critical modern society topic 
nowadays. It facilitates the daily transport of citizens providing services 
that private transport cannot. In this regard, since no public transport 
is available in Ferizaj yet, only some independent bus lines from city to 
villages around trips, this called for a designation of public transport. Hence, 
this paper presented a designation of a public transport model for Ferizaj 
by considering the existing roads and citizens’ needs. This public transport 
model was designed under mathematical optimization methods, graph 
theory, and solver program as an optimization tool to find the shortest and 
most economical paths. The designation process has been presented through 
several graphics above, in detail, results of which are promising to fulfill and 
facilitate the citizens’ transportation needs. Essentially, public transportation 
in Ferizaj can play an important role in improving and providing different 
benefits, including direct benefits to the passengers and indirect benefits to 
society.

Nonetheless, this research had its own limitations. The actual bus 
station location has not been studied to collect data on whether it meets 
the requirement to have the new public urban transport design applied. 
Nevertheless, this paper, despite bringing an innovative solution to Ferizaj’s 
public transport, paves the way for future studies regarding the analysis of 
bus station location.
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ABSTRACT

In this paper we will generalize the author’s two nonzero component lemma 
to general self-reducing functions and utilize it to find closed from answers 
for some resource allocation problems.

Keywords:- Two Nonzero Component Lemma, Resource Allocation, 
The Distribution of the Search Effort

INTRODUCTION

The technique we will use in this paper was first applied by this author to 
problems in matrix inequalities and matrix optimization. Historically, many 
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researchers have established matrix inequalities by variational methods. In 
a variational approach one differentiates the functional involved to arrive 
at an “Euler equation” and then solves the Euler Equation to obtain the 
minimizing or maximizing vectors of the functional. The same technique 
is also often used in matrix optimization. Solving the Euler equations 
obtained are tedious and generally provide little information. Others have 
established inequalities for matrices and operators by going through a two-
step process which consists of first computing upper bounds for suitable 
functions on intervals containing the spectrum of the matrix or operator and 
then applying the standard operational calculus to that matrix. This method, 
which we refer to as “the operational calculus method”, has the following 
two limitations: First, it does not provide any information about vectors for 
which the established inequalities become equalities (a matrix optimization 
problem). Second, the operational calculus method is futile in extending 
Kantorovich-type inequalities to operators on infinite dimensional Hilbert 
spaces. See [1] for examples using each of the two methods mentioned 
above. In his study of matrix inequalities and matrix optimization, the author 
has discovered and proved a lemma called the Two Nonzero Component 
Lemma or TNCL for short. In this paper we will state an extension of the 
author’s Two Nonzero Component Lemma and utilize it to solve some 
resource allocatoin problems. While resource allocatoin problems are not 
generally formulated in terms of matrices, as we will see, there are some 
similarities between matrix optimization problems and resource allocation 
problems Let us first state the TNCL as it was used in author’s previous 
papers on matrix inequalities and matrix optimization.

THE TWO NONZERO COMPONENT LEMMA

It was in his investigation on problems of antieigenvalue theory that the 
author discovered and proved the Two Nonzero Component Lemma (see [2] 
-[4] ). Although this lemma is utilized effectively by the author in matrix 
theory, it is by nature a dimension reducing optimization lemma which has 
potential applications in all areas of mathematics and physics. While TNCL 
was implicitly used in all of the papers just cited, it was not until 2009 
that the author stated a formal description of the lemma in his paper titled, 
“Antieigenvalue Techniques in Statistics” (see [4] ). Below is the statement 
of the lemma. For the proof of the lemma please see the author’s work cited 
above.
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Lemma 1 (The Two Nonzero Component Lemma) Let  be the set of all 
sequences with nonnegative terms in the Banach Space l1. That is, let

      (1)
Let

       (2)

be a function from Rm to R. Assume 
, and . Then the minimizing vectors for the function

     (3)

on the convex set  have at most two nonzero 
components.

What make the lemma possible are the following two facts: First, the 
fact that the set

      (4)
is convex. Second, a special property that the functions

     (5)
involved possess. If we set

   (6)
then all restrictions

     (7)
of

       (8)
obtained by setting one component ti equal to zero, have the same 

algebraic form as  itself. We call functions with this property 
�	!�?�	�������������������!	��	����	�����#��*����=�!�����������
���	�����
��
���	�=�����!	����	���*	�����!��$�������	Z��;!	�������	!�?�	����������������
�	�	� �	�	� ��	� ��!�� �� 
���	� ����	�� ��� =�����!	��  involved. 
Considered the function
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      (9)

where  are real numbers and  are complex 
numbers (this function appeared in [2] ).
Let

    (10)
then we have

     (11)
which has the same algebraic form as

   (12)

Indeed, for any ; all restrictions of the function

    (13)

obtained by setting an arbitrary set of j components of  equal 
to zeros have the same algebraic form as .

Obviously, not all functions have this property. For instance, for the 
function , we have

, which does not have the same algebraic form as 
. Note that functions gi(t) appearing in the statement of TNCL above are 

���	������
���	�!��	�������������������  The lemma was originally 
stated this way because when we deal with a matrix or operator optimization 
problem each gi(t)����	��	����
���	������
���	�!��	������������������=�����!	� 

.
¢Z��;!	��� "��#	��	������� %�'��	���	��#��*����
��� �	���������

of a Rayleigh quotient. A Rayleigh quotient of a positive operator C over 
positive operators A and B is a quotient of the form

       (14)
The unit vectors f for which the minimum in



Application of the Two Nonzero Component Lemma in Resource Allocation 297

     (15)
is attained are called stationary values for (14). In Theorem 1 of [4] the 

minimum of (14) was found by converting the problem to the problem of 

�������	�����������

     (16)

     (17)

In this case  The 
sets  are the set of eigenvalues of C, A, and B respectively.

A GENERALIZATION OF TNCL (GTNCL)

In this section we will show how a generalization of TNCL can be formulated. 
In the proof of the TNCL in [2] and [3] we took advantage of the facts that 
the set

is a convex set and the function

is a self-reducing function. A function

can be a self-reducing function without being composed of linear 
combinations of the form .
Example 3 Consider the function

This function is self-reducing but is not a composition of linear 
combinations. A close look at our arguments in [3] shows that the only 
property used was the fact that the function to be minimized was self-
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reducing and the set  was convex. Therefore, we can state the 
following lemma which is a generalization of TNCL.

�	�����	��	�!	���������	����	������	�����	�����=�����!	�����
���	����
case which occurs in many applied problems) but the arguments used in [3] 
show that the lemma is also valid in the case where the number of variables 
�����
���	�
Lemma 4 If the function

       (18)
is a positive self-reducing function on the convex set

      (19)
then the minimizing vectors

have at most two nonzero components.
We call the lemma stated above the General Two Nonzero Component 

Lemma or GTNCL for short.
�	���$����	������!�����	�#��*������#��*����
����	���Z����������

positive self-reducing function on (19). To see this please note that if

       (20)
is a positive self-reducing function so is

        (21)
and maximum of (20) on (19) is the reciprocal of the minimum of (21) on 
(19).
A general resource allocation problem is stated as

which can be converted to
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In the following sections we will use GTNCL to compute a closed form 
answer for the distribution of the search effort problem.

THE DISTRIBUTION OF THE SEARCH EFFORT

This problem is formulated as

where ¾������;�����=	�����	�>�pi is the probability of an object being at 
position i and  is the conditional probability of detecting the object 
at position����"���	��	
�	

then the distribution of the search effort problem will be transformed into

Theorem 6 The minimum of

       (22)
subject to

    (23)
is either

        (24)
for some  or

     (25)
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for a a pair of i and j, .
Proof. Since

       (26)
������	!��?�	���������������>��	��#��*������	���	�����
����	���������

of this function subject to

     (27)

Since ¾� ��� ;�����=	� ��� is{. Suppose  are 
components of a minimizing vector on the feasible set (27). By GTNCL 
either there is an i,  so that  or there is a 
pair of i and j,  such that  for 

��"���	�
�������	��	����������������������������
obviously (24). In the second case the minimum of (26) on (27) is the same 
as the minimum of

     (28)
subject to

       (29)
Expression (28) can be simplified to

    (30)

Substituting  in (30) we have

     (31)
If we differentiate (31) with respect to ui and put the derivative equal to 

zero we have

     (32)
If we solve (32) for ui, we obtain
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    (33)
Substituting ui from (33) in (29) gives us

      (34)
If we substitute (33) and (34) in (30) we have

     (35)
The last expression is equivalent to

     (36)
Please note that the derivative of the function

      (37)
with respect to ui is

     (38)

which is positive for . Therefore, by the second derivative 
test (36) is a minimum value not a maximum value for the objective function 
in the resource allocation problem. 

Although the GTNCL states two components ui and uj are nonzero but 
in general we do not know exactly which pair of pi and pj expresses (36). 
When applying TNCL to problems of matrix optimization, the author was 
able to determine exactly which component or which pair of components of 
the optimizing vectors are nonzero (see [5] ) under certain conditions. The 
same can be done here.
Theorem 7 Suppose the probabilities are ordered such that

Then the minimum of

subject to
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is

Proof. Assume

      (39)
Since  (39) implies that

Furthermore, in (25) assume ����=����!��Z��
1. Now (25) can be written as

     (40)
Note that k > 0. If we define

     (41)
then

      (42)
����	�Z��� then

   (43)
This shows that f (x) is an increasing function on�%�>Î�����£	��	�����	������	�
set

the function
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has its minimum at . Therefore, if two components ui and uj are 
nonzero, we must have  and in this case the minimum of the 
objective function is

for some . Next notice that

For . Hence the minimum of the objective function is

. 
����	�����#��*������#��*���	�=�!���������
���	�����	�����=�����!	�>�

these techniques can be used to solve resource allocatoin problems involving 
�����
���	�����	�����=�����!	������	!!��+���	Z��;!	>�����	�����������������
the search effort problem we can assume the search is for an object on the 
;!��	����������	�;��	����!!���	�	��	����������
���	��	�����!�����������������
points with integer x and y coordinates).

OPTIMAL PORTFOLIO SELECTION

There are other resource allocation problems that we are able to tackle 
with GTNCL, One of these problems is the problem of optimal portfolio 
selection. One model for this general problem is formulated as finding the 
maximum of

(see [6] ). Here Ri is expected return on security i and  is the 
covariance between securities i and j.
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If the correlation coefficients between i and j are constant, with 
,

 and from Karush-Kuhn-Tucker conditions the problem is 
reduced to

    (44)

Notice that (44) is a self-reducing function and one can again apply the 
�#��*����
�������Z�����=�!�	��������

The problems of distribution of search effort and optimal portfolio 
selection are both examples of separable resource allocation problems. 
A separable resource allocation problem is a problem where we want to 
minimize or maximize

where each fi is continuously differentiable over an interval including 
[0, N]. The GTNCL can be applied to such a problem if , for each 

��#�������������������������
	������������	������	�����	��!!��������
;���!	��� ���!������ �;����!� ���;!	� �!!�������� ��� ������
	�� ���;!���>� ����
production planning (see [5] ).

Remark 8 In a broader sense, each Kantorovich-type matrix optimization 
problem such as the one in Example 2 can be regarded as a resource 
allocation problem where our resource is just the set of pure numbers on the 
���	�=�!�%�>�'���+����������	����¢Z��;!	����	�;���!	������	���	�����
������
minimum of
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Each  where each zi is a component of a minimizing vector f of 
norm 1 for the operator optimization problem (15). Indeed nonzero 
components of a minimizing vector f are important in applications. 
Historically, the optimization problem (15) was first discussed by R. 
Cameron and B. Kouvartakis in an effort to minimize the norm of output 
feedback controllers used in pole placement (see [7] ).

Morteza Seddighin Remark 9. The author is not aware of any other 
theorem that provides closed form answers for resource allocation problems. 
The results we obtain might be of interest for instance in signal analysis 
�	�	� ��	� �		��� ��� ������^	� �	� �	�����	� �;	��� 
������ �� �����!� ���� ���
probable to detected at a certain location. Computer models are used for 
solving such problems and it is interesting to investigate how consistent the 
results of computer models are with our results here. Also, many theories 
���;�����!����	!	����������	��� ������=	���
���������Z���^	�� �	�;��
������
�	� 
���� �!���	� ���� ����� ������ ���������	��� ���� �	� �	��!��� ��	� �����
obtain using the two nonzero theorem. However, we have to remember that 
�	��=	���	�����!���	����	����=	���
�����������	��	��;��
���"���	�;��
�����
maximized for one or two securities, then the more the number of securities, 
the more pairs of securities we have.
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ABSTRACT

In a cognitive radio network wherein primary and secondary users coexist, 
an efficient power allocation method represents one of the most important 
key aspects. This paper provides a novel approach based on a game theory 
framework to solve this problem in a distributed and fair way. Formulated 
as an optimization problem, the resource allocation problem between 
secondary users and primary users can be modeled and investigated with 
the Game Theory, and in particular S-Modular Games, since they provide 
useful tools for the definition of multi objective distributed algorithms in the 
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context of radio communications. This paper provides also a performance 
comparison among the proposed game and two other algorithms, frequently 
used in this context: Simulated Annealing and Water Filling.

Keywords:- Cognitive Radio Networks; Resource Allocation

INTRODUCTION

Cognitive Radio represents a promising paradigm aimed to optimize the 
radio spectrum efficiency. In a cognitive radio network, two kind of users 
can exist: primary (noncognitive) users and secondary (cognitive) users. 
Even though primary and secondary users coexist within the same network 
and sharing the same frequency bands, primary users may be unaware of 
the presence of secondary users. Contrary to primary users, secondary users 
are smart, since they are intelligent and interact with selfish network users, 
choosing best operating parameters on the base of the sensed spectrum. Due 
to the natural radio environment changes, spectrum sharing schemes change 
frequently, accordingly with the users allocated resource. In this scenario, 
a game theoretic framework allows to study, model and analyze cognitive 
radio networks in a distributed way. Such attractive feature allows to achieve 
the flexibility and the efficient adaptation to the operative environment that 
were previously mentioned. Due to the players behavior, noncooperative 
game theory is closely connected to mini/max optimization and typically 
results in the study of various equilibria, most notably the Nash equilibrium 
[1]. Developed cognitive radio strategy has been formulated according 
the mathematical discipline of Game Theory, with particular reference to 
S-Modular Games [2].

Non-cooperative games have been proposed for spectrum sharing 
in [3], which reports a detailed survey on game theoretic approaches for 
dynamic spectrum sharing in cognitive radio networks, by in-depth theoretic 
analysis and an overview of the most recent practical implementations. In 
[4], the authors investigate the issue about the spectrum sharing between 
a decentralized cognitive network and a primary system, comparing a 
suboptimal distributed non-cooperative game theoretic power control 
algorithm with the optimal solution power control algorithm and the power 
control algorithm proposed in [5]. Besides the above referred papers, in [6] 
and [7] it is also discussed the power control problem in spectrum sharing 
model. In [8,9] authors proposed different game-theoretic approaches to 
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��Z���^	�	�	����	�
��	��������	���	������������	!	����	����$�>���$����
the utility functions being inversely proportional to the transmit power.
This paper extends the above described results providing a distributed 
game-theoretic approach to obtain a quasi-optimal power allocation method 
that maximize the energy efficiency of each user, within the coexistence 
of primary and secondary users. The proposed method take into account 
throughput fairness among secondary users.

The paper is organized as follows: in Section 2 the proposed system 
model and applicative scenario are presented. The game description and the 
NE existence and uniqueness is discussed in Section 3, while in Section 4 
�	����	�?+�!!�����!����������������	�	����	�
��	�������
	��=	������ ���
reported. In 5 the results from computer simulation are commented. Finally 
some conclusions are expressed in Section 6.

SYSTEM MODEL

In this work we consider a Cognitive Radio context inspired by a tactical/
military scenario where a primary system (owner of the spectrum rights) 
coexisting with one or more secondary systems and sharing the same 
frequency band. This kind of situation is very interesting and, at the same 
time, very frequent, i.e. during coalition deployment of forces or in case of 
coexistence of humanitarian and military convoys, especially when mobility 
is taken into account. It is to be noted that such kind of context is a suggested 
scenario by EDA and NATO [10] to provide a better reuse of the frequency 
resource among several nations (coexistence of networks) and give a great 
help to accommodate dynamism of the operational deployments. Note that, 
considering a primary system in the network, the proposed scheme includes 
the possibility to existence of more than one primary user.

In the proposed system, each user is characterized by a dedicated sender 
and receiver, thus each communicating couple consists of a transmitter 
site TXi and a receiver site RXi, as shown in Figure 1. In the most general 
context, in this work we consider the transmitters and the receivers positions 
completely independent the ones from the others. Moreover, we use a 
discrete-time model, based on iterations (which we ahead refer as t). Indeed, 
for every single iteration, all users act only once and until the next iteration 
they can’t do anything else.
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Figure 1. Scenario with one primary users pair (represented by circles) and 5 
secondary users pairs; shaded colors represent the path loss component of the 
channel.

¢�����	��������������;�!��������!������	�
������	�����������	��!����������
���	��	������	��	�����	!��������	�
��	���>�������	������	��������������
during the execution of the algorithm.

Since in the above described scenario primary users may be unaware 
of the presence of secondary users, in the proposed system there can’t be 
a “direct” cooperation among primary and secondary users. However, by 
�	
������>�;���������	������!���������	�������	��������������	��	<���	��
QoS due to the presence of secondary users. For this reason, we propose the 
following the solution: the primary AP selects and broadcasts periodically 
on the shared channel a reasonable interference cap on the total interference 
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it willing to tolerate. Together with the interference cap, the value of the 
total interference received by the primary receiver is transmitted. Thanks to 
this solution, we introduce a sort of “indirect” unaware cooperation among 
the two kind of users. The direct result of the introduction of a chosen 
interference cap is a limitation of the total transmit power of the secondary 
users on the shared channel. Thanks to the introduction of the interference 
cap, for the simplicity of exposition, hereinafter we will consider only one 
primary transmitter-receiver pair, since the proposed scheme can be easily 
extended to include more than one primary user.

Viewed from the perspective of secondary users, each of them will 
choose the more suitable transmission power in order to achieve the best 
transmission quality, respecting the interference cap (broadcasted by 
primary AP) and ensuring low interference to other secondary users. Due to 
the consistent decisions made by primary and secondary users, game theory 
represents an inbred framework to study, analyze and predict the behavior 
�����������	���+������;!���������	Z;�������>��	���!!�������	����
Z	��;�������
���	��	�	��	���;������	�	���	���
Z	����Z������������������;��	�������	�
secondary users; this assumption can be made without altering the validity 
of the system, since variations of this value are relatively slow compared 
with the time of convergence of the algorithm. In case of wireless networks 
�������;�����������!�������¨������	���������	!����		��>����	!���	�
��	���
approach should be followed, see [11].

THE PROPOSED GAME

Game Description

The non-cooperative game proposed in this paper can be modeled as game 
with N secondary users, namely the players of the game, operating on one 
radio resource. This game can be easily extended considering M radio 
resources (i.e. subcarriers of the same multi-carrier channel or different 
channels) following the approach proposed in [12], where subcarrier 
allocation is based on the normalized channel gain. Formally, the proposed 
noncooperative game can be modeled as follows: 

~� Set of Players:  where i  N is the i-th secondary 
user.

~� Set of Strategies: .
~� Utility function: ui(p) where i  N  is the i-th secondary user.
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Following the approach proposed by [8,13], we take into account the energy 
efficiency problem at the physical layer, considering an utility function 
expressed in bit/Joule as performance measure of the model. Each player 
tries to maximize the following utility function:

   (1)
where p is the complete set of strategies of all secondary users, W is the 

ratio between the number of information bits per packet and the number of 
bits per packet, Ri is the transmission rate of the i th user in bits/sec,  is 
�	�����	�	�
��	���������������	;	����������	�������	�	������!������>�����
represents a stochastic modeling of the number of bits that are successfully 
received for each unit of energy drained from the battery for the transmission.

#��$������	�	�
��	������������>��	����!�������������	�����	�����	�����
maximize is related to its instantaneous signal to noise plus interference 
ratio (SINR)>��	
�	�����

    (2)

where with the notation  we refer to all components of p not belonging 
to user i, pi is the power allocated from the secondary transmitter  
is the path gain from  is the interference channel from the 
primary to the secondary receiver RXi, p is the primary transmitted power, 
while  is the AWGN component at RXi.

 represents the total interference received by the i th user 
and it can be wrote as:

     (3)
The path gain can be written as [14]:

    (4)
where K = 0.097 and d = 4.

The adopted channel model is composed by a small scale fading and 
a path-loss component. In particular, the path-loss model is the Okomura-
Hata model, while the small scale fading is modeled as a Rayleigh process.
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Since the above defined utility function depends on the path gains, each 
secondary user need to know it. In order to solve this problem that could 
have a strong impact on the signalling process, we assume that each receiver 
periodically send out a beacon, thanks to which transmitters can measure 
path gains.

"�����	�������$	��	��¢�����	����	����	�
��	������;�����!	����=����
it to the Pareto Optimum), we consider the adaptive pricing function 

 that generates pricing values basing on the interference generated 
by network users. Thus, users that cause high interference transmitting at 
high power will obtain high value of pricing, due to the fact that  is 
strictly increasing with p. The pricing function is written as follows:

    (5)
where:

~�  is the maximum pricing value
~�  is the price weight of the generated interference
~�  is the sensitivity of the users to interference.
These three parameters are very useful to adapt the pricing function to the 

considered wireless network requirements; i.e. we can make the algorithm 
converge faster decreasing the value of  or force all secondary users to 
transmit at lower power levels increasing their sensitivity to the interference 
[13].

Existence and Uniqueness of NE

A Nash Equilibrium [15] offers a stable outcome and it can be guaranteed to 
exist, under certain conditions, but does not necessarily mean the best payoff 
for all the players involved, especially in presence of pricing techniques. 
In the literature there are lots of mathematical methods to demonstrate the 
existence and uniqueness of NE, like graphical [13,16], quasi-concavity 
curve [17] and super-modularity [8,18].

Supermodular Games are an interesting class of games that exhibits 
strategic complementarity. There are several compelling reasons like 
existence of pure strategy Nash equilibrium, dominance resolvability, 
identical bounds on joint strategy space etc. that make them a strong 
candidate for resource allocation modeling. Supermodular games are based 
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on the concept of “supermodularity”, which is used in the social sciences to 
analyze how one agent’s decision affects the incentives of others.

S-Games are normal form games  where N is the set of 
users, S the strategy space, fi the set of utility functions and  these 
conditions are ����
	��

1)  The strategy space Si of user i is a complete lattice.
2)  fi is supermodular in si.
3)  fi presents increasing differences in s.

The proposed utility function in Equation (1) can be easily demonstrated to 
be supermodular, since:

1)  The strategy space P is a complete lattice;

2)         (6)
for all .

3)  The utility function has the increasing difference property.
 For the details of proofs we refer to [8], under the proposed 

conditions. Uniqueness of the NE can be also demonstrated 
following the same approach, since we use a Best Response 
rule. Even if our proposed pricing function is more complicated, 
in comparison with the above-cited work, the demonstration 
procedure does not change. Indeed, the pricing function 

 can be considered linear in p(t), since the 
��	�
��	������;��� at time t is a constant.

ENERGY EFFICIENT ITERATIVE WATER-FILLING 

ALGORITHM

Water filling is a frequently used algorithm in power allocation methods. 
This algorithm starts from the idea that a vase can be filled by a quantity 
of water equal to the empty volume of the vase. It is well-known in the 
literature that power allocation in parallel uncoupled channels can follow 
the water filling principle in order to maximize data-rate. A channel can 
be filled by an amount of power depending on the existing noise level. A 
multiuser scenario cannot be modeled as the parallel uncoupled channels 
case, but it has to be modeled following the approach of an interference 
channels.
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On the base of these considerations, an iterative water filling procedure can 
be obtained; each user updates its transmission power level as follows:

     (7)

where  is the power level assigned at the user i in the 
iteration t and Pmax is maximum power that can be transmitted in the channel 

(the water level). Because of, if  then  is 
assigned to the user i.

Iterative Water-Filling gets excellent performances in presence of low 
interference environments and/or limited number of users. However for 
increasing values of interference, the algorithm get worst; indeed, users 
experimenting the best channel conditions will transmit at high power levels, 
while users experimenting bad channel conditions (i.e. being the receiver 
close to another transmitter) will receive high interference values and then 
they will be inactivated. For this reason, EEIWF turns out to be unfair.

+��� �� 
Z	�� ����	�� ����?���	>� �	� ���� ��	������ �� �������� ����	�� =�!�	�
���� �	� �"���� "�� ���� ���	>� "�	����=	� ���	�?+�!!���� ��� 	�	���� ��	�
��	��>�
due to the fact that the algorithm tries to maximize the total transmission 
power, achieving SINR values that are greater than the target value. For 
�����	����>��	�;��;��	��	���!!������	�	����	�
��	�������
	��=	���������
�	��!������>���!!	��¢�	����¢�
��	���"�	����=	����	�?+�!!�����¢¢"�+�. For 
each iteration, Pmax is updated as follows:

~� If 

~� If 
where  represents the reduction factor and it controls the convergence 

speed of the algorithm. Note that for  the algorithm becomes the 
bisection method.

�����;;������!!��������������������	�
Z	���������	>��������	�!��	���
total transmission power level, taking into account its trend in Figure 2.

In the case of  number of user, the SINR trend for decreasing values 
of Pmax is a monotonous decreasing function. Otherwise, when , a 
reduction of Pmax����!���!�����;��=	��"���
��!�=�!�	�
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SIMULATION RESULTS

In this paragraph we show the results of the simulations that we run in order 
to verify the behavior of a cognitive network based on the our proposed 
game-theoretical framework. In the subsection 5.1 the convergence of the 
algorithm is shown, while in subsection 5.2 a comparison between proposed 
game and heuristic power allocations will be presented.

Convergence of the Algorithm

The operating context is a terrain square area of 1 km edge, with a 
suburban path-loss profile. Primary transmitter and receiver positions 
are fixed; secondary transmitters are independently located in the area, 
while the secondary receivers positions are placed randomly in a 200 m 
diameter circle around the respective transmitters. Each secondary user 
transmits isotropically with  on the 
base of a fixed interference cap. Moreover, we consider a noise power 

, frequency , a common rate 
 and .

Figure 2. SINR trends for increasing values of maximum transmission power 
for different number of users.

Results of a simulation with a primary user and N = 5 secondary 
users show a fast convergence of the transmitted power levels and SINR 
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experimented by secondary users. For increasing numbers of secondary 
users in the networks, the algorithm still maintains a very short time of 
convergence, see Figure 3; in the particular case of very bad location of 
secondary users (i.e. users concentrated in a small area), a possible growth of 
the time convergence may be avoided decreasing the value of  parameter.

Performance Comparison

In order to obtain a qualitative evaluation of the proposed game, we decide 
to compare its performance with both EEIWF and an optimal centralized 
heuristic power allocation system, like Simulated Annealing (SA) [19]. 
The mean value of the SINR (experimented by secondary users) has been 
chosen as the performance index for the three optimization methods. We 
run the simulations for increasing number of secondary users, while all 
the other parameters of the system remain the same of the previous shown 
configuration.

Figure 3. SINR convergence in a 15-user simulation with .

The simulation results illustrated in Figure 4 show clearly that the SA and 
the proposed game have quite the same performance, since the maximum 
difference between the mean value of the SINR obtained by the SA and 
�	����	� ���°��������� �	���	�����>����	�?+�!!������������ !��	���	���
SINR levels and performance worsens for increasing number of users in the 
network.
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In addition to the SINR, the energy efficiency of the three considered methods 
is an another important key feature that we need to investigate. If the SINR 
performance are quite the same for the proposed game and the SA, on the 
contrary we can observe a great difference in terms of power allocations. 
Indeed, Figure 5 shows that, for a 15-user simulation, SA allocation uses 
approximately 80% of power more than game allocation. For what concern 
the EEIWF, while some users are switched off, the others transmit at highest 
levels, compared with the other two proposed allocations. In Figure 5 the 
power allocation of the proposed game is shown in purple, in yellow is 
reported the additional power allocated by SA (with respect to game) and in 
blue the excess additional power allocated by EEIWF (with respect to SA).

CONCLUDING REMARKS

In this paper we provide an energy efficient game theoretic framework 
to solve the resource allocation problem in a cognitive network, wherein 
primary and secondary users coexist. The power allocation problem is 
solved thanks to the application of S-Modular Games. Transmission power 
of secondary users is upper bounded by the interference cap, defined as the 
total interference that primary users willing to tolerate, without loosing their 
required QoS.

Figure 4. Trends of SINR mean values for increasing number of secondary us-
ers in the network; SA in red, Game in blue, EEIWF in green.
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Figure 5. Example of power allocation for a 15 users network; SA in yellow, 
Game in purple, Water-Filling in blue.

Moreover, secondary users are discouraged to transmit at high power 
levels, since they are charged on the base of the interference they generate, 
thanks to the introduction of a pricing function inside of the utility function. 
Tuning utility function parameters, the proposed game is able to adapt his 
performance (in terms of time of convergence) to every kind of network 
���
���������� "��		�>� ����!������ �	��!��� ���� �� ����� ���=	��	��	� ��� �	�
algorithm for any number of considered users in the cognitive network.

In this work, a performance comparison among the proposed game, an 
optimal centralized resource allocation method (Simulated Annealing) and 
���¢�	����¢�
��	���=	����������	����	��+�!!��������!������!��	�������!������
results show clearly that game theory obtains better performance than water 

!!���������	�;��;��	�����	����=	��	������	����	��"���=�!�	��������	��
from the heuristic optimization method. However, unlike these, the proposed 
���	� �	��!��� ��� �	� �	� ����� 	�	���� 	�
��	��>� �!��� ���� �� !���	� ����	�� ���
considered users. Further investigations will be made in order to quantify 
and analyze the signaling process among secondary users.
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ABSTRACT

In this paper, we give an interpretation of mixed strategies in normal form 
games via resource allocation games, where all players utilize the same 
resource. We define a game in normal form such that each player allocates 
to each of his pure strategies a fraction of the maximum resource he has 
available. 

However, he does not necessarily allocate all of the resource at his 
disposal. The payoff functions in the resource allocation games vary with 
how each player allocates his resource. We prove that a Nash equilibrium 
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always exists in mixed strategies for n-person resource allocation games. 
On the other hand, we show that a mixed Berge equilibrium may not exist 
in such games.

Keywords:- Game Theory, Mixed Strategy, Resource Allocation

INTRODUCTION

Game theory is the study of mathematical decision making among multiple 
players. Each player makes an individual choice according to his notion of 
rationality and to his expectations of the other players’ choices. Game theory 
can be non-cooperative as described in [1] or cooperative as described in 
[2]. In non-cooperative game theroy, the concept of the Nash equilibrium 
(NE) was introduced in [3] and [4]. The proof of the existence was based 
on the Kakutani and the Brouwer fixed point theorems [5]. Another solution 
concept, the Berge equilibrium, was introduced in [6] and formalized by [7]. 
A strategy is considered to be a Berge equilibrium if some or all players other 
than player i cannot increase the expected payoff for player i by changing 
strategies. The Berge equilibrium was extended to mixed strategies in [8], 
where it was also shown that a mixed Berge equilibrium may not exist.

The computation of equilibria points is an essential component of game 
theory research and is well studied in the literature. For example, a nonlinear 
programming��;;��������
�������¢�������		�;!��	�����	�������	=	!�;	��
in [9] and for n-person games in [10]. The nonlinear programming approach 
����
����������¢�����	Z�	��	�����%��'����
������	�	��!�^	��	<��!�����������
includes the case of an MBE.

Such equilibria have been widely in economics. However, game theory 
faces some challenges such as making it more useful in applications as noted 
in [12]. Thus there is a need for a behavior interpretation of a strategy. For 
example, [13] gives a behavioral interpretation of a dominant strategy, while 
belief hierarchies play a prominent role in game theory as described in [14]. 
Moreover, there has been a growing use of epistemic game theory. [15] 
gives a historical overview of the transition from classical game theory in 
the sense of Nash to epistemic game theory.

#	�;��;��	��������;�;	���������	�!������	����
��!��	����������	������
mixed strategies. See [16] for an extensive literature review on the concept 
of mixed strategies, which require a randomizing process as described in 
[17] and [18]. According to [19], randomization lacks behavioral support. 
%��'���=	���������	�;�	��������������Z	�������	��	���#	�
����������	������	�
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;���
������� �	��	�� ��� %��'�� ����
������ refers to how mixed strategies 
�	�	��� �	� ;!��	���� !��$� ��� $���!	��	� ��� ��	�� ;!��	���� ������������ ����
decision-making process. The second interpretation is that a mixed strategy 
represents the fraction of a large population that adapts each of the pure 
strategies. In [22] mixed strategies are interpreted as the belief player i’s 
opponents have on what strategy player i will choose. Therefore, as argued 
in [16], mixed strategies are used in games where a pure NE does not exist, 
but their use is principally to provide an elegant mathematical theory. In 
practice, they are problematic with no generally accepted interpretation. We 
offer here a simple, intuitive interpretation for a certain class of games.

In this paper, we construct resource allocation games (RAGs) such that 
the equilibria strategies represent the fraction of a resource each player 
allocates to each of his pure strategies. In particular, we consider the NE 
and the MBE. The purpose of RAGs is to give a physical interpretation of 
the concept of mixed strategies, as distinguished from other interpretations. 
Our interpretation is as follows. The probability that a player chooses a 
pure strategy equals the fraction of the resource the player allocates to that 
pure strategy over the total amount of the resource the player allocates to 
all his pure strategies. The underlying idea is as follows. Suppose there is 
a single resource used by all players. Suppose player 1 had 100 units of 
the resource to be used up in whole or in part. If he considered using 40 
units on implementing strategy 1 and 60 units on implementing strategy 2, 
whatever they are, then his associated mixed game theoretic strategywould 
be (0.4, 0.6), Thus in a RAG, he would choose both strategies as opposed to 
one chosen by, say, randomization. In other words, in a resource allocation 
game, one pure strategy does not preclude another. This simple idea is 
�	�	��!�^	��	�	�����	!��	������������������	�����%��'�������
���	!���	;	��	��
non-cooperative games played at discrete instants called stages. The payoffs 
in [23] were linear in the frequency that they had been played previously. 
�����;;���������	��������
����!���+���	Z��;!	>�	�	�����Z	�������	�� may 
or may not maximize the payoff functions for each player.

The organization of this paper is as following. In Section 2, we present 
the notation used. In Section 3, we prove the existence of an NE for a RAG. 
In Section 4, we present a nonlinear program����
�������¢����!�����!!���"��
Section 5, we consider the case of the MBE and present a nonlinear program 
���
�����	������	�	Z������"���	�������>��	���=	����	����	����!�	Z��;!	������
show that an MBE may not exist. In Section 7, we state our conclusions.
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PRELIMINARIES

In this section we define the notation used. Let the RAG  
be an n-person resource allocation game in normal form with exactly one 
resource. The set  is the set of the n-players. Let Ri be the resource 
available for player i, so the n-tuple  represents the amount of the 
resource each player has available. Define min  to be the minimum 

amount of the resource Ri player i needs to allocate and . The setof 

the mi pure strategies for player i is

Each player playeri allocates from his resource Ri the fraction to 
his pure strategy . The set of all possible allocations for each 
player i is

  (1)
���	� ���� ñi is compact and convex for each player i� I. Let

and The probability the 

player i chooses strategy . Hence a mixed strategy for player i 
is the mi-tuple

where  and . A pure strategy j is an 
allocation  where the player i allocates  to his pure strategy 
j and allocates 0 to the rest of his pure strategies. The payoff function for 
each player is , where .

The payoff functions are assumed to 
becontinuous in .
The set of joint pure strategies of all players other than player i, is the 
Cartesian product of the sets of pure strategies of all players other than 

player  and is denoted by , where



An Alternative Interpretation of Mixed Strategies in N-Person ... 327

The joint probability

 is the probability that all the players other than 

player i choose the joint pure strategy . It is the product of the fraction that 

each player in  allocates to his corresponding 
�����	�����	��;;!���	���	�����	��;��=	�����%Æ'����ò��#	���!!��������	�����	��

represent the expected payoff for player i. If player i allocates  
to his strategy j and he allocates 0 to his other pure strategies while the rest 
���;!��	�������	��	��!!��������¾°� is

     (2)
If player i chooses the mixed allocation ¾i and the rest of players choose 

�	��!!��������¾°�, then the expected payoff for player i is

  (3)
Table 1 shows an example of a 2-person RAG.

In this paper, it is useful to consider the following two cases. 
1)  Case 1. Each player i allocates all of his resource Ri. In other 

words . In this case, each player i chooses 

strategy j with the probability .
2)  Case 2. Each player i does not necessarily allocate all of his 

resource Ri. Hence . In this case, 
each player i chooses strategy j with the probability
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Table 1. Example of a RAG.

���������	�	��
Z	������	�	��������	���£��	=	�>�����	��	�����
���	�	���;!��	��������������	��!!��������	�����	�����	������	�
�������	����

a special case of the second case. In particular if , then the second 
���	��	���	���	�
�������	���	������!�^	�����;�	=���������	�	��������!!����

Lemma 1. . Then Case 1 and Case 2 are 

equivalent. Proof. Let . Hence . It 
follows immediately that Case 2 reduces to Case 1.

EXISTENCE OF AN NE FOR A RAG

In this section we prove the existence of an NE in Case 1 and Case 2 above. 
Hence we seek to find a mixed strategy such that a player i chooses strategy 
j with a probability

�	��	Z���	����	��	��	
��������������¢�����	��������!!��������
Definition 1���������	���õ�¾��������¢����������!����

   (4)
"������=	!�>��������¢������	����	�ò>����;!��	��������;��=	����	Z;	��	��

payoff with a unilateral change in strategy, i.e., a unilateral reallocation of 
his previously allocated resource level. We now prove the existence of an 
�¢������
���	��?;	�����ò��"�����
�	�����;��=	��	�	Z���	��	��������	�������	����

subsumes case 1 by Lemma 1 when . The proof of the next theorem 
is similar to the proof of the existence of an equilibrium in [4]. Let
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  (5)

And ��#	��	��ñ�������;�����������=	Z�����	��	�����	��
���;!��	�����
���	�����	���;!��	�������
���	�����	����������	��	����	
�	�

the function  and

 (6)

The functions  are continuous since we assume that the are 
continuous in �� #	�	���	� ��� �	� �����	�� 
Z	��
point theorem��	�	�	Z�����
Z	��;�����

 (7)
We now prove the following result. 

Theorem 2��¢=	���
���	�����ò��������¢������Z	�������	��	����������
*	�� ¾� �	� ��� �¢��#	�� ��� ;!��	�� ��� ��� ���	���=	� ��� ����	� ��� �����	���
���	�� ��� �	� �!!�������� ¾�� ���	� ���� �	� ��������
represent player’s i gain by choosing his pure strategy j given the 
;�	=����� �!!�������� ¾�� £	��	 . Thus 
¾� ��� ��
Z	��;���������=	��	!�>� !	�� ¾��	� ��
Z	��;������#	�� ���� 	��� �� !	��
l be a pure strategy such that . Therefore,

Note that from Equation (7),the 
right hand side is  only when the denominator equals 1. Hence

. Hence no player has an incentive to change his 
�����	��>��������¾��������¢��!!��������������;!	�	��	�;�������	��	Z������
how a standard n-person game in normal form with constant von Neumann-
Morgenstern (VNM) utility functions is a special case of an allocation game 
����	
�	���������;�;	��

Theorem 3. The payoff matrix for a standard normal form game is a 
special case of the payoff matrix for a RAG.

Proof. Let be constant 
Ç������!���	�������������!���������	��"�����
�	���������������������;!��	��
i the VNM utilities can be written as the payoffs for player i in an allocation 
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���	� ò�#�� ��� ��� ���;!�� !	� . It follows 
that a standard normal form game with constant VNM utilities is a special 
���	�����	����	�ò������;!	�	��	�;�����

In other words, for 1, R iIi = �� the payoff functions for each player 
i need not vary with the fraction each player allocates to each of his pure 
strategies. It follows that for any equilibrium, say an NE or an MBE, a normal 
form game with VNM utilities is a special case of an associated RAG. In the 
next section we consider the computation of an NE. The computation of an 
MBE will be considered in Section 5.

THE COMPUTATION OF AN NE FOR A RAG

In this section we provide a nonlinear programming approach to compute 
an NE for an n-person game by extending the nonlinear program in [10] to 
���������¢������	����	�ò��#	�	���	�����!!��������¾��������¢����������!���	�
maximum of the following nonlinear program is zero. 

Theorem 4. ¾õ��������¢�����ò����������!������	���Z���������	���!!������
nonlinear program is 0.

  (8)

�������*	��¾õ��	�����¢��	�	�	���;!��	�����!!����	�� of his total 
resource RiThen . Therefore . Furthermore, all 
�������������Æ����	������
	������	�������	
�������� .

Conversely, let , be a feasible point such that . It can easily be 
checked by the constraints (8) and Equation (3) that . Hence it must 
be the case that . Otherwise which yields a contradiction. 
Moreover, from the constraints 8

#	�	���	�¾õ�������¢�����	
����������"����������������������	�;������
functions at an NE may not be maximized. To maximize the payoff functions 
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��	��		������
�������!!�����������������	����������	���;!��	�����!!����	��
to each strategy maximizes each of the player i’s payoff functions. However, 
we analyze only the case where the payoff functions are monotonically 

nondecreasing functions in the fraction of the resource . In this case, each 
of the payoff functions is maximized when the total resource Ri is allocated 
to that strategy. In other words,

Lemma 5. Let be monotonically increasing functions in 
. Then the optimal strategy for each player is an NE if 

and only if the maximum of the following nonlinear program is 0.

   (9)
�������*	��¾õ��	�����¢��	�	��	�;�����������Z���^	���#	�

£��	=	�>� ¾õ� ��� ��� �¢�� £	��	� �����#	��	�� �� �	� ��Z����� ��� �	�
nonlinear program is 0.

Conversely, let , be a feasible point such that the maximum of (9) is 0. 

The functions are monotonically nondecreasingin
Therefore, there exists a solution that zero-maximizes the objective function 
���������
	���!!��	����������������	����!��	���;������ in Theorem 4. Hence 
the solution is an NE. Furthermore, the solution maximizes the expected 
payoff for each player of over all payoff functions and the proof is complete.

THE COMPUTATION OF AN MBE FOR A RAG

In this section, we consider the MBE. We present an approach similar to (8) 
for computing an MBE if one exists. However, the case of computing an 
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��¢�������	�	���������	����	�������;����������¢�����	������¢����������
may not exist as shown by the example of section 6. An MBE for a RAG is 
defined as follows.
Definition 2. A strategy ¾õ���������¢�����ò����������!����

  (10)

In other words, a strategy is an MBE if for all , when player 
i does not change his strategy, no one or more other players can change 
strategies and increase player i’s expected payoff. Thus in an MBE for 
�	����	�ò>����;!��	����;!��	�����������	���=	����������!��	��!�����	����
his resource allocation if increasing the other players’ expected payoffs is 
������;!	�	!�����	!
�����	���=	���	�����	Z�	����	����!��	���;������ 
;�	�	��	�����%��'�����	�����ò�

Theorem 6. ¾õ� ��� ��� ��¢� ���� ò� ��� ���� ��!�� ��� �	� ��Z����� ��� �	�
following nonlinear program is 0.

  (11)
������� *	�� ¾õ� �	� ��� ��¢� �!!��������� #	�� 	��� ;!��	�� �!!����	�� ���

each strategy a fraction of his resource that equals to the probability 
���� �	� ;!��	�� ��	�� ���� �����	���� +���� �	
������� �� ��	� ���� �	�$� ���

�� £	��	� �!!� ������������ ��	� �����
	���
Moreover,

Conversely, let be a feasible solution such that . From 
(11), it is easy to see that . so it must be 
that . Therefore
����	��	�¾õ���������¢�����	
���������
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EXAMPLES

In this section we present three examples. The first example is a 2-person 
RAG, while the second and third are 3-person RAGs.

Example 1
In this 2-person RAG each player has 2 strategies. For some single resource, 
player 1 has R1 = 30 units and player 2 has R2 = 50 units. The payoff matrix 
for each player is shown in Table 2. For this game, we consider Case 1 and 
Case 2 from Section 2. In the first case, each player uses his maximum 
resource��#	���!!�������*������������¢�����ò��������	���

Table 2. Example 1.
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One solution to (P1) with and hence an NE is

. In Case 2 
when each player allocates at least 0.4 of his resource, the following NLP 
finds an NE strategy for this problem.

One solution to (P2) with and hence an NE is
. Thus there is an MBE for this example. 

£��	=	�>�����	�	��!������¢��		������	Z������������������������%Æ'��"��
such cased, the interpretation is that there may not exist an allocation such 
that every player other than player i allocates to each strategy a fraction 
equals to the probability of using that strategy that maximizes player i’s 
payoff. In the next example, an MBE does not exist, However, an NE exists 
by Theorem 2.
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Example 2
In this 3-person RAG each player has 2 strategies with R1=R2=R3 and needs 
to allocate at least 0.2 of his maximum resource. The payoff matrix for each 
player is shown in Table 3. We now write the following NLP to find an 
MBE.

Table 3. Example 2.
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In this problem, an MBE does not exist. This fact follows from (P3) 
having the maximum objective function value not equal zero. Moreover, 
note that there is not any pure Berge equilibrium because whenever players 
1 and 2 gets a positive payoff, player 3 gets a payoff 0 and vice versa. 
Furthermore, if any mixed strategy is used then for at least one player i, the 
;!��	���°����!!�����	�������;�����=	�;������!��� a strategy where at least 
one player i gets a payoff 0. Hence the maximum of (P3) cannot be 0, and 
there is no MBE by Theorem 6. In contrast to the MBE, an NE always exists 
by Theorem 2. The following is the nonlinear program����
�������¢���������
game.
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One solution to (P4) with and hence an NE is
.

Example 3
In this 3-person RAG each player has 2 pure strategies with R1=R2=R3 =1, 
and each player needs to allocate at least 0.2 of his maximum resource. The 
payoff matrices are shown in Table 4. This example has an MBE obtained 
from the following NLP.
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Table 4. Example 3.
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One solution to (P5) with and hence an MBE is

CONCLUSION

In this paper, we gave an interpretation for mixed strategies to n-person 
games in normal form via the notion of resource allocation. In these games, 
a mixed strategy is an allocation strategy, as distinguished from other 
interpretations of a mixed strategy. Each player chooses a pure strategy with 
a probability that equals to the fraction of the maximum available resource 
allocated to that pure strategy over the total fraction of the resource the 
player allocates to all his pure strategies. We proved the existence of an NE 
in these games. Furthermore, we showed that an MBE may not exist in a 
resource allocation game unless there exists a strategy yielding zero for the 
associated nonlinear program.
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ABSTRACT

This paper examines the allocation of resource to different tasks in a 
production company. The company produces the same kinds of goods 
and want to allocate m number of tasks to 50 number of machines. These 
machines are subject to breakdown. It is expected that the breakdown 
machines will be repaired and put into operation. From past records, the 
company estimated the profit the machines will generate from the various 
tasks at the first stage of the operation. Also, the company estimated the 
probability of breakdown of the machines for performing each of the tasks. 
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The aim of this paper is to determine the expected maximize profit that will 
accrue to the company over T horizon. The profit that will accrued to the 
company was obtained as  after 48 weeks of operation. 

At the infinty horizon, the profit was obtained to be . It 
was found that adequate planning, prompt and effective maintainance can 
enhance the profitability of the company.

Keywords: Dynamic Optimization; Resource Allocation; Company; 
Machines; Tasks

INTRODUCTION

We consider the allocation of tasks to different machines in a production 
company. A certain number of machines is proposed to be purchased at 
the beginning of a planning horizon. From statistics, the company has an 
estimate of the profit each tasks is to yield at the first stage of operation. 
Also, the company estimates the probability of breakdown of the machines 
allocated to each tasks. When a machine breaks down, it goes in for repairs 
after which it returns to the factory for re-allocation at the beginning of the 
next period.

In this paper, we formulate the problem as a dynamic optimization 
(DO). Our approach builds on previous research. [1] used the stochastic 
;����������� �	���<�	� ��� �������� ������������ ��� 
������!� ���	��
allocation problems for designing low-risk portfolios. [2] proposed the idea 
�����������;���������������
��	���������� �������;;!������������;;��Z����	�
dynamic programming to inventtory management. [3] described an 
algorithm� ���� ���;������ ;����	�	�� =�!�	�� ��� 
�� !��	��� ���� �	;����!	�
concave approximations to the value function for large-scale problems in 
transportation and logistics. [4] described a more complicated variation of 
the algorithm that implores execution time and memory requirements. The 
improvement is critical for practical applications to realistic large-scale 
problems. [5] used DO for large-scale asset management problems for 
both single and multiple assets. [6] extended an approximate DO method 
to optimize the distribution operations of a company manufacturing certain 
products at multiple production plants and shipping to different customer 
locations for sales. [7] considered the allocation of buses from a single 
station to different routes in a transportation company in Nigeria.

In this section, we consider the methodology adopted in this paper. We 
start with the problem formulation.
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PROBLEM FORMULATION

In this section, we consider the methodology adopted in this paper. We start 
with the problem formulation. Given a certain number of tasks that are to 
be allocated to different machines at the beginning of each time period, we 
expect some machine(s) breakdown at the end of each period. Due to the 
uncertainty in the number of breakdown machine(s), we assume that the 
states of the machines are random. The company must know the number 
of machines available for the next period before decision will be made 
on how to allocate the tasks to the remaining machines. The number of 
machines to be put into operation in the next period depends on the number 
of breakdown at the end of the previous period. Our aim is to maximize the 
total expected profit over a time horizon. We define the following notations 
which presented in Table 1.

"���	��	Z������	�����>��	��	
�	��	���	?;	�����	Z;	��	��;��
���������� 
and formulate the problem as a dynamic program.

THE OBJECTIVE AND ONE-PERIOD EXPECTED 

PROFIT FUNCTION

If the profit for allocating the k task to the machines at period t is , the 
state of the machines is st, number of machines allocated to operate on task k 

at period t under policy�³>����  and the number of break down machines is 
bt, then the profit that will accrue to the company over T-horizon is given by

.
#	�	Z;	��	����Z�����;��
�� ������!!� �����	� ��� �	����;�������	��

policy�³������=	����

   (1)
subject to

   (2)
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Note: X(st) is the set of possible solution of problem (1). Conditioning (1) on
. We now have the following optimization problem (3)

   (3)
Problem (1.3) maximizes the expected profit over X(st) subject to

+����	�;��
���������� >�����	�������!��	��	�;��
������	�
����
#?����	����������������	��	�����!�;��
�

 then (3) becomes

    (4)

subject to .

.

DYNAMIC PROGRAMMING FORMULATION AND 

OPTIMALITY

Using st as the state variable at period t and S as the state space, we can 
formulate the problem as a dynamic program. The number of breakdown 
machines for task k at period t is given by , where Pk is the probability 
of break down machines for task k. Hence, total number of break down 
machines for all the tasks is given by

.
We therefore have that
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Table 1�����������������	����	
��������

.
Let st��	��	�����	����������	������	��!!����	�����;	�����������!	��¾��	�

the percentage of break down (but repaired) machines that are expected to 
join the functional ones in period t, then the transformation equation for the 
system is given by

    (5)
Observe that the transformation equation is a random variable.
�	������	����Û�¾�¬�{������������=	>

    (6)
In this case, the optimal policy can be found by computing the value 

functions through the optimization problem

    (7)
subject to
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Equivalently,

    (8)

Since all the available functional machines must be allocated in the next 
period, we have that , for all , which is the slack variable.

We show that (4) is equivalent to (7), and then use (4) and (7) 
interchangeably. The theorem below establish this claim.

Lemma 1.1: Let st be a state variable that captures the relevant history up 
to time t, and let ��	����	�����������	����	�����������Í���conditionalon 
the random variable st. Then,

.
For the proof, see [3].

Theorem 1.1: Suppose that ������
	���������� ������
	�����>�
then .

Proof: We are to show that ���	�
������	�������������	����
of DP. Obviously

.
Suppose that it hold for t + 1, t + 2, ···, T, then we show that it is true for t.
We now write

Applying Lemma 1.1, we have
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When we condition on , we obtain

+��� ���� ��=	�� ���	���=	� ��������>� �	� �	���	� ��� 
��� �	� �	��� ;�����!	�
policy>�³>������;����^	����>�������>��	��	�������

.
This is obtained by solving the optimality equation

    (9)
"���	�
����	��	�����+���������!=	�����>��	���	��=	��������	�;�!��� 

that optimizes . The result below establishes this claim.

Theorem 1.2: The expression  is a solution to equation (1.9) if 
and only if

.

The if part: This is shows by induction that , for all
.

Since for all sT and , we have that
.
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Suppose that , for t = n + 1, n + 2, ···, T, and let 
 be an arbitrary policy. For t = n, we obtain the optimality equation as 

follows

By induction hypothesis, . So we have

Also, we have that  for an arbitrary policy, , hence

Only if part: We show that for any , there exists ����������
	��
the following:

     (10)

We now define  as follows:

    (11)

Let ��	��	��	���������!	�������!=	���������������
	���	���!!������
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   (12)
We now prove (10) by induction. Assume that it is true for t = n + 1, n 

+ 2, ···, T. But,

We now use the induction hypothesis which says

 so that

Hence,
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This result shows that solving the optimality equation also gives the optimal 
value function.

Theorem 1.3: 1) Let B(s) be the set of all bounded real-valued functions 
+����ø����#	���;;����ò�������ø�����������������������

���#	��;	������ò���������<�	�
Z	��;��������=	�����+*).
3) For any F, .

���+�������+>����ò+�·�+>��	��+*�·�òtF, .
���	�� ò� ��� ��!!	�� �������� ;����������� �;	����� (See [5], for more 

detail).
Theorem 1.4: For any bounded return or scoring functions F1����ø���

and F2����ø��>����������!!���¬��>��>��>��>�ùùù>��	���	<��!�����	!����!��

See [8].
#	� �	Z�� �	��!�� ����� ���� ���#� ø� Î>� +*���� ø� òTF(s), . Thus, the 
profit per stage must be bounded i.e.

��	�	�Ô������;�����=	����������
We now state this claim formally as follows:
#	��	�������+������������	���	�������������������������+����ø��>�+T(s0) 
ø�+��0�>�#�ø�Î�������>

.
Proof: Let H be a positive integer, and policy�³�¬�Ë³0>�³1, ···}, we can 
decompose the return

into the portion received over the first H stages and over the remaining 
stages.
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But

Since 
������	��	�����;����	������������Ì�{�Ì��
Now

using this relations, it follows that

�����$�����	���Z������=	��³>��	�������������!!��0 and H.

���������$�����	���������£�ø�Î>��	��=	

Hence, 
This result shows that our optimization problem converges to a fixed point 
F* in an infinite horizon.
We use value iteration algorithm for finite and infinite stage to solve our 
problem. The algorithm converges to an optimal policy.
Step 1: Initialization Set 
�	����¬����	����Ì�{�Ì���+�Z�����!	����	�;����	�	�>�Â�ú���

Step 2: For each , calculate
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   (13)
Let xn+1 be the decision vector that solve (13).
��	;����+���{�¬���

If  and stop; else set n = n + 1and return 
to step 2.
��	;����+�����Ì�{�Ì���

If 
and result stop; else set n = n + 1 and return to step 2.
The theorem below guarantees the convergent of the algorithm.
Theorem 1.6: If the algorithm� ���� ���;;���� ;����	�	�� Â>� �	������	�� ���
iteration n with value function Fn+1, then

     (14)

In addition, if xÂ is the optimal decision rule and  is the value of this 
policy, then

      (15)

This theorem implies that �����	�
Z	��;���������	�	<�������+�¬�ò�xÂ)
F. Since xÂ�����	��	�������������!=	��ò+n+1, it implies that ò�xÂ)Fn + 1�¬�ò+n+1. 
Since

Fn+1 = ò+n� ���� ò� ��� �����������>� �	� �=	�
that

and

    (16)
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But the value iteration algorithm stops when

     (17)
From (16) and (17), we have

   (18)

Similarly, 
Therefore,

.

COMPUTATIONAL RESULT

A production company in Nigeria proposed to purchase 50 machines that 
can perform nine different tasks. These machines are subject to breakdown. 
The Table 2 gives information of their decisions.

The company further estimated that out of the number of breakdown 
machines per week, 95% will join the functional ones for the next period.

#	� ���� ��� �	� ���;���� ��� ��� ��Z���^	� ;��
�� �=	�� #� ���^��� *	��
st represents the number of machines to be allocated in the next period, so 
that . Since s0 is the number of machines at the beginning of the 
planning horizon,

is the total number of breakdown machines, and

is expected to join the functional machines in the next period of operation, 
we have that

 which is our transformation equation and is 
a random variable.
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We can now express our one-period expected return function as follows:

    (19)
subject to

.
(The feasible region for stage t).
Since the company cannot allocate negative resources to any one task, we 

write , t = T, T – 1, ···, 1; k = 1, ···, m.
Of course, (19) is the same as

t = T, T – 1, ···, 1, and , t = T, T – 1, ···, 1; k = 1, ···,m.
Note: Our problem has 9 tasks and 48 periods.

Hence, m = 9 and T = 48. Set .
Therefore,

  (20)
subject to:
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, t = 48, 47, ···, 1; k = 1, ···, 9 which is a parametric linear programming 
problem with 9 variables.

A program using MatLab was used for (20). At the end, the following 
results were obtained.
The profit over 48 weeks is given by

Table 2��#	�¢Z;	��	��"�����!����
�������������!���������	�$����������	��

By theorem 1.5, as T approach infinity, FT(s0) approaches F(s0),

and the optimal policy , (t = 1, 2, ···), approaches the limit zero.
Discussion: Figure 1� ����� �	� 	Z;	��	�� ;��
�� ���� ��!!� �����	�� ���

the company over a period of 48 weeks. We found that at 48 weeks, the 
��Z�����;��
�����������	������	����;��������	�  Figure 2 shows 
�	�	Z;	��	��;��
��������!!������	������	

Figure 1��#	�¢Z;	��	�����
��������!!������	������	����;�����=	�����	�����
of 48 weeks.
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Figure 2��#	�¢Z;	��	�����
��������!!������	������	����;�����=	�����"�
���	�
Period.

���;���� �=	�� ��� ��
���	� �		$��� "�� ���� ������ ���� ��� ��
����>� �	�
��Z�����;��
��������!!������	������	����;��������	�

CONCLUSION

Chuma R. Nwozo, Charles I. Nkeki Many production companies have 
for long been allocating resources to different tasks without putting into 
consideration certain factors that may hinder the realization of their 
objectives. This paper dealt with allocation of machines to tasks in order 
to maximize profit over finite and infinite horizon. Careful analysis of the 
situation reveals that adequate planning, prompt and effective maintainance 
can enhances the profitability of the company.
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