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Preface

Business intelligence refers to the technologies and strategies that are used by enterprises for the data
analysis of business information. It provides historical, predictive and current views of business operations.
Some of the common functions of business intelligence are online analytical processing, reporting, data
mining, complex event processing and business performance management. It is also used for text mining,
predictive analytics and prescriptive analysis. Technologies used in business intelligence have the capacity
for handling large amounts of structured and unstructured data. This data is used for the identification,
development and creation of new strategic business opportunities. This book elucidates the concepts and
innovative models around prospective developments with respect to business intelligence. It picks up
individual branches and explains their need and contribution in the context of a growing economy. This
textbook is appropriate for those seeking detailed information in this area.

To facilitate a deeper understanding of the contents of this book a short introduction of every chapter
is written below:

Chapter 1- The practices, skills and technologies which are utilized for continuous iterative exploration
and investigation of past business performance is termed as business analytics. Its purpose is to
gain insight and drive business planning. This chapter has been carefully written to provide an easy
introduction to the varied facets of business analytics.

Chapter 2- The set of strategies and technologies which are utilized by enterprises for the analysis of
data related to business information is termed as business intelligence. It can be used for value creation
in numerous environments. The topics elaborated in this chapter will help in gaining a better perspective
about the varied facets of business intelligence as well as the processes associated with it.

Chapter 3- Business analytics is involved in developing new insights related to business performance
by using data and statistical methods. This chapter closely examines the key concepts related to the
role of data in business analytics such as data requirements analysis and data integration to provide an
extensive understanding of the subject.

Chapter 4- The usage of business data involves the extraction of business intelligence from unstructured
data, drawing insights from the collection of data and reusing data. These diverse uses of business data
as well as the use of data mining for the purpose of predictive analysis have been thoroughly discussed
in this chapter.

Chapter 5- The ethical principles related to the code of conduct which govern the decisions related to the
data of consumers, businesses or employees such as data accuracy and involuntary release of personal
information are known as professional ethics. This chapter has been carefully written to provide an easy
understanding of the varied facets of ethics in business intelligence as well as the diverse principles
which fall under it.

Finally, I would like to thank the entire team involved in the inception of this book for their valuable
time and contribution. This book would not have been possible without their efforts. I would also like
to thank my friends and family for their constant support.

Drew Bentley
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Introduction to Business Analytics

The practices, skills and technologies which are utilized for continuous iterative exploration and
investigation of past business performance is termed as business analytics. Its purpose is to gain
insight and drive business planning. This chapter has been carefully written to provide an easy
introduction to the varied facets of business analytics.

BI(Business Intelligence) is a set of processes, architectures, and technologies that convert raw
data into meaningful information that drives profitable business actions. It is a suite of software
and services to transform data into actionable intelligence and knowledge.

BI has a direct impact on organization’s strategic, tactical and operational business decisions.
BI supports fact-based decision making using historical data rather than assumptions and gut
feeling.

BI tools perform data analysis and create reports, summaries, dashboards, maps, graphs, and
charts to provide users with detailed intelligence about the nature of the business.

Importance of Business Intelligence
e Measurement: creating KPI (Key Performance Indicators) based on historic data.
» Identify and set benchmarks for varied processes.

« With BI systems organizations can identify market trends and spot business problems that
need to be addressed.

» BI helps on data visualization that enhances the data quality and thereby the quality of
decision making.

« Bl systems can be used not just by enterprises but SME (Small and Medium Enterprises).

Implementation of Business Intelligence Systems
Here are the steps:

« Step 1: Raw Data from corporate databases is extracted. The data could be spread across
multiple systems heterogeneous systems.

« Step 2: The data is cleaned and transformed into the data warehouse. The table can be
linked, and data cubes are formed.

« Step 3: Using BI system the user can ask quires, request ad-hoc reports or conduct any
other analysis.
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2 Business Intelligence: A Managerial Perspective

Examples of Business Intelligence System used in Practice:
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In an Online Transaction Processing (OLTP) system information that could be fed into product
database could be:

« Add a product line.
« Change a product price.

Correspondingly, in a Business Intelligence system query that would be executed for the product
subject area could be did the addition of new product line or change in product price increase
revenues.

In an advertising database of OLTP system query that could be executed:
« Changed in advertisement options.
« Increase radio budget.

Correspondingly, in BI system query that could be executed would be how many new clients added
due to change in radio budget.

In OLTP system dealing with customer demographic data bases data that could be fed would be:
+ Increase customer credit limit.

« Change in customer salary level.

Correspondingly in the OLAP system query that could be executed would be can customer profile
changes support support higher product price.

Example: A hotel owner uses BI analytical applications to gather statistical information regarding
average occupancy and room rate. It helps to find aggregate revenue generated per room. It also
collects statistics on market share and data from customer surveys from each hotel to decide its
competitive position in various markets. By analyzing these trends year by year, month by month
and day by day helps management to offer discounts on room rentals.
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Introduction to Business Analytics 3

Example: A bank gives branch managers access to BI applications. It helps branch manager to de-
termine who are the most profitable customer and which customers they should work on. The use
of BI tools frees information technology staff from the task of generating analytical reports for the
departments. It also gives department personnel access to a richer data source.

Types of BI Users
Following given are the four key players who are used Business Intelligence System:

1. The Professional Data Analyst: The data analyst is a statistician who always needs to drill
deep down into data. BI system helps them to get fresh insights to develop unique business
strategies.

2. The IT users: The IT user also plays a dominant role in maintaining the BI infrastructure.

3. The head of the company: CEO or CXO can increase the profit of their business by improv-
ing operational efficiency in their business.

4. The Business Users: Business intelligence users can be found from across the organization.
There are mainly two types of business users:

« Casual business intelligence user.
» The power user.

The difference between both of them is that a power user has the capability of working with com-
plex data sets, while the casual user need will make him use dashboards to evaluate predefined sets
of data.

Advantages of Business Intelligence
Here are some of the advantages of using Business Intelligence System:

1. Boost productivity: With a BI program, It is possible for businesses to create reports with a
single click thus saves lots of time and resources. It also allows employees to be more pro-
ductive on their tasks.

2. To improve visibility: BI also helps to improve the visibility of these processes and make it
possible to identify any areas which need attention.

3. Fix Accountability: BI system assigns accountability in the organization as there must be
someone who should own accountability and ownership for the organization’s performance
against its set goals.

4. It gives a bird’s eye view: BI system also helps organizations as decision makers get an
overall bird’s eye view through typical BI features like dashboards and scorecards.

5. It streamlines business processes: BI takes out all complexity associated with business
processes. It also automates analytics by offering predictive analysis, computer modeling,
benchmarking and other methodologies.
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It allows for easy analytics: BI software has democratized its usage, allowing even nontech-
nical or non-analysts users to collect and process data quickly. This also allows putting the
power of analytics from the hand’s many people.

BI System Disadvantages

1.

Cost: Business intelligence can prove costly for small as well as for medium-sized enter-
prises. The use of such type of system may be expensive for routine business transactions.

Complexity: Another drawback of BI is its complexity in implementation of data ware-
house. It can be so complex that it can make business techniques rigid to deal with.

Limited use: Like all improved technologies, BI was first established keeping in consider-
ation the buying competence of rich firms. Therefore, BI system is yet not affordable for
many small and medium size companies.

Time Consuming Implementation: It takes almost one and half year for data warehousing
system to be completely implemented. Therefore, it is a time-consuming process.

Trends in Business Intelligence

The following are some business intelligence and analytics trends that you should be aware of:

1.

Artificial Intelligence: Gartner’ report indicates that AI and machine learning now take on
complex tasks done by human intelligence. This capability is being leveraged to come up
with real-time data analysis and dashboard reporting.

Collaborative BI: BI software combined with collaboration tools, including social media,
and other latest technologies enhance the working and sharing by teams for collaborative
decision making.

Embedded BI: Embedded BI allows the integration of BI software or some of its features
into another business application for enhancing and extending its reporting functionality.

Cloud Analytics: BI applications will be soon offered in the cloud, and more businesses will
be shifting to this technology. As per their predictions within a couple of years, the spend-
ing on cloud-based analytics will grow 4.5 times faster.

Improvement of Decision Making

As for the marketing department, it helps them grow the top line. It helps them analyze the
results of their campaign and promotional yields. And it helps them fine-tune their spend-
ing to get better ROL.

In the sales department, business intelligence helps them find the best path and best prac-
tices, the cost and length of customer acquisition, process improvement, and year-by-year
analysis of turnover and sales.
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3.

Business intelligence helps the human resource department track and manages things like
employee turnover, attrition rate, recruitment process, and so on.

Aside these, every other department within a company will benefit directly or indirectly from busi-
ness intelligence. Correct usage of this strategy has shown excellent results across all sectors; be it
e-commerce, media, non-profit organizations, healthcare, telecommunication, financial services,
energy, and so on.

Business intelligence helps in decision making due to the multiple powerful elements it entails.
These include interactivity, data visualization, database connection, mobile business intelligence,
predictive analytics, application integration, and ad hoc reporting.

Ways Business Intelligence Help in Decision Making

1.

Interactivity: There should be a high level of interactivity between the dashboard and the
difference report. For example, if a person is seeing and analyzing the total sales report,
some interaction should be involved. This will help the person dig further into the report to
figure out region wise sales, product wise sales, time period wise sales, and so on. The more
the level of interaction the more the volume of vital information that will be retrieved and
the better the decisions that will be made.

Data visualization: Having data visualized in a correct format is very important, as this
facilitates better understanding of the data. For example, month-on-month sales could be
represented in the form of a line graph rather than just words or verbal communication.
Similarly, a component wise contribution could be best represented with a pie chart. Only
when data is represented in the correct format can any useful insight be extracted from it.

Connection to databases: During a business intelligence procedure, the analysts in
charge should be able to fetch information by connecting to different databases and web
services, so that they will get access to the right information irrespective of its source.
With the right information, helpful recommendations can be made that will help a com-
pany grow.

Predictive analytics: With the aid of historical data and high-end algorithms, certain pre-
dictions can be made, such as the likelihood of customers coming back for repeat business,
expected revenue, expected region wise sales, machine failure, and so on. This can help a
company to be proactive.

Application integration: A business intelligence tool should be easily integrated with your
existing application or software regardless of whether it is developed in Java, C, Ruby,
PHP, or any other platform.

Mobile business intelligence: With more and more workforce going mobile and handling
tasks on the move, they need to have the right information on their mobile devices, such as
smartphones and tablets. So, all reports dashboards and graphs should be compatible with
mobile devices.

According to a survey, a decision made based on data analysis has 79% chances of success more than
one made based on pure intuition. Business intelligence helps businesses take a more structured
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look at data while providing deep interpretations. It aids decision making via real-time, interactive
access to and analysis of important corporate information. And it bridges the gaps between infor-
mation silos in an organization.

Importance of Business Intelligence

There are many important reasons that even small and midsize businesses will want to invest in BI
to gain a competitive advantage. Let’s take a look at six of the most important:

BI turns data into usable information. Raw data doesn’t tell us what to do in business all on
its own. BI systems allow for comprehensive analysis of data to identify important trends
that can be used to modify or implement strategic plans and to understand the intercon-
nections between different functions and facets of your business.

BI improves the visibility of core business components. BI makes it easier to see each com-
ponent part of your business, including those that are often overlooked. Consequently, you
can more easily identify components that need improvement and to make changes.

BI improves your ROI and ability to achieve goals. BI analysis allows you to understand
how best to allocate resources to meet your stated goals. This allows you to increase your
ROI by ensuring that resources are deployed strategically to achieve fixed goals and it
helps to prevent “mission drift” or “mission creep” where outcomes no longer align to
goals.

BI improves your understanding of consumer behavior. BI analysis allows you to track
global, regional, and local consumption patterns to better understand current trends. This,
in turn, allows you to develop and deliver products and services that anticipate market
needs.

BI improves your marketing and sales intelligence. By keeping track of data about your cli-
ents and customers, BI allows you to understand how they interact with your organization
at a deeper level so you can identify solutions to consumer issues and better reach your
customers with targeted messages to increase sales.

BI improves productivity. BI makes the process of analyzing and interpreting data fast-
er and more efficient, giving you the power to understand business data as quickly as it
comes in, and it allows you to generate reports with the simple click of a mouse. This
gives you and your employees more time to devote to running your business rather than
analyzing it.

Information Asset

The idea of an information asset is a powerful new concept that is designed to bridge the gap be-
tween how business views information and how computers manage files. The information asset is
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an entirely new perspective of data and is necessitated by the fact that business users intuitively
include much more than just an individual file when referring to their information. Simple things
like, what is actually in the file, who it is for, etc., is often confusingly and inconsistently encoded
in the file name or implied by its directory location. Other information such as prior revisions, the
template that was used to create the file, associated files such as pictures, scanned copies, or other
working documents, not to mention the relevant emails, are simply scattered if recorded at all. As
one customer put it, “We have more controls, tracking, documentation rules, checks, and man-
agement oversight of our petty cash than we do over our information assets”. The result of this is
that computers are simply not designed to know what an information asset is, and therefore, are
completely unable to manage it in any way.

@aptation f
QI . information to
Integratio provide hew

insigh

management
use of yith the
business

To be clear, information assets are not simply the collection of files on a file server. The formal
definition of an information asset is the set of all data, rules, and procedures that, collectively,
represents a concept meaningful to the business. This set of data can include not only a collection
of files but other important items such as tracking and descriptive information (e.g. the name of
the customer), audit logs, emails, supporting documentation, images, etc., that collectively, have
meaning to the business. These can range from a few items to very complex asset that might in-
clude thousands of files.

Actionable Intelligence

Actionable intelligence is information that can be followed up on, with the further implication
that a strategic plan should be undertaken to make positive use of the information gathered. This
meaning is distinct from the use of actionable intelligence in a legal context, which means that
information meets the legal requirements for a justifiable (actionable) lawsuit.

In information technology (IT), actionable intelligence, also called actionable insight, is often spo-
ken of in the context of big data and predictive modeling. In marketing, artificial intelligence (AI)
can help companies shrink the gap between customer intent data and actionable insight by feed-
ing intelligence into customer relationship management (CRM), marketing automation and other
operational tools. This type of holistic approach to gaining insights from customer data can help a
company meet the challenges associated with working with big data and exploit information that
can help make the company more profitable.
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LeanLogistics

ACTIONABLE
INTELLIGENCE
MODEL

Actionable intelligence that helps a company get an advantage in the marketplace is sometimes
referred to as competitive intelligence (CI). The challenge to harnessing the power of competitive
intelligence is how to find information that’s hidden in a data set that’s variable and volatile. One
of the solutions that seem to work best for many companies is to build front-end visualization in-
terfaces that present data in models anyone in the line of business (LOB) can easily comprehend
and follow up on.

Difference between Big Data, Business
Intelligence and Data Mining

Lately, there have been tremendous shifts in the business technology landscape. Advances in cloud
technology and mobile applications have enabled businesses and IT users to interact in entirely
new ways. One of the most rapidly growing technologies in this sphere is business intelligence, and
associated concepts such as big data and data mining.

To help you understand the various business data processes towards leveraging business intelligence
tools, it is important to know the differences between big data vs. data mining vs. business intelli-
gence. We've outlined the definitions of each, and detailed how they relate and compare to each other.

Business Intelligence

Business intelligence encompasses data analysis with the intent of uncovering trends, patterns
and insights. Findings based on data provide accurate, astute views of one company’s processes
and the results those processes are yielding. Beyond standard metrics such as financial measures,
in-depth business intelligence reveals the impact of current practices on employee performance,
overall company satisfaction, conversions, media reach and a number of other factors.

In addition to presenting information on the present state of an organization, the utilization of
business intelligence can forecast future performance. Through the analysis of past and current
data, robust BI systems track trends and illustrate how those trends will continue as time goes on.
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Business intelligence encompasses more than observation. BI moves beyond analysis when action
is taken based on the findings. Having the ability to see the real, quantifiable results of policy and
the impact on the future of a business a powerful decision-making tool.

Ri IONAL EXECUTIVE SALES

Projected Revenue

$962,063

Pending Revenue

$1,222,060

Big Data

The term big data can be defined simply as large data sets that outgrow simple databases and data
handling architectures. For example, data that cannot be easily handled in Excel spread sheets
may be referred to as big data.

Big data involves the process of storing, processing and visualizing data. It is essential to find the
right tools for creating the best environment to successfully obtain valuable insights from your
data.

Setting up an effective big data environment involves utilizing infrastructural technologies that
process, store and facilitate data analysis. Data warehouses, modeling language programs and
OLAP cubes are just some examples. Today, businesses often use more than one infrastructural
deployment to manage various aspects of their data.

Big data often provides companies with answers to the questions they did not know they wanted
to ask: How has the new HR software impacted employee performance? How do recent customer
reviews relate to sales? Analyzing big data sources illuminates the relationships between all facets
of your business.

Therefore, there is inherent usefulness to the information being collected in big data. Busi-
nesses must set relevant objectives and parameters in place to glean valuable insights from
big data.

Data Mining

Data mining relates to the process of going through large sets of data to identify relevant or perti-
nent information. However, decision-makers need access to smaller, more specific pieces of data
as well. Businesses use data mining for business intelligence and to identify specific data that may
help their companies make better leadership and management decisions.
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Data mining is the process of finding answers to issues you did not know you were looking for
beforehand. For example, exploring new data sources may lead to the discovery of causes for fi-
nancial shortcomings, underperforming employees and more. Quantifiable data illuminates infor-
mation that may not be obvious from standard observation.

Information overload leads many data analysts to believe they may be overlooking key points that
can help their companies perform better. Data mining experts sift through large data sets to iden-
tify trends and patterns.

Various software packages and analytical tools can be used for data mining. The process can be
automated or done manually. Data mining allows individual workers to send specific queries for
information to archives and databases so that they can obtain targeted results.

Business Intelligence vs. Big Data

Business intelligence is the collection of systems and products that have been implemented in
various business practices, but not the information derived from the systems and products. On
the other hand, big data has come to mean various things to different people. When comparing big
data vs business intelligence, some people use the term big data when referring to the size of data,
while others use the term in reference to specific approaches to analytics.

So, how do business intelligence and big data relate and compare? Big data can provide informa-
tion outside of a company’s own data sources, serving as an expansive resource. Therefore, it is a
component of business intelligence, offering a comprehensive view into your processes. Big data
often constitutes the information which will lead to business intelligence insights.

Again, big data exists within business intelligence. This means the two differ in the amount and
type of data they include. As business intelligence is an umbrella term, the data that is considered
a part of BI is much more all-inclusive than what falls under big data. Business intelligence covers
all data, from sales reports hosted in Excel spread sheets to large online databases. Big data, on the
other hand, consists of only those large data sets.

LR - L TS o
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The tools involved in the processes of big data and business intelligence differ as well. Base-level busi-
ness intelligence software has the ability to process standard data sources, but may not be equipped
to manage big data. Other more advanced systems are specifically designed for big data processing.
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Of course, in the big data vs BI discussion, there is some overlap involved in the use of compre-
hensive business intelligence systems that are made to handle large sets of data. Most business
intelligence software vendors offer tiered cost models which increase functionality depending on
the price. Big data capabilities may also be offered as an add-on to a BI software system. And that’s
BI vs big data.

BI vs. Data Mining

As previously stated, business intelligence is defined as the methods and tools used by organiza-
tions to glean analytical findings from data. It also consists of how companies can gain information
from big data and data mining. This means business intelligence is not confined to technology — it
includes the business processes and data analysis procedures that facilitate the collection of big
data.

Data mining falls under the umbrella term of “business intelligence,” and can be considered a form
of BI. Data mining can be considered a function of BI, used to collect relevant information and gain
insights. Moreover, business intelligence could also be thought of as the result of data mining. As
stated, business intelligence involves using data to acquire insights. Data mining business intelli-
gence is the collection of necessary data, which will eventually lead to answers through in-depth
analysis.

The link between data mining and business intelligence can be thought of as a cause-and-effect
relationship. Data mining searches for the “what” (relevant data sets) and business intelligence
processes uncover the “how” and “why” (insights). Analysts utilize data mining to find the infor-
mation they need and use business intelligence to determine why it is important.

v @ Soles Quantity
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Big Data vs. Data Mining

Big data and data mining differ as two separate concepts that describe interactions with expansive
data sources. Of course, big data and data mining are still related and fall under the realm of busi-
ness intelligence. While the definition of big data does vary, it generally is referred to as an item
or concept, while data mining is considered more of an action. For example, data mining may, in
some cases, involve sifting through big data sources.
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12 Business Intelligence: A Managerial Perspective

Big data does, by some definitions, include the action of processing large data sets. Conversely,
data mining is more about collecting and identifying data. Data mining will usually be the step
before accessing big data, or the action needed to access a big data source. These two components
of business intelligence work in tandem to determine the best data sets to provide answers to your
organization’s questions. Following the processes involved in data mining vs big data, analysts
can begin evaluating data and eventually offer suggestions for business procedure improvements
based on their findings.
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The practices of business intelligence are not a step-by-step operation. It’s not as simple as mine
for data, complete the big data function of processing the information and perform business intel-
ligence analysis. Analyzing data with the intent of using that data to influence business decisions is
an ongoing, interconnected process. During analysis, a company finds out whether they need new
data or that their current approach is not successful. Necessary adjustments made to your business
intelligence plans along the way will ensure accurate, truly insightful analysis.

What s the difference between Data Science, Data Analysis, Big Data, Data Analytics, Data Mining and Machine Learning?

"""""""
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Additionally, as one purpose of business intelligence is to deliver real-time insight, this will be a
continuing project. Your company will need to be constantly collecting and investigating data to
achieve the most up-to-date information portraits possible.

Business intelligence, big data and data mining are three different concepts that exist in the same
sphere. Business intelligence can be considered the overarching category in which these concepts
exist, as it can be simply defined as data-based analysis of business practices. Big data is mined
and analyzed, resulting in the gain of business intelligence. While these three concepts differ, BI,
big data and data mining all work together to serve the purpose of providing data-driven insights.
They are tools which can lead to a greater understanding of your business, and ultimately more
streamlined processes which increase productivity and financial yield.
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Business Intelligence: Value, Environment
and Processes

The set of strategies and technologies which are utilized by enterprises for the analysis of data
related to business information is termed as business intelligence. It can be used for value creation
in numerous environments. The topics elaborated in this chapter will help in gaining a better
perspective about the varied facets of business intelligence as well as the processes associated with it.

Value Drivers

Corporate management has an ongoing mandate to maximize shareholder returns. But while max-
imizing shareholder value is an important corporate objective, it is not specific and accountable
enough for operating management, who must also know which factors most influence value and
which factors can be most easily affected. We call these factors “value drivers,” and they are the
primary focus of companies that succeed in maximizing shareholder value.

Prioritizing Value-creating Activities

Identifying and managing value driver helps management focus their attention on activities that
will have the greatest impact on value. This focus enables management to translate the broad goal
of value creation into the specific actions most likely to deliver that value.

Paths to value creation Value drivers

Growth drivers

Value creation

(SVA) Efficiency drivers

Financial drivers

How value drivers link to value creation.

There are three categories of value drivers: Growth drivers, efficiency drivers, and financial driv-
ers. companies tend to manage these value drivers in four ways. By focusing on value drivers, man-
agement can prioritize the specific activities that will affect performance in each area.

Examining and defining paths to value creation enables companies to identify and understand
responsibilities by function and level within the organization. This in turn helps managers to focus
their attention on factors that really matter.
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Management level/function Value measurement focus

Executive and senior operating Shareholder value

Marketing, sales

. Growth drivers
Business development

Operations

Efficiency drivers

Financial drivers

Treasury, finance

Aligning management responsibility for value drivers.

We find that most companies manage their business as if every operating factor were equally im-
portant. Most operating managers have a solid knowledge of the variables that impact business
performance and they manage that list aggressively. The problem is that the list of variables is
often too long and may be prioritized against goals other than value creation. Valuable resources
are marshaled to increase market share, maintain pricing, increase distribution, introduce new
products, increase operating efficiency, etc., without a clear sense of what “true” value drivers
are.

There are two easy ways to identify value drivers:
« Value drivers have a significant value impact.

« They are controllable. (For example, commodity inputs maybe important to your busi-
ness, but since they are not easily controlled, they may not deserve significant management
attention).

The Value Driver Matrix illustrates a framework for prioritizing value drivers. The task is to identi-
fy variables that reside in quadrant IV and manage the resources directed at influencing variables
in quadrants I through III.

Value Driver Analysis

Value driver analysis is an important foundation for strategic planning, helping management sort
through their operations to define critical strategic levers. If, for example, growth drivers are im-
portant to a particular firm, management can direct strategic planning to focus on growth strate-
gies. In short, value drivers ensure that strategy is grounded in the reality of operating performance.

Identifying value drivers is a three-step process:
« Develop a value driver “map” of your business.
« Test for value driver sensitivities.

« Test for controllability.
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Manage Value Driver Performance

Once management has built a consensus around key value drivers, they can focus on the logistics
of increasing value driver performance. If, for example, inventory management is a key value driv-
er, management can focus on the system and process improvements that will result in increased
inventory turns. One way to highlight value driver performance is to build measures of this perfor-
mance into the regular performance measurement systems and reward structures of the business.
Management must agree on which value driver measures they want to track and then develop a
regular reporting structure that includes these measures. Management incentives can also be an
effective way to highlight value driver performance. Value drivers can be substituted for other ob-
jectives in annual incentive plans. These can be tailored by function to ensure that managers are
tied to value drivers that they are responsible for managing.

High
\%
Manage actively
Monitor
Key performance
indicators
Management
influence Il 1l
Low priority. Hedge downside
or reconfigure by
changing strategy
Low High
Value
impact

Value driver matrix

Performance Metrics and KPI

A Key Performance Indicator (KPI) is a quantifiable metric that reflects how well an organization
is achieving its stated goals and objectives. For example, if one of your goals is to provide supe-
rior customer service, you could use a KPI to target the number of customer support requests
that remain unsatisfied at the end of each week. This will measure your progress toward your
objective.

KPIs link organizational vision to individual action. An ideal situation is where KPIs cascade from
level to level in an organization. The pyramid has strategic vision at the top, feeding down to spe-
cific actions at the bottom. In the middle you’ll find the KPIs that have been derived from the strat-
egy, objectives, and Critical Success Factors (CSFs) of your organization.

CSFs are the areas of activity in which your organization must perform well in order to be success-
ful. KPIs are the means by which these CSFs can be measured. The actions below the KPIs are the
tasks and projects that you carry out in order to achieve the KPIs.
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How KPIs fit into an organizational structure.

Used well, KPIs support your organization’s goals and strategy. They allow you to focus on what
matters most, and to monitor your progress.

How to Set Organizational KPIs

First, your organization needs to choose KPIs that measure the appropriate activity for each area of
the business. For example, net profit is a standard KPI for an organization’s financial performance.
It’s easy enough to calculate (total revenue minus total expenses), and you know that the higher it
is, the better the company is performing.

Others may be harder to calculate. A customer satisfaction KPI, for example, may require regular,
carefully constructed customer surveys to build the right amount of data. You’d then have to de-
cide what sort of customer satisfaction score represents the benchmark you want to achieve.

Setting SMART KPIs

Whatever the nature of your KPIs, you need to make sure that they’re SMART. This stands for:
« Specific: Be clear about what each KPI will measure, and why it’s important.
» Measurable: The KPI must be measurable to a defined standard.
e Achievable: You must be able to deliver on the KPI.
« Relevant: Your KPI must measure something that matters and improves performance.
« Time-Bound: It’s achievable within an agreed time frame.

When you finalize a KPI, it should fulfill all of these SMART criteria. For example, “Increase new
paid sign-ups to the website by 25 percent by the end of the second quarter of the financial year.”
Ask yourself the following questions to help you to understand the context and define effective
KPIs:

« What is your organization’s vision? What’s the strategy for achieving that vision?

«  Which metrics will indicate that you are successfully pursuing your vision and strategy?
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« How many metrics should you have?
« What should you use as a benchmark?

« How could the metrics be cheated, and how will you guard against this?

Managing your KPIs

When you’re deciding which KPIs to set up, plan how you’ll capture the information you need. Net
profit requires a different set of data than customer satisfaction, for example, and requires access
to different systems. Also, establish who will collect the data, and how frequently. Sales data can
usually be collected daily, for example, whereas KPIs that require data to be collated from a num-
ber of sources might be better measured weekly or monthly.

You’ll need to verify the data, too, to make sure it’s accurate, and that it covers all the requirements
of your KPI.

Communicate KPIs clearly to everyone concerned. If you're responsible for a team or organization-
al KPI, make sure that your reports know how each KPI impacts their work, and that they know
which activities to focus on. You may be able to set up a performance dashboard, or use a balanced
scorecard to measure progress efficiently.

How to Set Individual KPIs

“What gets measured gets done” is a common management saying. If you set a goal around a de-
sired outcome, the chances of that outcome occurring are much higher, simply because you have
committed to managing and measuring your progress toward it.

When you set goals and KPIs with individual team members, make sure that they align with your
team’s overall strategy — which, in turn, aligns with the overall strategy of your organization.

Defining an employee’s goal with an organizational KPI ensures that their daily activities are well
aligned with the goals of the organization. This is the critical link between employee performance
and organizational success.

Here’s an example of how organizational strategy cascades down to an individual team member’s
goals and KPIs:

« Organizational Vision: To be known for high customer satisfaction and superior service.
« Organizational Objective: To reduce the number of dissatisfied customers by 25 percent.

« Organizational KPI: The number of customer complaints that remain unresolved at the
end of a week.

« Team Member’s Goal: To increase the number of satisfactory complaint resolutions by 15
percent in this period.

« Team Member KPI: The weekly percentage difference in complaints handled that result in
satisfied customers, as against unsatisfied customers.
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Using KPIs for Recognition and Development

When you are satisfied that you have meaningful KPIs to measure the performance of your team,
and of your organization as a whole, make sure that the appropriate training, support and incen-
tives are in place to enable your people to perform well.

When you establish your rewards and recognition practices, make sure that they relate directly to
the KPIs you've set, and that you’re not rewarding potentially counterproductive behaviors.

For example, if you want to measure people on how well they deal with customer complaints,
then rewarding them for reducing the number of complaints confuses the message you're trying
to send.

Intuitively, you may feel that the fewer complaints you receive, the better your customer service
must be. But this is not necessarily true: you may be getting fewer complaints because you have
fewer customers, or because your customers can’t access your support services.

Conversely, if your organization wants to attract new customers, then you might have a KPI that
measures how many new customers you gain each week. Depending on the situation, a well-
aligned performance system may reward employees based on the number of new customers they
personally help to attract.

Value Adding Business Intelligence

We can confidently say that knowledge derived from a company’s data can be used as if it were an
asset, as long as senior managers understand that an investment in turning data into actionable
knowledge can have a significant payoff. It is important to recognize that this problem cannot be
solved solely by the application of technology. In truth, the technology must augment a more seri-
ous senior-level management commitment to exploiting discovered knowledge and having a way
to measure the value of those activities.
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Analysis Analysis Analysis Analysis Analysis Analysis Analysis
e Propo O
Manage Enterprise Performance ) ° ) ° ® ) [}
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Align Strategy w/Operational Performance ]
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There are a number of BI analytics that provide business value. Selecting and integrating these
analytic functions depends on the ability to effectively build the underlying information infrastruc-
ture to support the applications as well as the ability to configure reporting and visualization of the
discovered knowledge.

While Business Intelligence (BI) continues to be closely aligned with sales analysis and reporting,
more companies are evolving in their use of it to not only understand, predict and influence the
behavior of their customers, but to plan, evaluate and monitor their supply chains.

BI and Enterprise Performance Management

All manufacturing and distribution businesses today are driving for better performance: higher
returns on invested capital, lower product and overhead costs, better asset utilization, faster
delivery, greater customer retention, higher perfect order rates, reduced working capital needs,
faster product innovation, greater sales and marketing productivity, the list goes on. But it’s
difficult to achieve these goals without having Enterprise Performance Management (EPM) pro-
cesses and applications in place. More manufacturers and distributors are adopting EPM to
help them tie execution to strategy by controlling and managing the full lifecycle of business
decision-making.

EPM crosses departmental boundaries to embrace supply chain, customer management, and
production-based performance management. It drives operational changes and performance im-
provements through continuous business planning, real-time performance analysis against objec-
tives (presenting performance indicators to managers in scorecards or dashboards) guidance on
what should be done when performance variances occur, and continuous response to changing
business conditions.

At a high level, Business Intelligence fosters Enterprise Performance Management through tech-
nology and applications that are designed to help companies:

+ Better understand, predict and influence the behavior of their customers.

« Better plan, evaluate and monitor their supply chains (or operational areas).

Customer Side of BI

« Understand Customer Behavior and Profitability: BI can offer numerous analytical capa-
bilities for measuring customer profitability and for ranking and score carding customers
across a number of areas. This can help companies ensure that their most profitable clients
remain satisfied and their sales and marketing efforts are aimed at retaining and optimiz-
ing the right customers and attracting the right prospects.

« Predict Customer Demand: Business Intelligence can help business planners improve fore-
cast accuracy and the overall sales and operations planning process. This is accomplished
through collaborative forecasting and demand planning applications, open order analysis,
and sales performance measurements.
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Influence Customer Behavior: Customer-focused business intelligence can also help Orga-
nizations’ segment their customer bases for cross-selling and up-selling opportunities. And
when integrated with marketing-focused analytics, they can help users better allocate and
manage their trade funds and promotions in order to influence customer (retail partner)
participation and ultimate end-consumer purchases.

Supply Chain (or Operational) Side of BI

Plan What the Supply Chain Should Do: Today’s more advanced predictive analytic appli-
cations additionally offer statistical forecasting down to the product SKU level. This en-
ables companies to determine safety stock and re-order points more accurately by optimiz-
ing customer service levels and measuring supplier variability with inventory optimization
as the bottom-line result.

Evaluate Supply Chain Performance: By leveraging operational analytics once a forecast
has been generated, supply chain performance can be evaluated in a number of areas such
as Inventory, Purchasing and Manufacturing. Operational analytics also allow organiza-
tions to drive cost reductions on the sourcing side, reduce sourcing cycle time and decrease
assets on the balance sheet by helping them cross-functionally manage spending and their
supplier networks. Plus, the analytics can be used to assess and optimize assets in the areas
of cash, inventory and both warehousing and manufacturing capacity.

Monitor Supply Chain Variances: Because of the increased velocity of the supply chain,
companies are recognizing that planning and analysis must be tightly integrated. As a re-
sult, there’s a growing use of event management (or exception management) to monitor
operational performance against planned performance in real-time with the goal of proac-
tively identifying and addressing any variances that may arise.

6 Levels of Business Intelligence Value

The following 6 Levels of Business Intelligence Value depict types of analytical capabilities and
their related value. The potential is huge.

High What will happen? wﬂ
Prescriptive When will it happen? Potential outcomes based
Why will it happen? on complex interactions
Predictive
Based on historical data, what Predictive Statistics
Forecasting might happen? Patterns and trends based
g Based o? what happened, on behaviors and
_a what’s likely to happen? relationships
0 o Monitoring
€
o
o
Analysis
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Low Business Value High
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Use Cases for Business Intelligence

Everyone is searching for new ways to turn data into monetized data assets. Everyone is looking
for new levers to extract value from data. But data ingesting and modeling is simply a means to an
end. The end is not just more reports, dashboards, heatmaps, knowledge, or wisdom. The target
is fact based decisions, guided machine learning and actions. Another target is arming users to do
data discovery and insight generation without involving IT teams so called User-Driven Business
Intelligence.

In other words, what is the use case that shapes the context for “Raw Data -> Aggregated Data ->
Intelligence -> Insights -> Decisions -> Operational Impact -> Financial Outcomes -> Value cre-
ation.” What are the right use cases for the emerging hybrid data ecosystem (with structured and
unstructured data)?
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Data Visualization

Data Mart
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Enterprise Data Discovery
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The New Digital HYBRID DATA Consumer Machine P
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> v

Hadoop Operational

Systems
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Use Cases by Industry or Function

Many organizations flounder in their Analytics, Data Science and Big Data efforts not because they
lack smart talented people or analytics capability but because they lack clear objectives, leader-
ship, experimental mind set or multi-year roadmaps in converting noisy hybrid data into useful
signals. Starting with a clear objective is essential in order to pick the right tool to solve the right
problem. Some clarity is necessary to drive proof of concepts or even select a technology stack to
experiment with.

Big Data Analytics promise enable “data monetization” through more timely more accurate, more
complete, more granular, more frequent decisions. So, what exactly are the types of business prob-
lems big data analytics likely to solve.

Industry Specific vs. Process Specific use Cases

» Healthcare Providers: The challenge for hospitals, especially as cost pressures tighten, is to
treat patients more efficiently, while improving quality and risk KPIs. In care coordination
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and home-care services, machine and instrument data is being increasingly leveraged to
track and optimize treatment, patient flow, and equipment use in hospitals. It is estimat-
ed that a 1 percent efficiency gain could yield more than $63 billion in global health care
savings.

« Insurance: Individualize auto-insurance policies based on vehicle telemetry data. Insurer
gains insight into customer’s driving habits delivering: More accurate assessments of risks;
Individualized pricing based on actual individual customer driving habits; Influence and
motivate individual customers to improve their driving habits.

« Travel: Optimize buying experience through web/mobile log and social media data analy-
sis. Travel site gains insight into customer preferences and desires; Up-selling products by
correlating current sales with subsequent browsing behavior Increase browse-to-buy con-
versions via customized offers and packages; Deliver personalized travel recommendations
based on social media data.

« Gaming: Collect gaming data to optimize spend within and across games: Games compa-
ny gains insight into likes, dislikes and relationships of its users; Enhance games to drive
customer spend within games; Recommend other content based on analysis of player con-
nections and similar “likes” Create special offers or packages based on browsing and (non-)
buying behavior.

» Predictive Maintenance using sensors (or motes): For instance, high-end cars use telem-
etry to know that an engine part is likely to break down before it actually does, based on
the vibration or temperature patterns, a technique known as predictive maintenance. The
idea is that a part does not fail all at once. Instead, it deteriorates over time until it eventu-
ally breaks. By monitoring the part real-time, you can spot problems before they become
obvious.

« Energy Management: Many firms are using big data for energy management, including en-
ergy optimization, smart-grid management, building automation and energy distribution
in utility companies. The use case is centers around monitoring and controlling network
devices, manage service outages, and dispatch crews. It gives utilities the ability to inte-
grate millions of data points on network performance and let engineers use analytics to
monitor the network.

The Organizational Business Intelligence Framework

A major part of the success of a business intelligence program is the approach or methodology
used to implement the framework and the related components. For example, if the approach used
is one that simply constructs a data mart to support a specific set of business functions with no
consideration for the organization strategic direction, scalability or maintainability, this business
intelligence solution will certainly become a prime candidate for an expensive re-engineering proj-
ect once those same business functions outgrow the application.
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Incorporating key activities in the Software Development Life Cycle and the use of an architectural
framework can implement business intelligence programs that are scalable maintainable and is
aligned with the enterprise strategic direction-and of course, with documentation playing an inte-
gral part of the approach. Each phase should produce documentation that is used as a method to
obtain signed approval to end one phase and begin the next.

Business Intelligence Framework I

Data

Exgact Warehouse

Transform
Load

I ' -B;etada;a- ]

Getting data in (data Getting data out (data
warehousing) warehousing)

One of the most important activities is conducting an initial assessment. This assessment has
two components to it; business and IT. The purpose of the assessment is to identify the business
needs and the impact that a business intelligence solution would have on the organization. It is
an effective way to identify the amount of time, cost and risk to the organization. It also provides
the justification for business intelligence. This is a huge plus as it enables continued executive
sponsorship.

Initial Assessment

The IT assessment is a complete evaluation of the current infrastructure. This answers the
question “Does our organization have the tools and infrastructure to facilitate a BI solution?”
The answer is in the results of a readiness assessment of the organization’s ability to support
a business intelligence framework and the related applications and solutions. The readiness
assessment should include a detailed review of the hardware, BI and database software and
operating system.

With this information, the team has everything it needs to produce a high level conceptual design
of the BI architectural framework and an executive summary of the assessment. These artifacts are
the important business and IT drivers for the remaining activities in the SDLC.

Planning

Planning is the next set of activities that puts the BI framework in place that really and truly, puts
everything in motion. It is within this phase that the scope is clearly defined into sufficient detail
that sets the expectations of senior management and in essence gets all members of the team to a
common understanding of the goals of the project.
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Once the scope has been defined and accepted by all members of the team complete with signed
approvals, the next step is to define roles and responsibilities needed to complete the BI project.
These roles and responsibilities should include both business and IT. It is very important that
these roles are defined such that all is taken into account from a budget and time perspective. This
task also facilitates the communication protocols for everything from project status reporting to
incident management. These roles should include but are not limited to business stakeholders and
sponsors, business SMEs, business analysts, architects, DBAs, infrastructure engineers, ETL de-
velopers, BI developers (should be specific to the software solution such as COGNOS, SQL Server
SSAS, Business Objects, etc) and project managers.

Also in the planning stage, depending on the level of BI maturity in the organization, a training
assessment should be conducted to gain an understanding of whether training is required for the
BI suite of tools being deployed into the organization. This assessment has direct impact on cost
and time lines as well.

The end results of the planning phase should be a fully fleshed out project plan with assigned re-
sponsibilities and time lines with alignments to the detailed budget for the project.

Requirements Gathering

With the project plan and budget approved, the functional and non-functional requirements are
defined. The functional requirements are the articulated business needs that must be met with
this BI solution. It is within these work sessions that requirements related to various types of
reporting (ad-hoc and canned), the need for dashboards, key performance indexes (KPIs) and
presentation displays are gathered and documented. Metadata management activities are a part
of the requirements gathering process as it relates to the business context definitions of data. Also
included in the requirements gathering from a business perspective is identifying the data sources
that will be used to populate the data mart that will be the supporting data layer for the BI solution
(in most cases). Ideally, the identification of these data sources should mainly be contained in the
Data Warehouse. This is an important component. Why? Because if the data for the BI solution
is sourced from the Data Warehouse, there is a high level of confidence in the quality of the data
and minimal use of an ETL solution. If, however the data sources are disparate then the opposite
holds true.

Non-functional requirements includes gathering information related to security, an essential and
integral part of the BI solution. It is extremely important that the information being delivered is
being consumed by authorized users only. Remember, each and every solution/application within
the organization must survive an internal or external audit. Think Sarbanes-Oxley and HIPAA.

Other non-functional requirements include the definition of infrastructure needs as it relates to
hardware, software and network components. These requirements should address the needs of a
BI solution in terms of server memory configuration, use of SAN/NAS for storage, number of CPUs
per server and parallel processing capabilities.

Once all this information and data has been compiled, a business requirements document is pro-
duced that frames the context of the business and IT requirements related to the BI solution that
are in scope of the project.
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Design Guidelines

The purpose of the design phase is to translate the business requirements document into design
specifications. These specifications will be used as the blueprint for constructing the solution.

However, in designing a BI solution, there is a further refinement of the requirements as it relates
to the type of data models that will be designed to deploy the data mart. This means that based
on the business needs for reporting and the BI solution proposed, design decisions are made on
whether a star schema or snowflake schema or hypercube be used as the supporting data layer
for the application. Factors that weigh heavily in this decision are primarily related to the type of
BI reporting. For trending, drill through, slice and dice, and analytics, then use of the hypercube
works best. However, caution here, loading of the hypercube is resource intensive and complex
and should be factored into the availability SLAs. So each design decision does have its tradeoffs;
choose wisely.

Other design components within this phase include major enhancements to the security frame-
work. This is often sensitive data. Only the users meant to view specific sets of information should
have the required permission. Also included are infrastructure enhancements related to storage,
server and network configurations.

The document created that captures the output and results of this phase are the Technical Design
Specification.

Construction and Deployment Guidelines

The construction phase is just that. It is constructing, creating or installing the components
that have been presented for the BI solution. However, before the actual construction can be-
gin, the details of the Technical Design Specification should be reviewed with all members of
the business and IT teams to ensure that there is a common understanding of all components
of the BI solution. All work efforts should be focused on building the components of the BI
solution. This includes the creation of the data models, the database or hypercube develop-
ment of the application and presentation layers, installation and upgrade of the hardware and
software.
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Analytical Information Needs and Information Flows

“Analytics” is a critical component of enterprise architecture capabilities, though most organiza-
tions have only recently begun to develop experience using quantitative methods. As Informa-
tion Technology emerges from a scarcity-based mentality of constrained and costly resources to a
commodity consumption model of data, processors and tools, analytics is quickly becoming table
stakes for competition.

The emphasis of analytics is changing from one of long-range planning based on historical
data, to dynamic and adaptive response based on timely information from multiple con-
texts, augmented and interpreted through various degrees of quantitative analysis. Analyt-
ics now permeates every aspect leading organizations’ operations. Competitive, technological
and economic factors combine to require more precision and less lag time in discovery and
decision-making.

For example, operational processing, the orchestration of business processes and secure cap-
ture of transactional data is merging with analytical processing, the gathering and processing
of data for reporting and analysis. Analytics in commercial organizations has historically been
limited to special groups working more or less off-line. Platforms for transaction processing
were separated for performance and security reasons, an effect of “managing from scarcity.”
But scarcity is not the issue anymore as the relative cost of computing has plummeted. Driven
equally by technology and competition, operational systems are either absorbing or at least
cooperating with analytical processes. This convergence elevates the visibility of all forms of
analytics.

Confusion and mistakes in deploying analytics are common due to imprecise understanding of the
various forms and types. Uncertainty about the staff and skills needed for various “types” of ana-
lytics are common. Messaging from technology vendors, service providers and analysts is murky
and misleading, sometimes deliberately so.

The scope of analytics is vast, ranging from the familiar features of business intelligence to the
arcane and mysterious world of applied mathematics. Organizations need to be clear on their ob-
jectives and capabilities before funding and staffing an analytic program. Predictive modeling to
dramatically improve your results makes for good reading, but the reality is quite different. The
four types are meant to help you understand where you can begin or advance.

These categories are not hard and fast. Some activities are clearly a blend of various types. But
the point is to add some clarity to the term “analytics” in order to understand its various use
cases.

Information Flow

To determine how raw information becomes technical content, you need to understand and map
the flow of information. Typically, you work backward from the final information product to deter-
mine the original data sources for text and graphics.
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The information sources are the items at the top of the flowchart. You can further refine this in-
formation by specifying who is responsible for each step in the process and when responsibility is
handed off from one group to another. For example, in some organizations, engineers write content
drafts and give those drafts to the technical publications group so that they can “make it pretty.”
In other organizations, technical communicators write content independently with minimal input
from the engineering team. Some organizations use a hybrid approach: perhaps the technical com-
municators write user documentation and the engineers write systems documentation. It is import-
ant to understand how information flow is currently working and where the problem areas lie.

According to the authors, reviewers are lazy delinquents who give content only a cursory glance
but try to prove that they did read the information by nit picking the comma usage, usually
incorrectly. According to the reviewers, authors tend to inundate them with 300-page docu-
ments, due back in two days, and delivered with no advance notice exactly at the busiest point
in the release cycle. Both parties complain about inefficient, annoying processes for marking
up documents with comments (reviewers) and integrating comments into the source content
(authors).

The distinction between technical content and information products is not always present. In
many web-based tools, for example, content is stored in its final form. In most publishing work-
flows, however, there is a transition between a source content format (maybe XML) and a delivery
content format (HTML or PDF).

As you examine the information flow, the goal is to identify bottlenecks and inefficiencies so that a
new process can improve upon the current workflow. For example, one common recommendation
is to eliminate any content duplication via copy-and-paste and instead carefully manage reusable
information. Speeding up the update process so that published information products are current
is a priority for many organizations. And often, the integration of a localization workflow into a
previously monolingual process is a challenge.

Other considerations may include existing tools, skills, and corporate culture. Staffs who have
lots of experience with print production may find a transition to automated document creation
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annoying—they like having the ability to tweak page breaks. If your corporate culture glorifies
last-minute heroics rather than careful planning, you cannot implement a workflow that requires
multiple formal signatures on reviews. (By contrast, if you are in a regulated industry, it is unlikely
that you can avoid formal review and approval cycles).

The analysis goal is to develop a solution that:
» Streamlines the flow of information throughout the organization.
« Supports efficient content creation and delivery (which reduces costs).
« Maintains or improves the quality of the information delivered to customers.

« Provides an authoring environment that is appropriate for content creators.
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Information processing is the manipulation of data to produce useful information; it involves
the capture of information in a format that is retrievable and analyzable. Processing information
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involves taking raw information and making it more useful by putting it into context. In general,
information processing means processing new data, which includes a number of steps: acquiring,
inputting, validating, manipulating, storing, outputting, communicating, retrieving, and dispos-
ing. The future accessing and updating of files involves one or more of these steps. Information
processing provides individuals with basic skills to use the computer to process many types of
information effectively and efficiently. The term has often been associated specifically with com-
puter-based operations.

Information Flow Analysis

When timing information is added to the specification of a Multi-Level Secure (MLS) system, it
may reveal new information flow: if a classified entity, High, can modify the response time of an
unclassified entity, Low, and Low can reliably deduce that the change in its response time is caused
by High, High can use this as a mean to transmit illicit information to Low. This timing based
information flow leakage is often called a covert-timing channel. As illustrated in figure, a covert
(timing) channel has a transmission ¢ycle which consists of a sender—receiver synchronization (S—
R) period, a transmission period and a feedback period. During the S—R period, a sender (High)
will notify a receiver (Low) that it is ready to transmit new information. However, the S—R period
may not be necessary if the sender and the receiver have some prior agreement (e.g. every t units
of time, new information is transmitted). In this paper, we assume there exists a prior agreement
between the sender and receiver. Therefore, unless stated otherwise, it is assumed that there is no
sender— receiver synchronization (S—R) period. If we assume there is an unreliable communica-
tion channel between a sender and a receiver, a feedback period must exist to establish reliable
communication. Without feedback, the sender is unaware if the receiver has observed the intended
information and does not know when to start a new transmission.

Numerous papers have presented covert-timing channel (real-time information flow) analysis for
various MLS systems. We are specifically interested in real time systems where time plays a fun-
damental role and thus timing information must be included in system specifications. Previously,
formal frameworks such as timed process algebra or timed automata were used to model timed
behaviors of real-time systems and to specify security policies for preventing illicit information
leakage through covert timing channels. For the analysis of information flow security in non-real-
time systems, a trace-based possibilistic formal framework or model has been quite popular. In the
trace-based possibilistic model, the non-timed behavior of a system is modeled by a set of traces,
where every trace represents a possible execution sequence of the system and nondeterministic be-
havior is modeled by the possibility of different execution sequences. In the possibilistic model, sys-
tem specifications do not require probabilities with which the different possible execution sequence
will occur. In this paper, we present a new trace-based possibilistic framework which allows us to:

1. Formally specify traces (histories) of timed actions of real time tasks running under a re-
al-time scheduling algorithm.

2. Define security policies which specify how real-time tasks should behave against co-
vert-timing attacks.
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3. Formally show, if a system running under a real-time scheduling algorithm satisfies the
proposed security policies, that the system can achieve a high level of real-time informa-
tion flow security. This satisfactory relation between a system specification and a security
policy can reveal that the schedule of tasks generated by a real-time scheduler could leak
information through a covert-timing channel.

4. Compare the proposed security policies in terms of their relative strength and specification
characteristics.

Approach to a Formal Framework

Designating the level of abstraction to specify timed behaviors of a real-time system is crucial
in our approach. A real-time system should function as follows: when multiple tasks arrive at a
scheduler for execution, the way in which scheduling priorities are assigned to tasks (if a schedul-
ing algorithm is priority based) and the way in which a task is scheduled to execute on the CPU are
determined by the type of a scheduling algorithm in use and the (timing) constraints imposed on
task executions. Thus, we model a real-time system as a set of tasks which execute according to a
scheduling algorithm to meet their timing constraints. In this paper, we assume that a set of tasks
consists of tasks with different security levels, e.g. a high-level (classified) task TH, a low-level (un-
classified) task T,, and a third party1 (trusted) task T . The system model we employ throughout
this paper is a trace or history-based model, i.e. the timed behavior of a system is modeled by a
set of traces where every trace represents a possible timed execution sequence of a real-time task
running in the system.

Transmission cycle

Receiver—Sender
Synchronization
(Feedback)

Sender—Receiver | Receiver observes
Synchronization a symbol

Time

S—R Period Transmission Feedpack
Period Period

A symbol A symbol
transmitted received

Transmission cycle of a covert-timing channel.

In order to accurately define real-time information flow from High to Low, we first need to specify
what Low can observe and what it can reliably deduce from its observation, as well as how High can
affect Low’s observation. As shown in figure, the model assumes Low is able to assess the response
time (the time between the submission of its task to a system and the output event notifying that
it is completed) of a low-level task; however, we assume that there is a limit to how accurately Low
can record time. Our assumption is that Low cannot measure the time between any two occurrenc-
es of context switch. When a high-level task T, preempts a low level task T, while T, is running,
or TH locks a resource shared by TL, thereby blocking an execution of T|, the response time of T,
is affected. The delay or change of the response time of T, could be used as means of transmitting
illicit information. Note that a third party (trusted) task T, can also affect the response time of T in
the same way that T, affects T, . In our formal framework, the existence of covert-timing channels
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means that, upon observing the response time of a low-level task, Low can reliably deduce a se-
quence of timed actions or traces performed by a high-level task.

Real-time Systems

Abstract Model of Real-time Systems

We assume that a real-time system consists of the following components:

A set of computational real-time tasks that compete for shared resources. These real-time
tasks are typically assumed to be software processes or threads.

A run-time scheduler (or dispatcher) that controls which task is executing at any given
moment.

A set of shared resources used by real-time tasks. These shared resources may include soft-
ware variables, data bus, CPU, mutual exclusion control, variables, and memory.

Lifecycle of Real-time Task

In a real-time system, which supports the execution of concurrent tasks on a single processor, a
task can be defined as being in at least six different unique states:

Running state — A task with highest priority enters this state as it starts executing on the
processor.

Ready state — A task in the ready state is ready to run but cannot because a higher priority
task is executing.

Blocked state — A task enters the blocked state if it has requested a busy (unavailable) re-
source or has delayed itself for some duration.

Null state — A task has not been submitted to a scheduler.

Activation state — When a task in the null state is submitted to a scheduler for execution,
the task becomes activated.

Termination state - When a task finishes its computation, it terminates; the task state
changes from the termination state to the null state.

TH
Hi, Multi-Level Secure H ou
N. Tn Real-time system
mn (scheduler) N ou
-“““““"1_“;: - e - - - I
L in L out
lﬂ Response time
A task submitted A terminating event observed .
. . Low entity
and activated and respone time measured

A system model — task arrival & termination.
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Response time

E dispatching unblock :
activate l
ivi :
preemption Terminate

Minimum state transition diagram of a task.

A task moves from one state to another according to the state transition diagram shown in figure.
When a real-time task arrives at a run-time scheduler for execution, the task becomes activated.
The task is placed in a ready queue and turns to the ready state. The queue is ordered according to
the particular run-time scheduling algorithm in force. The task at the ready queue is released for
execution and enters the running state. While the task is in the running state, it can be preempted
by the arrival of another task with a higher priority. Once preempted, it moves back to the ready
state. The running task can also move to the blocked state when blocking on a shared resource
occurs or the task delays itself for some duration. A blocked task remains blocked until the blocked
resource becomes available or an event (signal) the task is waiting for occurs. When the task is no
longer blocked, it moves to the ready state, or it moves directly to the running state by preempting
the currently running task if it is the highest priority task. Note that figure shows only the mini-
mum state transition diagram of a real-time task.

We can represent the state of a task using six different atomic propositions (boolean vari-
ables). Let |, be a task with the unique identifier id. Then, the different atomic propositions
are B(T,,)), act(T,,), ready(T;,,), block(T,,), run(T,,) and term(T,,), which describe T,, being null
(T, has not been submitted to a scheduler), activated, ready, blocked, running, and terminated,
respectively.

Timed Kripke Structures (TKS)

We choose to use the Timed Kripke Structure (TKS) to describe timed behaviors of real-time tasks-
running under a scheduling algorithm for the following reasons:

« Since TKS is a simple extended version of a state transition system where each transition
is labeled by an integer number which denotes the time required to move from one state
to another, it is easy to specify a timing constraint between two consecutive actions per-
formed by a task. From TKS, it is also easy to obtain the execution traces (histories) of
real-time tasks.

« With TKS, we can easily specify actions performed simultaneously3 by (independent) re-
al-time tasks, e.g. simultaneous arrival of independent tasks at a scheduler.

« Formal verification (model checking) of timed properties of a system over TKS is relatively
efficient.

TKS is an extended version of Kripke Structure (KS). Formally it is defined as follows, where N is
the set of nonnegative integers.
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Timed Kripke Structure of a system is a tuple M = (4P, S S,,, R, L), where:

» AP s afinite set of atomic propositions,
» Sis a finite set of states,

S,

° init

< S is a set of initial states,

R

° init

< SxN xS isasetof transitions. A transition (S,,d,,S,,,

)€ R isdenoted S, —“—S,,,

by where d. is the duration of execution in the state s..

. L:S—2" isalabeling function; for any states, L(s) < AP is a set of atomic propositions
that hold on s.

The difference of TKS from KS is that in TKS R — S x N xS is a finite set of transitions labeled by
a non-negative integer, called the duration of the transition, whereas KS has no duration.

A (computation) path in a TKS is an infinite sequence of states S;—2— S, —%—....such that

(S,,d., S,

i+l

)€ R forall 0. A finite sequence of transitions S b5 —%5|8,....S, in TKS is

called a finite computation path.

Timed Computation Tree
In KS, a computation path is formed by designating state sR as initial and then unwinding the KS
into an infinite tree with the designated state s, as the root. Thus, for any KS and state s, S, there
is an infinite computation tree with root labeled sR such that (S, S,

i+1
onlyif (S,,S,,,) € R inKS.

i+1

) is an arc in the tree if and

The same concept is applied to TKS to construct a Timed Computation Tree. The Timed Compu-
tation Tree can be constructed by unfolding TKS into an infinite tree. Similarly, for any TKS and

state s, €S, there is an infinite computation tree with root labeled s, such that (Si ,d,, S,

1) isanarc
in the tree if and only if (S,,d,,S,,,) € R in TKS.

i+1
System Model
Labeling States to Model Timed Behaviors of a Task

It is important that a state s, of TKS should be properly and consistently labeled to model timed
behaviors of a task. We assume that a real-time system has a set I, of tasks which constantly
change their task states according to a run-time scheduling algorithm A. The task state of each task
T,, running in a system is described by an atomic proposition P, € A,,, , where,

AP, ={®(7;d), act(]}d),ready(ﬂd),block(ﬂd), run(]}d),Term(Y;d )}
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For all states S,€S,L(S,) contains the proposition B, € AP, for each task 7,,;L(S,) has the fol-

lowing form if there are n number of tasks running concurrently under scheduling algorithm A, i.e.
I, ={T}id e{l,....n}} and AP=U, AP, :

lde{l ........ n}

L(sA

1

)=P,lide{l,...n} AP, € AP, }

A state s, of TKS progresses to the next state s, if one or more tasks T, in T, changes their task
states, i.e. P, € L(s;)# P}, € L(s,+1); for the remaining tasks with no change in their task states,

1

their atomic propositions at the current state s remain the same as at the previous state s..

Let s, be a state with the duration of d > 0 units of time and se be a state with zero duration
(d = 0). We call an atomic proposition P, an action of a task T, if P, € L (s p ) . An atomic proposi-
tion P, is called an event of a task T, if P,y € L(s, ) . An execution step of a task is represented as an
interleaving sequence of actions and events. We denote an action P, € L(s, )of T,, which requires

the task to take d>0 units of time by P.{' . For example, run (T, )¢ is used to represent the execution

of T, for d units of time.
An event of a task is used to describe the following incidents:

1. The event of task activation: a task is activated and placed in a ready queue. There are two
cases to consider. The first case is that a task is activated immediately after the system starts

(at time zero). The second case is that a task arrives and is activated while other tasks are
0
running. Let si e S,i> 0, and soeS, .. The first case is expressed as s, —s,..., where act
d 0
(Ty)eL(s,),andready(T,)e L(s,). The second case is denoted by —s, —s,, —>0's,,...

where d>0, &(Tid) e L(s ), act (T,)eL(s,,) andready(T,)eL(s,,).

i+l

d 0
2. The event of task termination: task termination is expressed as—s, —s., —0s,,...,

where d > 0, run (T, ) e L(s, ), term (T, ) e L(s,,,) and@(Tid)e L(s,,,).

3. The event of an immediate release® (execution) of a task T, after it is activated: this imme-

0 0
diate release of T,; is expressed in TKS as follows: —s, —s,., —0's,,,..., where~i1>0, act

(Ty)eL(s;),ready(T,)e L(s.,) ,andrun(T,)e L(s,,).

In summary, run (T,,) and block (T,,) are always used to represent an action of a task, and act
(T,)) and term (T,,) always denote an event. The atomic proposition ready (T,,) is used as an
action to describe a delay before execution or as an event to describe the immediate release
(execution) of a task. The atomic proposition J (T,,) is used as an action to denote the passage
of time during which a task is in the null state or as an event to denote a task being null in a
state s_eS.
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Example: Assume /7, =]{T,,T;;,T, } The set 7", of tasks is assumed to share no resource between

them (no task can be blocked on a busy resource but can delay itself for some duration) and exe-
cutes according to the timing diagram of figure. There are a few things worth noting in the timing
diagram: at time 5, T, delays itself for three units of time and T, in the ready queue experiences a
delay of one unit of time before execution. At time 6, T, begins executing. At time 8, T, preempts
T, and begins executing, and T, moves back to the ready queue. We construct the corresponding
TKS as shown in figure.

Real-time Trace

We define a (real-time) history of a system as:

dy  d,
Definition: For a computation path 7 — s, —s, >0 s,...,s, in TKS, a history 7(r) is an ordered

sequence of sets of atomic propositions, 1= 0, where the set L(s;) holds in state s, for d, units of
. . d, d, d; dn
time. Thus, we denote a history t(r) by 7(7r)=L (SO) , L (sl) L (si ) ..L (sn) .

A history t(n) describes timing behaviors of a set /7, of real time tasks. For convenience when
d.=0, we omit di from the history. To obtain a real-time behavior of an individual task T, from a

history, we introduce a restriction operator | .

d;
Definition: Let T(ﬂ'):L(So)do L(s, )d' L(si) WL (s, )d”. We define r(;r)| o as an ordered se-
quence of propositions pi € AP, with a superseriptd,, i > 0, formed by extracting pi from each
L(s;); thus, 7()|,, = py'.p"....py, where pie AP, and pie L(s,). We call 7(r)|, a trace of

an individual task T,,. The same consecutive propositions listed in a trace can be simplified as

d, _ d,+..+dy

Py e Pl = P

(‘Task

activation Tw ' ' ' — T — ' ' L time
Task

termination Ty

Timing Diagram.

, wherep,,,...=p,,, .

Definition: D(z(r) | ) denotes the cumulative duration of the trace 7, |id of an individual task T,

D(T(”)Ld) :Zdi’Where T(ﬂ')|id =Py
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Example: Let 7; be the computation path shown in figure. Then, the history 7(7,) is:
t(n,) ={act (T,),D(T, ),act (T,)}...{ready (T,)),D(T, ), ready (T,)}
{run(T,),D (T, ) ready (T,)) ...{term (T,)), act (T, ), ready (T})}.
(D(T,),ready(T,,), ready(T,)}...{ready (T,,),run(T,, ), ready (T,)} .

(D(T),block (T,,), ready(T,)} .{D(T,),D(T,, ),term (T})}.

The trace of T, is:

7(7,) =act(T, ) ready (TL ) ,ready (T, )*...ready (T, )-ready (T, )
-ready (T, )’ ready (TL )1 ,run (T, )*.ready (T, )’ -ready (T, )
tun (T, )* term(T, ),  =act(T, )-ready (T, )"
run (T, ) * ready (T, )M -run (T, )2 .term (T, )

= act (T, )-ready(T, )’ -run (T, )*-ready (T, )*-run (T, )?
term (T))

Furthermore, D(z(r,) | )=0+6+2+3+2+0=13. In this example, D(z(r,) | ,)is the response

time of T, since r(;r])| , represents a sequence of events and actions occurring during the time
between act (T,) and term (T)).

We introduce a function RUN which takes a trace r(;z)| ¢ of T, as an input and returns an execu-
tion trace of T,, revealing only act (T,,) and run (T,,) from r(7r)|i 4 - High uses the execution trace
RUN 7(7) | .4 as the means of transmitting illicit information to Low.

Definition: Given a trace z-(;z)| .4 » the execution trace RUN- 7(r) | « 1s obtained by removing all the
propositions except act (T,,) and run (T,)) from z'(7r)| ., and adding a notation J n, right after act

(T,)) to denote the activation time of T,;. Thus, RUN- 7(7) | .« has the following form:

<>.» if 00 run (T, )is enabled in 7(7)|,,;

RUN(r(ﬁ)Ld) = act(Tid)i« n,. run(T, )k1 act(Tid)i n,. run(T, )k2 ;

. .act(Ty )y np.run (T,)" ..., otherwise.

! n, used in act (Ty) 1 n, denotes the time n, of the i" activation of T, . If T,, is a periodic task with
period p, n, =n. + p. k used in run (Ti d )k‘ ki denotes the total execution (run) time of T,; during

the i activation interval. We call RUN (z(x) | o) the run trace of T,,..
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Example: Let T(”1)|L be the trace of T , i.e. T(7Z'1)|L = act(T)).ready (T,) ¢.run (T )2.ready (T )3.run

(T))2term (T)). T, is activated at time 0 and has only one activation interval (not a periodic task).
In addition, during the interval, the total execution time of T, is 4 units of time since there are two

runs (run(T,)? and run (T,)?) in(z(7) | «a) - Then, the run trace of T is:

RUN(r(ﬂ')|id)-act(Tid)~Lo. run(Tid)act(Tid)2 . run(Ticl )2
=act(T, ) ¥ n,.run (T,)".

LETRUN=(z(7)|)=act(T,) ¥+ n, -run(T,)" -act(T,) { n, -

run (T, )" ... and RUN (z(7")| ) = act (T},) dn! -run(T,)" -act(T,) ¥ n).

Definition: , ,
run (T, )*... Any two run traces RUN(T(;Z)Ld) and RUN(z (7 )|id) are

equivalent if Vie {1,2,.}.n, =n/ Ak, =k].

Real-time Information Flow Security Policies

We provide the general model which can describe the timed behaviors of the set I', of concur-
rently running tasks. In this section, to specify real-time information flow security policies, we

restrict (simplify) our assumption in such a way that the set I' , consists only of three tasks with
different security levels. Our restricted assumption is thatI" ={TH, T,, Ty},, where T,, T,, and
T, denote a high-level task, a low-level task, and a third party task, respectively. A tuple M of
TKS is used to model all possible timed behaviors of the set I", ={T s Ly Ty } ,of real-time tasks
running under a scheduling algorithm A, i.e. M = (AP, S, S.

init?
L(s)={P, € AP,, B, € AP,, P, € AP,} and AP =U,_ AP, .

R; L), where, for every state s € S,

(H,L,N}

Finite Timed Computation Tree (TCT)

For real-time information flow analysis, which is assumed to have a zero sender—receiver (S—R)
period, it is important to trace the sequence of state transitions made during a transmission
period. In our context, the transmission period means the time between the activation and
the termination of T,. We assume that, during the transmission period, T, always terminates
(in order for Low to observe a response time). Thus, in our model, the timed behavior of a re-
al-time system during the transmission period means a collection of finite computation paths

p (each path p consists of an inter leave of actions and events of the set 7, of tasks) occurring
during the time between T, ’s activation and termination. The computation path p is formed by

designating state s,€S, as initial and then unwinding TKSM into a finite tree wM with the des-
ignated state s, as the root and a set F of multiple states as leaf nodes, where act (7, ) e L'(s, )

and F= {s ; |s ;€S Nterm (T,)eL (s ; )} . We call @M the finite Timed Computation Tree (TCT)
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d[
of TKSM. @M consists of one or more computation paths. The computation path 7 =5, —>...s,

of @M is denoted by 7 = [Si ...sf] , where act (7, ) e L'(s, ) and sfe F. Therefore, the finite Timed

Computation Tree @M represents all possible sequences of actions and events of a set 7~ of tasks

occurring during the transmission period. The activation time of T, is a reference point for the first
activation time n_of T,. If T, is activated before or at the same time as T|’s activation time, we use

n, = 0 (the run trace of T, starts with act (7}, ) 1, . If TH is activated m units of time after T,’s acti-

vation time, 7, = m (the run trace of TH starts with act(7},) ¥,,).

{run(Ty), {0(Ty), {0(Ty),  {0(Ty), {o(Ty), {0(Ty),
0(T), run(Ty), block(T ), block(T,),  run(Ty), O(T,),
ready(T,)} ready(T,)}  ready(T,)} run(T.)} ready(T,)}  run(T,)}
1 2
Q 000, @
0 2 Q N 0o N
ONNNOS
{ready(Ty), {term(Ty), {O(T,), {0(T ), {0(Ty),
O(T,;), act(Ty,), ready(T ), term(T ), O(T,,),
ready(T,)} ready(T,)} ready(T,)} ready(T,) } term(T,)}
0
Lact(T ),
@ O(Ty;),
a,r:t(TL)}
TKS with labels.

Notation
To specify real-time information flow policies, we use the following notations:
1. Pdenotes a finite computation path 7 from root s, to a leaf node s, € F of oM,

i.e.pzzz[s,...sf] We call r a complete path inwM . In addition, PATHS,_, de-

notes a set of all possible complete paths inwM, i.e. PATHS ,, ={p| pzﬂ[S,...S f],
act(];d)eL(Sl),sfeF}.

2. (r) prepresents the history of a complete path p.

3. R, ={D(r( p)|L) pE PATHSwM} is a set of all possible response times of T, which Low

can observe.

We need to define all possible execution behaviors (run traces) of T,,. Additionally, we need a way
to express which run trace(s) of T, is/are responsible for a particular response timef e R ,, .

Definition: The timed behavior set RT" RT 'Z of T, is defined as a set which contains all possi-
ble run traces of complete paths taken byT, in ,,, , ie. RT" ={RUN(t(p)|,)p € PATHS,,, .
RTTA can be thought of as a set of all possible timed behaviors of T, which can affect

the response time of T,. The response time specific behavior set RT::A (t) of T, RT::A
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(1)< RT;; , is a set of run traces which is responsible for the response time se R , of T, i.e

RT" (t)={RUN(z(p)|,)Vp € PATHS,,, - D(z(p)|,) =1}.

Example: Assume a set ['4 = {TH, T7,,T, }of tasks concurrently runs on a single processor and the
finite Timed Computation Tree oM shown in figure represents all possible sequences of actions and
events of a set I", of tasks occurring during the transmission period of T, . For better readability, we
omit the states with zero duration except initial state sI and terminal states s € F' . In addition, the

state s, with the duration d are labeled by only run(T,,) to indicate T,; executes for d units of time at

s, The terminal states s, are labeled by only term(T, ) to indicate that T, terminates at s.. The finite

Timed Computation Tree w,, has the following characteristics:

— 50 as the initial state sI and a set F of leaf nodes, i.e. F = {s7, s8, s9, s10}.

{ aCt(TN)7
@ act(Ty ),
act(T,) }

@ 0

term(T,) term(T term(T,) term(T,)

Example - a finite Timed Computation Tree.
PATHS ,, =pl = 71:[s0...s7],p2 =T [sO...s8],p3 = TC[SO...S9], P, = Tt[sO...le].

— Since D(x(p,)|.)) =D(x(p,)[,)) =3 and D(x(p,)|,)) =

D(x(p,)] ) =4 Ry = {3, 4.

—In path p,, T, is activated at time 0 and executes for 1 unit of
time. Thus, RUN(t(p,)|;,) = act(T) 4, run(T, )1. Similarly,
RUN(t(p,)|,) = act (T, ) ¥, run (T, )" and

RUN(t(p;)|,) =RUN(z(p,)]|;;) =<>run

— RT@HM ={ > 0 act(T )i« run(T ) act(T )i« run(T ) }
RT" (3)=<>,,, act(T,;) ¥, -run (TH) and

act(T,, ) ¥, -run(T,)".

run >

RT" (4) =<>

run 2
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Timing Channel Free Policies

We propose four Timing Channel Free (TCF) policies. If a finite Timed Computation Tree ®,, of
TKSM has the characteristics which can satisfy the TCF policy, we show that the system is free
from covert-timing channels (to a certain degree). Formally, we use @,, || = P to denote that the

characteristics of ®,, satisfies the TCF policy P. We provide the formal definitions of the TCF pol-
icies as follows.

Weak Timing Channel Free Policy

To satisfy the Weak Timing Channel Free (WTCF) policy, for every complete path with a response

time te R which has one or more high-level actions run(T) enabled, there must exist a com-

oM
plete path with the same response time t which does not have any high-level action enabled. The
formal definition of the WTCF policy is:

Definition: Weak Timing Channel Free (WTCF) policy

VteR,, .WTCE(RT}, (¢)), where WICF (T)=3reT-r=<>,

n

Lemma: If @,, || = WTCF, upon observing a response time ¢ € R Low cannot reliably deduce

oM >
occurrences of any run trace r € RT,, (¢) of T,,.

Proof: We assume w,, || = WTCF, Using above Definition, for every response time t of T , the re-
sponse time specific timed behavior set RT, (t) has at least one element (<>_ ) which does not
have any high-level action run(T ) enabled. Therefore, Low cannot reliably deduce occurrences of
any run trace RT wf; (t) of T, since the response time t could have been observed without an inter-
vention of timed actions of a high level task.

There still exists real-time information flow in a real-time system which satisfies WTCF policy.
Although Low cannot reliably deduce occurrences of a run trace of TH, when Low observes a re-
sponse time t, it can still deduce which run trace of TH cannot be responsible for the response time
t. This type of a covert channel is called a negative channel. To prevent Low from deducing non
occurrences of run traces of TH, we need a stronger security policy than WTCF.

Strong Timing Channel Free Policy

We propose the Strong Timing Channel Free (STCF) policy to prevent Low from deducing not
only occurrences, but also non occurrences of any run trace of T ;. To prevent Low from deducing
non occurrences of run traces of TH, for every response time t, the response specific behavior set

RT w’i (z) must include all run traces that a high-level task can possibly execute. The formal defini-

tion of STCF policy is:

VteR, .STCF(RT)! (t)), where STCF (T') = WTCF (T )~ NON(T),
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where NON(T) RT, =T

Theorem: If @M ||=STCEF, there is no real-time information flow from High to Low in a real-time
system M.

Proof: Assume @M ||=STCF, From Definition above, w,, || = WTCF, which prevents Low from
reliably deducing occurrences of any run trace r of T ;. By definition, uM also satisfies NON(T ),
where T = RTwI; =(t). NON(T) requires that the response time specific behavior set RTMI; =(1)
must be equal to the set of all run traces which T, can possibly produce (any measured value of the

response time t will not rule out any possible run trace of T, since RTwZ =(1) RT(:; for every t).

These two predicates together (WTCF and NON) prevent Low from reliably deducing anything
about the run traces of T, upon observing a response time.

Example: The finite Timed Computation Tree ,, satisfies the WTCF policy because the response
time specific timed behavior set RT ! = (t) includes <> for every response time t. However, the

finite computation tree @,, does not satisfy the STCF policy because R, =(t)= RT,, for every
response time t.

Rigid Timing Channel Free Policy

R, |=14STCF(RT} (), where teR,

The difference between STCF and RTCF is that RTCF requires that Low should always observe the

same response time (|RWM | L 1) , while STCF does not.

The definition of the RTCF policy, which is a special case of STCF, may be useful to convert a
system satisfying only WTCF to a system satisfying RTCF; it is easier to design and verify a sys-
tem satisfying RTCF than STCF. In addition, from Shannon’s information theoretic view point the
quantity (capacity) of real-time information flow from T, to T, over a covert channel for an RTCF
system is zero no matter what probability distribution the channel has since Low, as an informa-
tion receiver, always observes the same value (response time).

Non-Preemptive Timing Channel Free Policy

The Non-preemptive Timing Channel Free (NTCF) policy prevents the existence of covert-timing
channels for both real-time and non-real-time systems. It simply says that a low-level task T, must
not be preempted by a high-level task T,. The formal definition of NTCF is:

H —
VreRT, r=<>_

We demonstrate a few examples of how our formal framework can be applied to more realistic
problems.
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Comparing Real-Time Information Flow Policies
Relative Strength of Real-time Information Flow Policies

In this topic, we compare Timing Channel Free (TCF) policies to evaluate the relative strength of
each policy. We first define what it means to compare TCF policies. Assume we have two TCF pol-
icies P and P,. To compare two policies, P, and P , we evaluate P, = P_and P, = P_. If the first
statement is true, P is at least as strong as P, and vice versa. If both are true the policies are of
equal strength. If neither is true, they are not comparable.

Theorem: The hierarchical strength of Timing Channel Free requirements follows the partial or-
dering shown in figure.

Proof: We first prove NTCF = STCF and STCF = NTCF: (NTCF = STCF) Let ®,, be a fi-
nite Timed Computation Tree model of TKSM,. If @, [|= NTCF, meaning that no run(T,)
is performed during an execution of T, the set RT., has a single element <> . Since
RT), (t)< RT,,,,RT,, (t)=RT,,, ={<>,,} for all response times R7,,, this condition satisfies
the predicate NON of STCF. In addition, for every response time t, the response specific behavior

set RT,, () contains the element <>_ . which satisfies the predicate WICF. Therefore, w,, ||=

NTCF implies that @,,  satisfies both predicates WI'CF and NON of STCF.

RTCF NTCF
(Rigid TCF) (Non-preemptive TCF)

A ' 74

STCF
(Strong TCF)

|

WTCF
(Weak TCF)

Partial ordering of Timing Channel Free requirements.

(STCF = NTCF) Let @y, be a finite Timed Computation Tree model of TKSM,. If oM, ||= STCF,

any run trace » € RT aﬁl of T}, could have the running action run(T,)) enabled in it (meaning that T ,

preempts T, while T, is running). This violates the NTCF policy.

Next, we prove NTCF <> RTCF: while NTCF requires that T, should not be preempted by T, a sys-
tem satisfying RTCF may allow the preemption. Thus, RTCF =% NTCF. While RTCF requires that
Low should only observe a single response time, a system satisfying NTCF may produce multiple
response times (due to interference caused by timed action of T,) observable by Low. Thus, NTCF
= RTCF.

We do not include the proofs showing the hierarchical strength of Timing Channel Free policies
between WTCF, STCF, and RTCF since the careful observation of each definition can easily reveal
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the relative strength; the definition of RTCF is a more restrictive form of STCF and the definition
of STCF includes one of WTCF.

Specifying Security Policies

The Alpern—Schneider’s framework has been the dominant model in the specification of programs:
a system is identified with the set I1 of possible execution sequences 7 (an execution sequence p
can be thought of as a history of a single computation path in TKS) that a system can produce and
a property is regarded as the set of execution sequences. A property is often called a property of
traces. A system satisfies a property of traces if the system’s set of execution sequences is a subset
of the property’s set. A set of execution sequences is called a property of traces if set membership
is solely determined by each element and not by other members of the set. This implies that a
security policy or a requirement P is a property if the security policy or the requirement P can be
specified by a predicate p of the form:

P(T)=Vrell-p(z)

The above equation reads as: the security policy or the requirement P is a property of traces if every
execution sequence 7 in the set II satisfies the predicate p (form of the security policy) on an
individual execution sequence. From the equation (1), it is obvious that, given PII, PII’ must also
hold for any subset I1° of IT.

Lemma: The NTCF policy is a property of traces.

Proof: Let ®,, satisfy NTCF and ~ be an individual execution sequence (computation
path), i.e. 7 €ePATHS w,,. To prove NTCF is a property of traces, we must demonstrate
that we can construct a predicate ;9 defined on a single execution sequence 7 such that

Ve PATHS , -P(7).

The NTCF policy specifies that a low-level task TL must not be preempted by a high-level task T,
during the transmission period (the time between T, activation and termination Thus, the pred-

icate P can be constructed to establish if any individual execution path p should not include any
high-level action run(T,) enabled. Therefore, NTCF is a property of traces.

In general, an information flow security policy is not a property of traces unless we restrict its
definition. It is generally known that information flow security policies are expressed as a closure
condition on a trace set II of possible execution sequences =. A closure condition is often called a
property of a trace set. For example, the simplest form of a closure condition on a trace set can be
expressed as: 7 € Il = f(x) e Il for some function f which returns an execution sequence for an

input 7. This implies the following: given an information flow security policy P, two sets of execu-
tions [Tand II’,and I’ I, p(II') = PII',

WTCF, STCF and RTCF policies have the following characteristics:

Lemma: The WTCF, STCF and RTCF policies are not properties of traces; each policy is a property
of a trace set.

WORLD TECHNOLOGIES




Business Intelligence: Value, Environment and Processes 45

Proof: We use a proof by contradiction to show that the WTCF, STCF and RTCF policies are not
properties of traces. Let us assume that WICF is a property P of traces and a TCT model w,,

satisfies P. Thus, the following must hold: P(PATHS w,, )=V € PATHS,,,.P(nt) . Further, for

any subset II'of PATHS ,,,

tion path in which a high-level action run(T,) is enabled. This set II' cannot satisfies WTCF since
WTCEF requires another execution path with the same response time in which no high-level action
is enabled. This clearly shows that WTCF is not a property of traces but a property of a trace set.
The same reasoning can be applied to STCF and RTCF.

P (IT") must also hold. Specifically, letII' be a set with a single execu-

The big difference between NTCF and other policies is that only NTCF demands that a low-level
task TL should not be preempted by a high-level task TH. This difference and the previous two
lemmas lead to the following corollary.

Corollary: To define a real-time information flow security policy for a system, where a low-level
task must be preempted by a high level task to meet the timing constraints, the policy must be
specified by a property of a trace set.

Proof: A preemption of T, by T,, while T, is running, always affects (delays) an execution of T .
This preemption may cause possible information leakage through a covert-timing channel. For a
computation path in which the preemption of T, by T, occurs, there must exists at least one (or
more) different computation paths which can obfuscate Low’s view on timed actions taken by
High. Therefore, the policy must be specified by the property of a trace set.
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Role of Data in Business Analytics

Business analytics is involved in developing new insights related to business performance by using
data and statistical methods. This chapter closely examines the key concepts related to the role of
data in business analytics such as data requirements analysis and data integration to provide an
extensive understanding of the subject.

Data Requirements Analysis

It would be a disservice to discuss organizational data quality management without considering
ways of identifying, clarifying, and documenting the collected data requirements from across the
application landscape. This need is compounded as there is increased data centralization, gover-
nance, and growing organizational data reuse.

Business Analysis — Ta%aettaF%Urg:}eeltt:i\re —| Information Products
HasicConditions Il SoEract: F?:rr;tsgéiive | Nasvieg?eatciﬁgn 5
Project Scope Metadata Visualization
Security Functionalities
L Other Requirements — Distribution
t— Security
L Other Requirements

The last item may be the most complex nut to crack. Since the mid 1990s, when decision sup-
port processing and data warehousing activities began to collect and restructure data for new
purposes, there has been a burning question: Who is responsible and accountable for ensuring
that the quality characteristics expected by all data consumers are met? One approach is that
the requirements, which often are translated into availability, data validation, or data cleansing
rules, are to be applied by the data consumer. However, in this case, once the data is “correct-
ed” or “cleansed,” it is changed from the original source and is no longer consistent with that
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original source. This inconsistency has become the plague of business reporting and analytics,
requiring numerous hours spent in reconciling reports from various sources. The alternate ap-
proach is to suggest that the business process creating the data must apply all the data quality
rules. However, this can become a political hot potato, because it implies that additional work
is to be performed by one application team even though the results do not benefit that team’s
direct customers.

That is where data requirements analysis comes into play. Demonstrating that all applications are
accountable for making the best effort for ensuring the quality of data for all downstream purpos-
es, and that the organization benefits as a whole when ensuring that those requirements are met,
will encourage better adherence to the types of processes.

Business uses of Information and Business Analytics

Business intelligence and downstream reporting and analytics center on the collection of oper-
ational and transactional data and its reorganization and aggregation to support reporting and
analyses. Examples are operational reporting, planning and forecasting, score carding and dash-
boards presenting KPIs, and exploratory analyses seeking new business opportunities. And if the
objective of these analyses is to optimize aspects of the business to meet performance targets, the
process will need high-quality data and production ready information flows that preserve infor-
mation semantics even as data is profiled, cleansed, transformed, aggregated, reorganized, and so
on. To best benefit from a business intelligence and analysis activity, the analysts must be able to
answer these types of questions:

« What business process can be improved?

« What is the existing baseline for performance?

« What are the performance targets?

« How must the business process change?

« How do people need to change?

« How will individuals be incentivized to make those changes?
« How will any improvement be measured and reported?
« What resources are necessary to support those changes?
« What information is needed for these analyses?

« Isthat information available?

« Isthe information of suitable quality?

In turn, the results of the analyses should be fed back into the operational environments to help
improve the business processes, while performance metrics are used to continuously monitor im-
provement and success.
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Business uses of Information

The results of business analyses support various users across the organization. Ultimately, the mo-
tivating factors for employing reporting and analytics are to empower users at all levels of decision
making across the management hierarchy:

 Strategic use, such as organizational strategic decisions impacting, setting, monitoring, and
achieving corporate objectives.

« Tactical use, such as decisions impacting operations including supplier management, logis-
tics, inventory, customer service, marketing, and sales.

« Team-level use, influencing decisions driving collaboration, efficiency, and optimization
across the working environment.

 Individual use, including results that feed real-time operational activities such as call center
scripts or offer placement.

Planning Forward-Looking| Business Sco;:srds
& Forecasting Budgeting i Performance Reporting

Reporting & Analytics

Table: Sample Business Analyses and their Methods of Delivery.

Level of Data Aggregation Users Delivery
Detailed operational data Frontline employees Alerts, KPIs, queries, drill-down (on demand)
Aggregated management data | Midlevel and seniorv Summary stats, alerts, queries, and scorecards
Summarized internal and ex- | Executive staff Dashboards

ternal data

Structured analytic data Special purpose — marketing, | Data mining, Online Analytical Processing
business process analysis (OLAP), analytics, etc.
Aggregate values Individual contributors Alerts, messaging

The structure, level of aggregation, and delivery of this information are relevant to the needs of the
target users. The following are some examples:

« Queries and reports support operational managers and decision requirements.

« Scorecards support management at various levels and usually support measurement and
tracking of local objectives.
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« Dashboards normally target senior management and provide a mechanism for tracking
performance against key indicators.

Business Drivers and Data Dependencies

Any reporting, analysis, or other type of business intelligence activity should be driven from the
perspective of adding value to core areas of business success, and it is worthwhile considering a
context for defining dimensions of value to ensure that the activity is engineered to properly sup-
port the business needs. We can consider these general areas for optimization:

» Revenues: Identifying new opportunities for growing revenues, new customer acquisition,
increased same-customer sales, and generally increasing profitability.

« Cost management: Managing expenses and the ways that individuals within the organiza-
tion acquire and utilize corporate resources and assets.

» Productivity: Maximizing productivity to best match and meet customer needs and
expectations.

» Risk and compliance: Compliance with governmental, industry, or even self-defined stan-
dards in a transparent and audit- able manner.

Organizations seek improvement across these dimensions as a way to maximize profitability, val-
ue, and respect in the market. Although there are specific industry examples for exploiting data,
there are a number of areas of focus that are common across many different types of businesses,
and these “horizontal” analysis applications suggest opportunities for improvements that can be
applied across the board. For example, all businesses must satisfy the needs of a constituent or
customer community, as well as support internal activities associated with staff management and
productivity, spend analysis, asset management, project management, and so on. The following
are some examples used for analytics:

« Business productivity represents a wide array of applications that focus on resource plan-
ning, management, and performance.

« Customer analysis applications focus on customer profiling and segmentation to support
targeted marketing efforts.

« Vendor analysis applications support supply chain management.
« Staff productivity applications focus on tracking and monitoring operational performance.

« Behavior analysis applications focus on analyzing and modeling customer activity and be-
havior to support fraud detection, customer requirements, product design and delivery,
and so on.

Data Requirements Analysis

Though traditional requirements analysis centers on functional needs, data requirements anal-
ysis complements the functional requirements process and focuses on the information needs,
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providing a standard set of procedures for identifying, analyzing, and validating data requirements
and quality for data-consuming applications. Data requirements analysis is a significant part of an
enterprise data management program that is intended to help in:

« Articulating a clear understanding of data needs of all consuming business processes,
» Identifying relevant data quality dimensions associated with those data needs,

» Assessing the quality and suitability of candidate data sources,

« Aligning and standardizing the exchange of data across systems,

« Implementing production procedures for monitoring the conformance to expectations and
correcting data as early as possible in the production flow, and Continually reviewing to
identify improvement opportunities in relation to downstream data needs.

During this process, the data quality analyst needs to focus on identifying and capturing more than
just a list of business questions that need to be answered. Analysis of system goals and objectives,
along with the results of stakeholder interviews, should enable the analyst to also capture import-
ant business information characteristics that will help drive subsequent analysis and design activ-
ities: data and information requirements must be relevant, must add value, and must be subject
to availability.

Relevance

Relevance is understood in terms of the degree to which the requirements address one or more
business process expectations. For example, data requirements are relevant in support of business
processes when they address a need for conducting normal business transactions and also when
they refer to reported performance indicators necessary to manage business operations and per-
formance. Alternatively, data requirements are relevant if they answer business questions — data
and information that provide managers what they need to make operational, tactical, and strategic
decisions. In addition, relevance may be reflected in relation to real-time windows for decision
making, leading to real-time requirements for data provisioning.

Added Value

Data requirements reflect added value when they can trace directly to improvements associated
with our business drivers. For example, enabling better visibility of transaction processing and
workflow processes helps in monitoring performance measures. In turn, ensuring the quality of
data that captures transaction volume and duration can be used to evaluate processes and identify
opportunities for operational efficiencies, whereas data details that feed analysis and reporting
used to identify trends, patterns, and behavior can improve decision making,.

Availability

Even with well-defined expectations for data requirements, their utility is limited if the required
data is not captured in any available source systems, or if those source systems are not updated
and available in time to meet business information and decision-making requirements. Also, in
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order to meet the avail- ability expectations, one must be assured that the data can be structured
to support the business information needs.

Data Requirements Analysis Process

The data requirements analysis process employs a top-down approach that emphasizes busi-
ness-driven needs, so the analysis is conducted to ensure the identified requirements are relevant
and feasible. The process incorporates data discovery and assessment in the context of explicitly
qualified business data consumer needs.

The data requirements analysis process consists of these phases:
1. Identifying the business contexts.
2. Conducting stakeholder interviews.
3. Synthesizing expectations and requirements.
4. Developing source-to-target mappings.

Once these steps are completed, the resulting artifacts are reviewed to define data quality rules in
relation to the dimensions of data quality.

Identifying the Business Contexts

The business contexts associated with data consumption and reuse provide the scope for the deter-
mination of data requirements. Conferring with enterprise architects to under- stand where sys-
tem boundaries intersect with lines of business will provide a good starting point for determining
how (and under what circumstances) data sets are used.

The steps in this phase of the process:

1. Identify relevant stakeholders: Stakeholders may be identified through a review of ex-
isting system documentation or may be identified by the data quality team through dis-
cussions with business analysts, enterprise analysts, and enterprise architects. The pool
of relevant stakeholders may include business program sponsors, business application
owners, business process managers, senior management, information consumers, system
owners, as well as frontline staff members who are the beneficiaries of shared or reused
data.

ldentifying the Business Context

b .l".DQJI'E ijE:" = L Summanze Document
"j_EhTt"f"h rIEI:IIE'i'ﬂr'1 o &eysiem - Etncén; 1t?:":|= =|  ecopecf |~ impactsand
ER documentation s capahilities conetraints

Identifying the business contexts.
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2. Acquire documentation: The data quality analyst must become familiar with overall goals
and objectives of the target information platforms to provide context for identifying and
assessing specific information and data requirements. To do this, it is necessary to review
existing artifacts that provide details about the consuming systems, requiring a review of
project charters, project scoping documents, requirements, design, and testing documen-
tation. At this stage, the analysts should accumulate any available documentation artifacts
that can help in determining collective data use.

3. Document goals and objectives: Determining existing performance measures and success
criteria provides a baseline representation of high-level system requirements for summa-
rization and categorization. Conceptual data models may exist that can provide further
clarification and guidance regarding the functional and operational expectations of the col-
lection of target systems.

4. Summarize scope of capabilities: Create graphic representations that convey the
high-level functions and capabilities of the targeted systems, as well as providing detail
of functional requirements and target user profiles. When combined with other context
knowledge, one may create a business context diagram or document that summarizes
and illustrates the key data flows, functions, and capabilities of the downstream informa-
tion consumers.

5. Document impacts and constraints: Constraints are conditions that affect or prevent the
implementation of system functionality, whereas impacts are potential changes to charac-
teristics of the environment to accommodate the implementation of system functionality.
Identifying and understanding all relevant impacts and constraints to the target systems
are critical, because the impacts and constraints often define, limit, and frame the data
controls and rules that will be managed as part of the data quality environment. Not only
that, source-to-target mappings may be impacted by constraints or dependencies associat-
ed with the selection of candidate data sources.

The resulting artifacts describe the high-level functions of downstream systems, and how orga-
nizational data is expected to meet those systems’ needs. Any identified impacts or constraints of
the targeted systems, such as legacy system dependencies, global reference tables, existing stan-
dards and definitions, and data retention policies, will be documented. In addition, this phase will
provide a preliminary view of global reference data requirements that may impact source data
element selection and transformation rules. Time stamps and organization standards for time,
geography, availability and capacity of potential data sources, frequency and approaches for data
extractions, and transformations are additional data points for identifying potential impacts and
requirements.

Synthesize Requirements

This next phase synthesizes the results of the documentation scan and the interviews to col-
lect metadata and data expectations as part of the business process flows. The analysts will re-
view the downstream applications’ use of business information (as well as questions to be an-
swered) to identify named data concepts and types of aggregates, and associated data element
characteristics.
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Synthesizing the Results.

Figure shows the sequence of these steps:

1.

Document information workflow: Create an information flow model that depicts the se-
quence, hierarchy, and timing of process activities. The goal is to use this workflow to iden-
tify locations within the business processes where data quality controls can be introduced
for continuous monitoring and measurement.

. Identify required data elements: Reviewing the business questions will help segregate

the required (or commonly used) data concepts (party, product, agreement, etc.) from
the characterizations or aggregation categories (e.g., grouped by geographic region).
This drives the determination of required reference data and potential master data
items.

. Specify required facts: These facts represent specific pieces of business information that

are tracked, managed, used, shared, or forwarded to a reporting and analytics facility in
which they are counted or measured (such as quantity or volume). In addition, the data
quality analyst must document any qualifying characteristics of the data that represent
conditions or dimensions that are used to filter or organize your facts (such as time or lo-
cation). The metadata for these data concepts and facts will be captured within a metadata
repository for further analysis and resolution.

. Harmonize data element semantics: A metadata glossary captures all the business terms

associated with the business workflows, and classifies the hierarchical composition of any
aggregated or analyzed data concepts. Most glossaries may contain a core set of terms
across similar projects along with additional project specific terms. When possible, use
existing metadata repositories to capture the approved organization definition.

The use of common terms becomes a challenge in data requirements analysis, particularly when
common use precludes the existence of agreed-to definitions. These issues become acute when ag-
gregations are applied to counts of objects that may share the same name but don’t really share the
same meaning. This situation will lead to inconsistencies in reporting, analyses, and operational
activities, which in turn will lead to loss of trust in data.

Source-to-target Mapping

The goal of source-to-target mapping is to clearly specify the source data elements that are used
in downstream applications. In most situations, the consuming applications may use similar data
elements from multiple data sources; the data quality analyst must determine if any consolidation
and/or aggregation requirements (i.e., transformations) are required, and determine the level of
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atomic data needed for drill-down, if necessary. Any transformations specify how upstream data
elements are modified for downstream consumption and business rules applied as part of the in-
formation flow. During this phase, the data analyst may identify the need for reference data sets.
Reference data sets are often used by data elements that have low cardinality and rely on standard-
ized values.

Figure shows the sequence of these steps:

1.

Propose target models: Evaluate the catalog of identified data elements and look for those
that are frequently created, referenced, or modified. By considering both the conceptual
and the logical structures of these data elements and their enclosing data sets, the analyst
can identify potential differences and anomalies inherent in the metadata, and then resolve
any critical anomalies across data element sizes, types, or formats. These will form the core
of a data sharing model, which represents the data elements to be taken from the sources,
potentially transformed, validated, and then provided to the consuming applications.

Source-to-target Mapping.

Identify candidate data sources: Consult the data management teams to review the can-
didate data sources containing the identified data elements, and review the collection of
data facts needed by the consuming applications. For each fact, determine whether it cor-
responds to a defined data concept or data element, exists in any data sets in the organiza-
tion, or is a computed value (and if so, what are the data elements that are used to compute
that value), and then document each potential data source.

Develop source-to-target mappings: Because this analysis should provide enough input to
specify which candidate data sources can be extracted, the next step is to consider how that
data is to be transformed into a common representation that is then normalized in prepa-
ration for consolidation. The consolidation processes collect the sets of objects and prepare
them for populating the consuming applications. During this step, the analysts enumerate
which source data elements contribute to target data elements, specify the transformations
to be applied, and note where it relies on standardizations and normalizations revealed
during earlier stages of the process.

Data Modeling and Analytics |

Some data skills are crucial for business analysts while others are better suited to other job func-
tions -such as data analyst, financial analyst, reporting analyst, marketing analyst, and product
management.
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We take a look at the set of skills required for both data analysis and data modeling, investigate
how data modeling can require some data analysis, and detail how skilled business analysts com-
plete this level of analysis without technical data analysis skills.

Data Analysis

Data analysis is a technique to gain insight into an organisation’s data. A data analyst might have
the following responsibilities:

« To create and analyse important reports (possibly using a third-party reporting, data ware-
housing, or business intelligence system) to help the business make better decisions.

« To merge data from multiple data sources together, as part of data mining, so it can be an-
alysed and reported on.

« Torun queries on existing data sources to evaluate analytics and analyse trends.

Data analysts will have hands-on access to the organisation’s data repositories and use their tech-
nical skills to query and manipulate the data. They may also be skilled in statistical analysis, having
a high-level of mathemetical experience.

Alternative job titles for this type of role include; Report Analyst, Data Warehousing Analyst, Busi-
ness Intelligence Analyst, or even Product/Marketing Analyst. The common thread among this
diverse set of job titles is that each role is responsible for analysing a specific type of data or using
a specific type of tool to analyse data.

Data Modelling

Data modeling is a set of tools and techniques used to understand and analyse how an organisation
should collect, update, and store data. It is a critical skill for the business analyst who is involved
with discovering, analysing, and specifying changes to how software systems create and maintain
information.

Data Modeller Functions

« They create an entity relationship diagram to visualise relationships between key business
concepts.
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» They create a conceptual-level data dictionary to communicate data requirements that are
important to business stakeholders.

« They create a data map to resolve potential data issues for a data migration or integration
project.

A data modeller would not necessarily query or manipulate data or become involved in designing
or implementing databases or data repositories.

Data Modeling Sometimes Needs Data Analysis

Business analyst often need to analyse data as part of making data modeling decisions, and this
means that data modeling can include some amount of data analysis. A lot can be accomplished
with very basic technical skills, such as the ability to run simple database queries. This is why you
may see a technical skill like SQL in a business analyst job description.

Many business analyst succeed without knowing these more technical skills, instead, they rely on
their ability to collaborate with technical professionals and other knowledgeable stakeholders to
ensure the data is understood well enough to make the right modelling decisions. The non-tech-
nical business analyst can also evaluate sample data, interview stakeholders to discover possible
data-related issues, review current state database models, and analyse exception reports. While
data analysis skills are valuable for the business analyst, they are not essential. However, data
modelling falls squarely within the business analyst’s domain.

Analysis leads to better data quality

Data Modeling makes Analysis Easier

The fundamental objective of data modeling is to only expose data that holds value for the end
user. Clearly delineating what questions a table should answer is essential, and deciding on how
different types of data will be modeled creates optimal conditions for data analysis. So, while data
modeling itself is highly technical, it nonetheless relies on input from non-technical personnel in
order to properly define business objectives.

A good business example to consider is marketing attribution, where comparing and contrasting
data from both first touch and last touch attribution perspectives may be very significant. Digging
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deeper, like building a marketing strategy based exclusively off anything “last touch” in the sales
funnel — the final tweet, text alert, email promo, etc., that led to a conversion — requires amassing
the raw data and filtering in just the last touch of the journey for analysis. This is hard to do with
just a single query, and why it’s important to execute before the time of analysis.

With the objectives outlined, database tables can be assembled with each field itself clearly de-
fined. These definitions become part of a data dictionary, an integral part of any successful data
model.

Role of the Data Dictionary

Data definition is essential. An effective data dictionary is an inventory that describes the data
objects and items in a data model, and will include at least two key ingredients: properly labelled
tables and properly defined terms. At its core, these define the rows (elements) and columns (at-
tributes). Clarity is key here, and it’s important to remember that tables without definitions are
counterintuitive (at best). Whether it’s about marketing, web traffic, an email campaign, etc., the
goal is exposing clean, raw data. It’s imperative to any successful data model that the definitions
for the terms used are clear, concise, and uniform, and that any ambiguity when labelling and de-
fining terms has been removed.

The data dictionary should be maintained by all the data’s stakeholders but especially those re-
sponsible for collection and storage.

Where is the Data Going?

Increased data volumes can produce barriers to accessibility, or provide a wealth of insight. All
kinds of business questions arise, requiring data to be structured accordingly. The comprehen-
sion level of the end user is a factor, but the guiding principle is modeling data in a way that
makes it very easy to query, so that any end user can utilize the data once received. In other
words, it’s meant to be useful. Flooding the user with extraneous and irrelevant data is as frus-
trating as it is time-wasting. Because there are always fields for engineers (like an update time-
stamps or batch IDs) that hold zero benefit for the end user, attention must be paid to the key
take away: what fields are exposed to the end users, and how much will those fields denote true
business value?

Granularity

All data have different kinds of structure and granularity. Tables are structured to suit end user
needs, and granularity defines the level of detail the data provides. Take transactional data as
an example. Each row of data could represent an item purchased, and include where it was pur-
chased, how it was purchased, or when it was purchased, even down to the second. (As an example,
the latter might be a significant metric for anyone in retail monitoring sales on Black Friday or the
day after Christmas).

Another common business reference is the construction of a churn model, and the various param-
eters inherent in the end user’s needs. These needs are loosely defined as a time component, with
contractual and non-contractual factors playing a role as well. Customer onboarding and retention
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behavior can vary substantially, and what the end user needs often exists at a more granular cus-
tomer level: one day after a promo, one month after a free trial, measuring client satisfaction a year
out, and so on.

Since the requirements are clear, a solution is easily modeled: the end user defines the stages or
fields they care about, and the data modeler creates the model with tables exposing all relevant
data. By exposing churn rate data at specific intervals, interpreting and then “bucketing” the in-
terpreted data — adding an extra column to the table to provide better insight — a data model has
been constructed that produces significant business value.

This is part of the best practices approach to data modeling: two deciding (human) factors — some-
one that understands the right questions to ask, and someone to build the data tables that provide
answers and insights.

Data Modeling in Practice
Utilizing a Domain Knowledge Expert

Defining what a table should look like means modeling data in a way that makes it very easy to
query — in essence, so any end user or BI tool can use it. The data engineers do the heavy lifting
once they understand the business questions to be answered. And just as someone with business
domain knowledge is required for providing the right questions to ask, a data domain expert is
necessary for interpreting the technical nuances in the data, what it looks like in its raw form,
understanding the instrumentation of the data, and translating it into a model that’s easy to com-
prehend. Their knowledge is key to what you can and can’t model, and how the tools utilized will
be implemented most effectively.

What event the data represents will most likely vary by perspective: for example, a marketing
person may see the event as part of a funnel stage — one step has been completed, while an-
other has not — whereas from an engineering standpoint the event might be defined as when
a specific POST request was sent. This speaks to another best practice of data modeling: Trust.
Both types of expertise require the other to complete the picture and create a model that works
for everyone.

As business priorities evolve, the data model must likewise adapt and modify. The entities — and
relationships between entities — that make up the schema for queries will change with time and
the demands of the enterprise; a data domain expert will ensure that the data model stays up to
date and agile enough to continue exposing raw data that is relevant and purposeful.

Runtime vs. Preprocessing: It’s about Optimizing Performance

Mapping arcane, technical details within a raw data source and directing it to a user-friendly, easy-
to-read outcome can be done with database views and processed at query time. However, if a new
table is built on top of that within a data warehouse, modeling the data appropriately as a specific
schedule might dictate, that data will be preprocessed.

When weighing the tradeoffs between using runtime for modeling over preprocessed, or pre-cal-
culated, choosing runtime over non-runtime is preferred whenever possible. The more that can
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be done with the model in runtime, the better (in general), as this translates to less maintenance,
while multiple steps with persistent data equate to more management.

Preprocessing is preferred when it’s both calculation-intensive and necessary, as in the churn mod-
el referenced previously: looping it through logic is inefficient in runtime, since it would require
measuring a ton of data — multiple queries — thereby taking too long to deliver timely insights.
Documenting past or forecasting future customer churn rates require different models, each using
preprocessed output tables to give desired numbers.

Drawing the line between runtime and preprocessing is the job of an experienced data engineer;
as a general rule, it’s good to start “raw” and trend toward more complex models as enterprise
needs become more nuanced. Single query works for some tasks; numerous queries may require
preprocessing.

Role of the Analyst

New models are not created overnight. Having to wait hours (or longer) for data processing jobs to
arrive, or only receiving once-a-day batched data, will continue to diminish in frequency. End us-
ers become more comfortable deploying BI tools for everyday tasks, and the tools themselves con-
tinue to become more powerful, reducing the complexity of queries to do analyses, and enabling
“self-service” analytics. All are positive developments, but without the interaction and oversight of
a data analyst the potential exists for end users to just as easily draw the wrong conclusions from
the accelerated access to data.

An analyst assesses data quality and performs data structure checks, isolating and removing bad
values. They may create new tables that track volume of data or row counts of data from a specific
raw table. The analyst can also automate a data quality model on top of a model that sets a query
for customization, identifying poor quality and outliers.

For example, a query structured to evaluate sales data for the current Monday when compared
to the previous six months of Mondays would benefit with build-in exceptions into the quality
model — think Cyber Monday or Labor Day Weekend — that furnish more nuanced, useable
analytics.

Defining the role of the analyst ties into the essence of defining the data model, helping shape what
the tables will look like and what queries those tables will serve. And that analyst is part of a team
serving a data warehouse, all operating with the goal of delivering relevant, real-time, 360-degree
data for all end users. When a change to the logic of a model occurs, they’ll be the ones testing it to
make sure it’s robust.

The Data Warehouse

A data warehousing is defined as a technique for collecting and managing data from varied sources
to provide meaningful business insights. It is a blend of technologies and components which aids
the strategic use of data.
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It is electronic storage of a large amount of information by a business which is designed for query
and analysis instead of transaction processing. It is a process of transforming data into informa-
tion and making it available to users in a timely manner to make a difference.

The decision support database (Data Warehouse) is maintained separately from the organization’s
operational database. However, the data warehouse is not a product but an environment. It is an
architectural construct of an information system which provides users with current and historical
decision support information which is difficult to access or present in the traditional operational
data store. The data warehouse is the core of the BI system which is built for data analysis and
reporting.

You many know that a 3NF-designed database for an inventory system many have tables related
to each other. For example, a report on current inventory information can include more than 12
joined conditions. This can quickly slow down the response time of the query and report. A data
warehouse provides a new design which can help to reduce the response time and helps to enhance
the performance of queries for reports and analytics.
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Data warehouse system is also known by the following name:
» Decision Support System (DSS);
« Executive Information System,;
« Management Information System;
« Business Intelligence Solution;
» Analytic Application;

o Data Warehouse.

How Datawarehouse Works?

A Data Warehouse works as a central repository where information arrives from one or more
data sources. Data flows into a data warehouse from the transactional system and other relational
databases.

Data may be:
1. Structured;
2. Semi-structured;
3. Unstructured data.

The data is processed, transformed, and ingested so that users can access the processed data in
the Data Warehouse through Business Intelligence tools, SQL clients, and spreadsheets. A data
warehouse merges information coming from different sources into one comprehensive database.

By merging all of this information in one place, an organization can analyze its customers more
holistically. This helps to ensure that it has considered all the information available. Data ware-
housing makes data mining possible. Data mining is looking for patterns in the data that may lead
to higher sales and profits.

Types of Data Warehouse

1. Enterprise Data Warehouse: Enterprise Data Warehouse is a centralized warehouse. It
provides decision support service across the enterprise. It offers a unified approach for
organizing and representing data. It also provides the ability to classify data according to
the subject and give access according to those divisions.

2. Operational Data Store: Operational Data Store, which is also called ODS, are nothing but
data store required when neither Data warehouse nor OLTP systems support organizations
reporting needs. In ODS, Data warehouse is refreshed in real time. Hence, it is widely pre-
ferred for routine activities like storing records of the Employees.

3. Data Mart: A data mart is a subset of the data warehouse. It specially designed for a partic-
ular line of business, such as sales, finance, sales or finance. In an independent data mart,
data can collect directly from sources.
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Analytical Platforms

An analytics platform is a unified and proper solution designed to address the demands of users,
especially large data-driven companies, on the inadequacy of relational database management sys-
tems (RDBMS) in providing contextual analyzed data out of all the stored information. It joins
different tools for creating analytics systems together with an engine to execute, a DBMS to store
and manage the data, data mining processes, and techniques and mechanisms for obtaining and
preparing data that is not stored. This solution can be conveyed as a software-only application
or as a cloud-based software as a service (SaaS) provided to organizations in need of contextual
information that all their data points to, in other words, analytical information based on current
data records.

8,969 $46.16 84.8% 8,863

A A A N
2 N /A\ \V‘/A\/\NC:\\ Q/\ /"/A\L\ N :\\\\ /\/\ é\\ Ar'\j\\\ //r\\j.\ /A\:\“/\/> ‘\“//\\

WORLD TECHNOLOGIES




Role of Data in Business Analytics 63

Analytics Platform

The analytics database (ADBMS), the DBMS component of the analytics platform, is designed
especially for business administration and analytics applications, usually those concerned with a
data warehouse or data mart. This system is read-only, and it stores historical business data, such
as sales performance or inventory levels. It features scalability, performance, cost effectiveness
and ease of operation advantages over the conventional RDBMS. Users will be able to view differ-
ent analyzed information like total sales in a given period and be able to compare that to any other
desired period, as well as get visual cues like graphs to allow executives to easily view trends and
react accordingly to market shift.

Analytics platforms make use of container constructs in memory to secure and synchronize many
processes that run in parallel with even more processors. Aside from that, these platforms use in-
expensive hardware that are already available. This is because it is a software solution that can be
deployed to any organization as a paid service.

As the amount of data, analytic complexity and number of end users increases, analytics plat-
forms offer a variety of options that can help reduce costs and further help in achieving a proper
informed decision.

Operational Data Stores

An operational data store (ODS) is a type of database that collects data from multiple sources for
processing, after which it sends the data to operational systems and data warehouses.
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It provides a central interface or platform for all operational data used by enterprise systems and
applications.

An ODS is used to store short term data or data currently in use by operational systems or
applications, prior to storage in a data warehouse or data repository. Thus, it serves as an in-
termediate database. An ODS helps clean and organize data and ensure that it meets business
and regulatory requirements. It only supports low level data and allows for the application of
limited queries.
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Metadata

Metadata is data about data. In other words, it’s information that’s used to describe the data that’s
contained in something like a web page, document, or file. Another way to think of metadata is as
a short explanation or summary of what the data is. A simple example of metadata for a document
might include a collection of information like the author, file size, date the document was created,
and keywords to describe the document. Metadata for a music file might include the artist’s name,
the album, and the year it was released.

For computer files, metadata can be stored within the file itself or elsewhere. Metadata represents
behind-the-scenes information that’s used everywhere, by every industry, in multiple ways. It’s
ubiquitous in information systems, social media, websites, software, music services, and online
retailing. Metadata can be created manually to pick and choose what’s included, but it can also be
generated automatically based on the data.

Functions and Types of Metadata

Metadata Functions

« Resource discovery:

o Allowing resources to be found by relevant criteria;

=]

Identifying resources;

o Bringing similar resources together;

=]

Distinguishing dissimilar resources;

o Giving location information.
e Organizing e-resources:

o Organizing links to resources based on audience or topic.

o Building these pages dynamically from metadata stored in databases.
« Facilitating interoperability:

o Using defined metadata schemes, shared transfer protocols, and crosswalks between
schemes, resources across the network can be searched more seamlessly.

» Cross-system search, e.g., using Z39.50 protocol;
= Metadata harvesting, e.g., OAI protocol.
» Digital identification:

o Elements for standard numbers, e.g., ISBN.
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o The location of a digital object may also be given using:
= A file name,
- AURL,

= Some persistent identifiers, e.g., PURL (Persistent URL); DOI (Digital Object
Identifier).

o Combined metadata to act as a set of identifying data, differentiating one object from
another for validation purposes.

« Archiving and preservation:
o Challenges:
» Digital information is fragile and can be corrupted or altered;
= It may become unusable as storage technologies change.

o Metadata is key to ensuring that resources will survive and continue to be accessible
into the future. Archiving and preservation require special elements:

= To track the lineage of a digital object,
» To detail its physical characteristics, and

» To document its behavior in order to emulate it in future technologies.

Types of Metadata
Type Definition Examples
Administrative | Metadata used in managing and ad- e Acquisition information

ministering collections and informa-

tion resources »  Rights and reproduction tracking

«  Documentation of legal access
requirements

e Location information

»  Selection criteria for digitization.

Descriptive Metadata used to identify and «  Cataloging records
describe collections and related infor-

mation resources +  Finding aids

»  Differentiations between versions
«  Specialized indexes
e Curatorial information

«  Hyperlinked relationships between
resources

»  Annotations by creators and users.
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Preservation Metadata related to the preservation Documentation of physical condition of
management of collections and infor- resources
mation resources
«  Documentation of actions taken to
preserve physical and digital versions
of resources, e.g., data refreshing and
migration
«  Documentation of any changes occur-
ring during digitization or preservation
Technical Metadata related to how a system «  Hardware and software documentation
functions or metadata behaves
«  Technical digitization information, e.g.,
«  formats, compression ratios, scaling
routines
«  Tracking of system response times
»  Authentication and security data, e.g., en
cryption keys, passwords.
Use Metadata related to the level and type e Circulation records
of use of collections and information
resources »  Physical and digital exhibition records
»  Use and user tracking
«  Content reuse and multiversioning
information
«  Search logs
«  Rights metadata.

Semantic Metadata Processes for Business Analytics

When building a business analytics program, there is no doubt that one requires the standard types
of metadata for the physical design and implementation of a data warehouse and corresponding
business intelligence delivery methods and tools. For example, it would be impossible to engineer
the data integration and transformations needed to migrate data out of the source systems and
into an operational data store or a data warehouse without knowledge of the structures of the
sources and the target models. Similarly, without understanding the reference metadata (particu-
larly the data types and units of measure), the delivered reports might be difficult to understand,
if not altogether undecipherable.

But even presuming the soundness of the management of the technical, structural, and oper-
ational metadata, the absence of conceptual data available for shared information will often
lead to reinterpretation of the data sets’ meanings. The availability of the business metadata,
particularly semantic metadata, is somewhat of a panacea, and that means there must be some
well-defined processes in place for soliciting, capturing, and managing that semantic informa-
tion. Some key processes will focus on a particular set of areas of concentration.
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Management of Non-Persistent Data Elements

We often will assume that the business terms, data element concepts, and entity concepts that are
managed within a metadata framework are associated with persistent data sets, either operational
or transactional systems or with data sitting in a data mart or warehouse. It turns out that there are
numerous data elements that are used but not stored in a persistent database.

The simplest examples are those associated with the presentation of generated reports and other
graphical representations such as column headers or labels on charts. Another example is inter-
im calculations or aggregations that are used in preparing values for presentation. These data
elements all have metadata characteristics — size, data type, associated data value domains, map-
pings to business terms — and there is value in managing that metadata along with metadata for
persistent items.

Business Terms

The most opportune place to start is establishing a business term glossary, which is a catalog of the
terms and phrases used across the different business processes within (as well as relevant exter-
nal interfaces to) the enterprise. It would not be a surprise to learn that in most organizations the
same or similar words and phrases are used (both in documentation and in conversation) based on
corporate lore or personal experience, but many of these terms are never officially defined or doc-
umented. When the same terms are used as column headings or data element names in different
source systems, there is a tendency to presume that they mean the same things, yet just as often
as not there are slight (or sometimes significant) variations in the context and consequently in the
definition of the term.

Establishing a business term glossary is a way to identify where the same terms are used with dif-
ferent meanings and facilitating processes for harmonizing the definitions or differentiating them.
The metadata process involves reviewing documentation, business applications (their guidelines
as well as the program code), and interviewing staff members to identify business terms that are
either used by more than one party, or are presumed to have a meaning that is undocumented.
Once the terms have been logged, the analysts can review the definitions and determine whether
they can be resolved or whether they actually represent more than one concept, each of which re-
quires qualification.

Managing Synonyms

The more unstructured and externally streamed data consumed by the analytical platforms, the
greater the potential for synonyms, which are sets of different words or terms that share the same
meaning. The synonym challenge is the opposite problem of the one posed by variation in defini-
tions for the same term. For example, the words “car,” “auto,” and “automobile” in most situations
will share the same meaning, and therefore can be considered synonyms.

This process becomes more challenging when the collections of terms are synonyms in one usage
scenario but not in another. To continue the example, in some cases the words “truck,” “SUV,” and
“minivan” might be considered synonyms for automobile, but in other cases, each of those terms
has its own distinct meaning.
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Developing the Business Concept Registry

We can take the idea of a business term glossary one step further by combining it with the man-
agement of synonyms to create a business concept registry that captures the ways that the different
business terms are integrated into business concepts. For example, we can define the business
term “customer,” but augment that description with the enumeration of the business terms and
concepts that are used to characterize a representation of a customer.

This can be quite complex, especially in siloed organizations with many implementations. Yet the
outcome of the process is the identification of the key concepts that are ultimately relevant to both
running the business (absorbed as a result of assessing the existing uses) and to improving the
business, as the common concepts with agreed-to definitions can form the basis of a canonical data
model supporting business reporting and analytics.

Mappings from Concept to use

If one goal of a business intelligence program is to accumulate data from the different areas of the
business for reporting and analysis, the designers’ and developers’ understanding of the distribu-
tion of content in the source systems must be comprehensive enough to pinpoint the lineage of
information as it flowed into the data warehouse and then out through the reports or analytical
presentations. That suggests going beyond the structural inventory of data elements and encom-
passing the business term glossary, mapping those terms to their uses in the different systems
across the organizations.

For example, once you can specify a business term “customer” and establish a common meaning,
it would be necessary to identify which business processes, applications, tables, and data ele-
ments art related to the business concept “customer.” Your metadata inventory can be adapted
for this purpose by instituting a process for mapping the common concepts to their systemic
instantiations.

Semantic Hierarchy Management

The next level of business metadata complexity centers on the organization of business concepts
within the contexts of their use. We can return to the previously mentioned automobile example
from: “car” and “auto” may be defined as equivalent terms, but the particular class of car (“SUV,”
“minivan,” or “truck”) might be categorized as subsidiary to “car” in a conceptual hierarchy.

The hierarchical relationship implies inheritance — the child in the hierarchy shares the character-
istics of the parent in the hierarchy. That basically means that any SUV is also a car (although not
the other way around), and like a car it will have brakes and a rear-view mirror. On the other hand,
the descendants in the hierarchy may have characteristics that are neither shared with the parent
nor with other siblings. The hierarchy is expandable (you could have a “4WD SUV” and a “2WD
SUV” subsidiary to an “SUV”). It is also not limited to a single-parent relationship — you could have
a hybrid SUV that inherits from both hybrid cars and SUVs.

The hierarchies lay out the aggregation points along the dimensions. Continuing the example, an
auto manufacturer might count the total number of cars sold, but also might want that broken
down by the different subsidiary categories in the hierarchy.
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Considerations: Entity Concepts and Master Dimensions

All of these metadata ideas converge when lining up the information in the analytical environment
with that of the other data sources across the organization, especially when it comes to key master
concepts that are relevant for transactional, operational, and analytical applications. The master
entity concepts (such as “product”) are associated with master dimensions (such as the automo-
bile hierarchy), but the value is the semantic alignment that allows the business analyst reading
the report to be confident that the count of sold SUVs is consistent with the operational reporting
coming out of the sales system. These aspects of semantic metadata enable that level of confidence.

Data Profiling Activities

You use the data profiling process to evaluate the quality of business data. The data profiling pro-
cess consists of multiple analyses that investigate the structure and content of business data and
make inferences about business data. After an analysis completes, you can review the results and
accept or reject the inferences. The data profiling process consists of multiple analyses that work
together to evaluate business data.

Column Analysis

Column analysis is a prerequisite to all other analyses except for cross-domain analysis. During a
column analysis job, the column or field data is evaluated in a table or file and a frequency distribu-
tion is created. A frequency distribution summarizes the results for each column such as statistics
and inferences about the characteristics of business data. You review the frequency distribution
to find anomalies in business data. When you want to remove the anomalies in business data, you
can use a data cleansing tool such as IBM® Info Sphere® Quality Stage® to remove the values.

A frequency distribution is also used as the input for subsequent analyses such as primary key
analysis and baseline analysis.

The column analysis process incorporates four analyses:

« Domain analysis: Identifies invalid and incomplete data values. Invalid and incomplete
values impact the quality of business data by making the data difficult to access and use.
You can use the results from domain analysis when you want to use a data cleansing tool to
remove the anomalies.

« Dataclassification analysis: Infers a data class for each column in business data. Data class-
es categorize data. If business data is classified incorrectly, it is difficult to compare the data
with other domains of data. You compare domains of data when you want to find data that
contains similar values.

« Format analysis: Creates a format expression for the values in business data. A format
expression is a pattern that contains a character symbol for each distinct character in a
column. For example, each alphabetic character might have a character symbol of A and
numeric characters might have a character symbol of 9. Accurate formats ensure that busi-
ness data is consistent with defined standards.
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« Data properties analysis: Data properties analysis compares the accuracy of defined prop-
erties about business data before analysis to the system-inferred properties that are made
during analysis. Data properties define the characteristics of data such as field length or
data type. Consistent and well-defined properties help to ensure that data is used efficiently.

Key and Cross-domain Analysis

During a key and cross-domain analysis job, business data is assessed for relationships between
tables. The values in business data are evaluated for foreign key candidates, and defined foreign
keys. A column might be inferred as a candidate for a foreign key when the values in the column
match the values of an associated primary or natural key. If a foreign key is incorrect, the relation-
ship that it has with a primary or natural key in another table is lost.

After a key and cross-domain analysis job completes, you can run a referential integrity analysis
job on business data. Referential integrity analysis is an analysis that you use to fully identify vio-
lations between foreign key and primary or natural key relationships. During a referential integrity
analysis job, foreign key candidates are investigated at a concise level to ensure that they match the
values of an associated primary key or natural key.

A key and cross-domain analysis job will also help you to determine whether multiple columns
share a common domain. A common domain exists when multiple columns contain overlapping
data. Columns that share a common domain might signal the relationship between a foreign key
and a primary key, which you can investigate further during a foreign key analysis job. However,
most common domains represent redundancies between columns. If there are redundancies in
business data, you might want to use a data cleansing tool to remove them because redundant data
can take up memory and slow down the processes that are associated with them.

Baseline Analysis

You run a baseline analysis job to compare a prior version of analysis results with the current
analysis results for the same data source. If differences between both versions are found, you can
assess the significance of the change, such as whether the quality has improved.

The following figure shows how data profiling analyses work together:

Key analysis
—*  Single column primary key ——* FOIEIgn keY a”al‘fS'S
Multiple eclumn primary key
Matural keys

Key and
relationship analysis

Column Analysis I

Cross-domain
Analysis

L » Baseline Analysis

Figure: Data profiling analyses
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Types of Data Profiling
There are three main types of data profiling;:

1. Structure discovery: Validating that data is consistent and formatted correctly, and per-
forming mathematical checks on the data (e.g. sum, minimum or maximum). Structure
discovery helps understand how well data is structured—for example, what percentage of
phone numbers do not have the correct number of digits.

2. Content discovery: Looking into individual data records to discover errors. Content discov-
ery identifies which specific rows in a table contain problems, and which systemic issues
occur in the data (for example, phone numbers with no area code).

3. Relationship discovery: Discovering how parts of the data are interrelated. For example,
key relationships between database tables, references between cells or tables in a spread
sheet. Understanding relationships is crucial to reusing data; related data sources should
be united into one or imported in a way that preserves important relationships.

Data Profiling Steps

Ralph Kimball, a father of data warehouse architecture, suggests a four-step process for data
profiling:

1. Use data profiling at project start to discover if data is suitable for analysis—and make a
“go/no go” decision on the project.

2. Identify and correct data quality issues in source data, even before starting to move it into
target database.

3. Identify data quality issues that can be corrected by Extract-Transform-Load (ETL), while
data is moved from source to target. Data profiling can uncover if additional manual pro-
cessing is needed.

4. Identify unanticipated business rules, hierarchical structures and foreign key / private key
relationships use them to fine-tune the ETL process.
Data Profiling and Data Quality Analysis Best Practices
Basic data profiling techniques:

1. Distinct count and percent—identifies natural keys, distinct values in each column that can
help process inserts and updates. Handy for tables without headers.

2. Percent of zero/blank/null values—identifies missing or unknown data. Helps ETL archi-
tects setup appropriate default values.

3. Minimum / maximum/average string length—helps select appropriate data types and sizes
in target database. Enables setting column widths just wide enough for the data, to im-
prove performance.
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Advanced Data Profiling Techniques

1. Key integrity—ensures keys are always present in the data, using zero/blank/null analysis.
Also, helps identify orphan keys, which are problematic for ETL and future analysis.

2. Cardinality—checks relationships like one-to-one, one-to-many, many-to-many, between
related data sets. This helps BI tools perform inner or outer joins correctly.

3. Pattern and frequency distributions—checks if data fields are formatted correctly, for ex-
ample if emails are in a valid format. Extremely important for data fields used for outbound
communications (emails, phone numbers, addresses).

Business Rules

In an environment devoid of clear rules or guidance on what business actions are allowed or not
allowed, employees would make decisions on the fly. Decisions would be made without consult-
ing company policies/guidelines, leading to complete chaos. Business rules are the conditions
or constraints that define how the business operates and should be analysed alongside business
requirements.

A business rule is a specific, actionable, testable directive under the control of an organization,
which supports a business policy. Business rules are derivable from business policies. A business
policy on the other hand, is a non-actionable directive that supports a business goal. Business rules
come from different components: Terms, facts and rules. Terms represent definition; facts build
on terms while rules build on facts.

Business rules are a combination of guidelines and inferences that direct how we do business.
They are often referred to as “first class” citizens of the requirements world though they are dif-
ferent from, and documented separately from requirements. Business rules are often referenced
in requirements documents; managing them in a separate document prevents the need to modify
separate portions of the requirements document if changes are made to the business rules. Though
business rules are not requirements, they can imply requirements and do constrain the proposed
solution.

Forms of Business Rules

Business Rules are stated explicitly for the understanding of all parties to a process or busi-
ness. Complex business rules are usually documented using decision tables. Business rules
may also be implemented in a rules engine or expert system. Though they are mostly imple-
mented through technology, they are not the result of the hardware or software that supports
them.

Business rules can relate to:

1. Access Control Issue: Only the Marketing Director can approve sales forecasts.
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2.

3.

Policy: Eliminate any product with < 5% contribution to the business after its first 5 years.

Calculation: Minimum buffer stock is calculated as 10% of monthly sales forecast.

Qualities Every Business Rule should have

1.

Business rules should be atomic. They should be expressed in a format as granular and
declarative as possible. A business rule should be framed as an atomic statement that de-
fines a term, fact, constraint or derivation.

Business rules guide the flow of the process or how the system works. A business rule
should be separated from the process that implements it. Roger Burlton recommends that
BAs should “separate the flow from the know”, meaning the process should be separated
from the business rules. This ensures that changes to a business rule can be made without
changing the associated process. Rules are not process or procedure and should not be
contained in them.

Business rules only become active or legit when stated explicitly. They should not reside in
a person’s head but be clearly stated using an understandable format.

Business rules should be actively managed. They are vital business assets and should be
ready for re-use when needed.

Business rules should be documented independently of the who, when, where and how of
their enforcement.

Business rules should be numbered for easy identification and traceability.

Business rules should be documented with attributes such as: Name/description, example,
source, related rules, revision history and version number, where available.

Each business rule should be about only one thing — that is, it must be cohesive.

Example of a business rule:

Business Rule Only the Marketing Director can approve sales forecasts

Process Forecast sales

Identifier BR/SLo2

Relevance/Description For effective monitoring and controal, only the Marketing Director can

approve the Sales forecasts generated by the planning unit. The marketing de-
partment owns all the products and are in the best position to predict demand

Source Planning Unit
Related Rules BR/SLo1, BR/SLo3
Last Updated 11/05/2013

Business Rules Analyst

Business analysts may be required to elicit and analyze business rules. There is however, a specialist
business analyst role dedicated to business rules management and analysis: Business Rules Analyst.
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A Business Rules Analyst may be required to:
1. Analyze, design and implement business rules that drive an organization and its operations.
2. Understand how business rules are determined, enforced, documented and managed.
Map business rules to the processes guided by them.

3

4. Update business rules to reflect organizational changes.

5. Verify which rules will be affected by certain organizational changes.
6

Manage risks that may interfere with the implementation of business rules.

Business Rule Management Systems

A business rule management system (BRMS) is a software system that is designed to automate
the implementation of a business rule. A business rule is a rule that defines some operation of a
business and always evaluates true or false. With a BRMS, companies can quickly adapt to new
operating conditions without having to involve IT staff.

A business rule management system is a software package that allows businesses to deploy new
business rules across an entire enterprise. Business rules may be based on company policies or
laws and regulations that a company or industry operates under.

A BRMS can reduce the time it takes to implement new business rules by automating changes to
IT systems such as databases without the IT department having to manually reconfigure these
systems. The downside is that because defining business rules requires a lot of knowledge about a
company, industry and regulations, a BRMS is often difficult to implement.

Business Rules Management System
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Benefits of Business Rules Management System
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A BRMS delivers a number of key benefits:

1. Provides safeguards to protect the integrity of decision logic.
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2. Identifies incomplete, conflicting or circular rule logic.

3. Compiles rules down to an executable (.exe) for open standards integration into apps call-
ing Web or REST services.

4. Scales endlessly, regardless of the number or complexity of rules.

5. Promotes fast, easy and accurate rules changes, highlighting dependencies so each affected
rule is identified.

Who Needs a Business Rules Management System?

Rules—in some form or fashion—govern every vertical, sector and industry, so it’s not sur-
prising that there are strong application scenarios for a BRMS in nearly every enterprise. This
includes:

1. Any business, organization or government entity that is governed by rules.

2. Organizations with internal policies that affect staff, customers or vendors.

3. Businesses wanting to improve decision making efficiency or accuracy.

4. Entrepreneurs who want to respond quickly to market segment opportunities.

5. Companies wanting to reduce exposure to regulatory fines.

Sources of Business Rules

The main sources of business rules are company managers, policy makers, department man-
agers, and written documentation such as a company’s procedures, standards, and operations
manuals. A faster and more direct source of business rules is direct interviews with end users.
Unfortunately, because perceptions differ, end users are sometimes a less reliable source when
it comes to specifying business rules. For example, a maintenance department mechanic might
believe that any mechanic can initiate a maintenance procedure, when actually only mechanics
with inspection authorization can perform such a task. Such a distinction might seem trivial,
but it can have major legal consequences. Although end users are crucial contributors to the
development of business rules, it pays to verify end-user perceptions. Too often, interviews
with several people who perform the same job yield very different perceptions of what the job
components are. While such a discovery may point to “management problems,” that general
diagnosis does not help the database designer. The database designer’s job is to reconcile such
differences and verify the results of the reconciliation to ensure that the business rules are ap-
propriate and accurate.

The process of identifying and documenting business rules is essential to database design for sev-
eral reasons:

1. They help to standardize the company’s view of data.

2. They can be a communications tool between users and designers.
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3- They allow the designer to understand the nature, role, and scope of the data.
4. They allow the designer to understand business processes.

5. They allow the designer to develop appropriate relationship participation rules and con-
straints and to create an accurate data model.

Of course, not all business rules can be modeled. For example, a business rule that specifies “no
pilot can fly more than 10 hours within any 24-hour period” cannot be modeled. However, such a
business rule can be enforced by application software.

Data Quality |

Data quality is a perception or an assessment of data’s fitness to serve its purpose in a given con-
text. The quality of data is determined by factors such as accuracy, completeness, reliability, rele-
vance and how up to date it is. As data has become more intricately linked with the operations of
organizations, the emphasis on data quality has gained greater attention.
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Importance of Data Quality

Poor-quality data is often pegged as the source of inaccurate reporting and ill-conceived strategies
in a variety of companies, and some have attempted to quantify the damage done. Economic dam-
age due to data quality problems can range from added miscellaneous expenses when packages are
shipped to wrong addresses, all the way to steep regulatory compliance fines for improper financial
reporting.

An oft-cited estimate originating from IBM suggests the yearly cost of data quality issues in the
U.S. during 2016 alone was about $3.1 trillion. Lack of trust by business managers in data quality
is commonly cited among chief impediments to decision-making.

The demon of poor data quality was particularly common in the early days of corporate computing,
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when most data was entered manually. Even as more automation took hold, data quality issues
rose in prominence. For a number of years, the image of deficient data quality was represented in
stories of meetings at which department heads sorted through differing spread sheet numbers that
ostensibly described the same activity.

Determining Data Quality

Aspects, or dimensions, important to data quality include: accuracy, or correctness; completeness,
which determines if data is missing or unusable; conformity, or adherence to a standard format;
consistency, or lack of conflict with other data values; and duplication, or repeated records.

As a first step toward data quality, organizations typically perform data asset inventories in which
the relative value, uniqueness and validity of data can undergo baseline studies. Established base-
line ratings for known good data sets are then used for comparison against data in the organization
going forward.

Methodologies for such data quality projects include the Data Quality Assessment Framework
(DQAF), which was created by the International Monetary Fund (IMF) to provide a common
method for assessing data quality. The DQAF provides guidelines for measuring data dimensions
that include timeliness, in which actual times of data delivery are compared to anticipated data
delivery schedules.

The virtuous cycle of
data quality management

DATA ANALYSIS/ASSESSMENT

ol By (alm
Monitor results Identify and Define
of improvement ... » howpoor ... business-related
methods against data quality impedes data quality rules
targets business objectives
: MONITORING/IMPROVEMENT i
& o3 A
) R \
Cleanse and Implement quality Design quality
enhance data ot improvement Croe improvement
methods and processes and set
processes performance targets

Data Quality Management

Several steps typically mark data quality efforts. In a data quality management cycle identified
by data expert David Loshin, data quality management begins with identifying and measur-
ing the effect of business outcomes. Rules are defined, performance targets are set, and quality
improvement methods as well as specific data cleansing, or data scrubbing, and enhancement
processes are put in place. Results are then monitored as part of ongoing measurement of the
use of the data in the organization. This virtuous cycle of data quality management is intended to
assure consistent improvement of overall data quality continues after initial data quality efforts
are completed.
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Software tools specialized for data quality management match records, delete duplicates, es-
tablish remediation policies and identify personally identifiable data. Management consoles
for data quality support creation of rules for data handling to maintain data integrity, discov-
ering data relationships and automated data transforms that may be part of quality control
efforts.

Collaborative views and workflow enablement tools have become more common, giving data stew-
ards, who are charged with maintaining data quality, views into corporate data repositories. These
tools and related processes are often closely linked with master data management (MDM) systems
that have become part of many data governance efforts.

Data quality management tools include IBM InfoSphere Information Server for Data Quality, In-
formatica Data Quality, Oracle Enterprise Data Quality, Pitney Bowes Spectrum Technology Plat-
form, SAP Data Quality Management and Data Services, SAS DataFlux and others.

Emerging Data Quality Challenges

Over time, the burden of data quality efforts centered on the governance of relational data in or-
ganizations, but that began to change as web and cloud computing architectures came into prom-
inence. Unstructured data, text, natural language processing and object data became part of the
data quality mission. The variety of data was such that data experts began to assign different de-
grees of trust to various data sets, forgoing approaches that took a single, monolithic view of data
quality.

Also, the classic issues of garbage in/garbage out that drove data quality efforts in early computing
resurfaced with artificial intelligence (AI) and machine learning applications, in which data prepa-
ration often became the most demanding of data teams’ resources.

The higher volume and speed of arrival of new data also became a greater challenge for the data
quality steward. Expansion of data’s use in digital commerce, along with ubiquitous online activ-
ity, has only intensified data quality concerns. While errors from rekeying data are a thing of the
past, dirty data is still a common nuisance.

Protecting the privacy of individuals’ data became a mild concern for data quality teams beginning
in the 1970s, growing to become a major issue with the spread of data acquired via social media
in the 2010s. With the formal implementation of the General Data Protection Regulation (GDPR)
in the European Union (EU) in 2018, the demands for data quality expertise were expanded yet
again.

Fixing Data Quality Issues

With GDPR and the risks of data breaches, many companies find themselves in a situation where
they must fix data quality issues.

The first step toward fixing data quality requires identifying all the problem data. Software can
be used to perform a data quality assessment to verify data sources are accurate, determine how
much data there is and the potential impact of a data breach. From there, companies can build a
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data quality program, with the help of data stewards, data protection officers or other data man-
agement professionals. These data management experts will help implement business processes
that ensure future data collection and use meets regulatory guidelines and provides the value that
businesses expect from data they collect.
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Virtuous Cycle of Data Quality

Data quality management incorporates a “virtuous cycle” in which continuous analysis, observa-
tion, and improvement lead to overall improvement in the quality of organizational information
across the board. The objective of this cycle is to transition from being an organization in which the
data stewards react to acute data failures into an organization that proactively controls and limits
the introduction of data flaws into the environment.

In turn, this virtuous cycle incorporates five fundamental data quality management practices,
which are ultimately implemented using a combination of core data services. Those practices are:

1. Data quality assessment, as a way for the practitioner to understand the scope of how poor
data quality affects the ways that the business processes are intended to run, and to develop
a business case for data quality management;

2. Data quality measurement, in which the data quality analysts synthesize the results assess-
ment and concentrate on the data elements that are deemed critical based on the selected
business users’ needs. This leads to the definition of performance metrics that feed man-
agement reporting via data quality scorecards;

3. Integrating data quality into the application infrastructure, by way of integrating data re-
quirements analysis across the organization and by engineering data quality into the sys-
tem development life cycle;

4. Operational data quality improvement, where data stewardship procedures are used to
manage identified data quality rules, conformance to acceptability thresholds.

5. Data quality incident management, which allows the data quality analysts to review the
degree to which the data does or does not meet the levels of acceptability, report, log, and
track issues, and document the processes for remediation and improvement.
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Together, these practices establish the foundation of the data quality management program, since
they enable a repeatable process for incrementally accumulating metrics for data quality that will
contribute to populating a data quality scorecard, a data quality dashboard, as well as driving
proactive data quality management. In turn, trained staff must employ core data services to make
these practices operational.

Data Quality Assessment

Smart organizations want to maximize their investment in data quality management, and this
means understanding how poor data quality negatively impacts the achievement of business ob-
jectives. By quantifying that value gap, the data quality practitioner can determine the cost- ef-
fectiveness, feasibility, and speed of any proposed data quality improvement. Understanding the
impacts of data flaws within the context of the business helps provides a yardstick to measure and
prioritize emergent data issues.

As an example, there may be some suspicion of increased mailing and shipping costs due to inac-
curate or invalid addresses. This suspicion may be introduced by a perception of a large number
of undelivered shipped items returned. However, invalid or incorrect addresses not Only incurs
direct costs associated with returned items; analytical applications used to profile customer pur-
chase patterns by region are skewed, which can impact the effective execution of marketing cam-
paigns and regional sales promotions. The data quality assessment process can be used to quantify
those costs and impacts and determine what percentage of those costs is directly attributed to
addresses that can be corrected.

This practice incorporates processes for identifying, assessing, quantifying, and prioritizing data
quality issues:

» Business Impact Analysis — This process is intended to guide the analysts by noting any
potential data-related issues that increase costs, reduce revenues, impact margins, or in-
troduce inefficiencies or delays in business activities. In essence, the objective is to iden-
tify any negative business impacts that can be attributed to data of unacceptable quality.
Identifying the location and magnitude of critical paint points in the various business pro-
cesses helps to scope the business requirements for information for the assessment, nar-
row the list of data sets that will be examined, and guide the identification of data quality
requirements.
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» Data Quality Assessment using Data Profiling — This process performs a bottom-up review
of the actual data as a way to isolate apparent anomalies that may be real data flaws. Using
data profiling and other statistical and analysis techniques, the analysts can identify these
apparent anomalies, which can be subjected to further scrutiny when reviewed with busi-
ness data consumers.

« Data Quality Assessment Anomaly Review — During this process, the data quality analysts
review the discovered apparent anomalies with business data consumers to see if there are
any links between the data errors and any potential business impacts. By distinguishing
those data errors that have material impact from the irrelevant ones, the team can priori-
tize issues based on business impact, and explore ways that the issues can be resolved.

» Define Measures of Data Quality — Correlating business impacts to data issues through de-
fined business rules provides the method of measurement, and these measures can be used
to baseline levels of data quality as well as continuous observation and inspection within
an information production flow. This process guides the consideration of data measures to
be performed and the technology requirements for collecting those measurements.

» Prepare DQ Assessment Report — The process of documenting the correlation of business
impacts with data anomalies along with potential methods of measurement all within a sin-
gle report provides a “fix-point” for the business data consumers regarding the current state
of data quality, and provides the baseline for considering target levels for improvement.

Data Quality Measurement and Metrics

Having used an assessment to identify areas for data quality improvement, the next step is to syn-
thesize the results of the assessment to narrow the scope by concentrating on the data elements
that are deemed critical based on the business users’ needs. Defining performance metrics for re-
porting using a data quality scorecard requires processes for the determination of dimensions and
corresponding units of measure and acceptability thresholds, and the presentation of quantifiable
metrics that are relevant to the business data consumers.

To continue our example, once we have determined using the data quality assessment process that
problems with addresses impacts the ability to optimally deliver shipped items, we can narrow the
focus for data quality measurements to specific metrics associated with the critical data elements
that contribute to the delivery failures. Some items might not be delivered due to missing street
information, while others might have incorrect ZIP codes. The first problem is one of complete-
ness, while the second of consistency with defined reference data. Measurements associated with
the data quality dimensions of completeness and consistency can be defined using data quality
validation rules for each address, and the resulting measures can be presented as metrics to the
business users in the fulfillment department to estimate how invalid addresses are related to in-
creased costs.

Aspects of this Practice Include:

* Select Dimensions of Data Quality — A dimension of data quality describes a context
and a frame of reference for measurement along with suggested units of measurement.
Commonly measured dimensions of data quality include completeness, consistency,
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timeliness, and uniqueness, although the range of possible dimensions is only limited
by the ability to provide a method for measurement. During this process, the data qual-
ity analysts select the dimensions that are to be measured and consider the tools, tech-
niques, and skills needed to capture the measurements. The result of this process is a
collection of specific measures that can be combined to contribute to qualitative data
quality metrics.

Define Data Quality Metrics — Having identified the dimensions of data quality that are rel-
evant to the business data consumers as well as the dimensions and the specific measures,
the analyst can create specific reportable metrics that can be presented to the business
data stewards. These may be basic metrics composed of directly measured rules, or may be
more complex metrics that are composed as weighted averages of collected scores. Other
aspects include reporting schemas and methods for drilling into flawed data for root cause
analysis.

Define Data Validity Rules — The assessment process will expose potential anomalies, which
are reviewed with the business users to identify data quality measures and, ultimately, data
quality metrics. Yet in order to transition away from a reactive approach that seeks to reme-
diate data quality issues once they are manifested at the end-user interface, the organization
must engineer data controls into the application development process so that data errors
can be identified and addressed as they occur. This process has the data quality analysts
developing data validity rules; these rules can be integrated into the business applications
as controls to verify that data meet expectations throughout the information flow.

Set Acceptability Thresholds — Once the data quality dimensions and metrics have been
validated, the business users are consulted to express their acceptability thresholds. When
a metric score is below the acceptability threshold, it means that the data does not meet
business expectations. Integrating these thresholds with the methods for measurement
completes the construction of the data quality metric.

Devise Data Quality Scorecard — A data quality scorecard presents metric scores to the data
stewards observing the business data sets. Metrics scores can be captured within a reposi-
tory over a long time period to enable trending and demonstrate continuous improvement
or (conversely) show that progress is not being made. The process of devising the scorecard
include managing the metrics definitions, measurement processes, weightings, how the
scores are captured and stored, as well as composing the tools and technologies for delivery
and presentation.

Data Quality and the System Development Life Cycle

Too often, data quality becomes an afterthought, with staff members reacting to discovered errors
instead of proactively rooting out the causes of data flaws. Because data quality cannot just be an
afterthought, once there are processes for identifying the business impact of data quality as well
as the capability to define rules for inspection and monitoring, the next step is to integrate that
inspection directly into the business applications. In essence, the next practice is to establish the
means by which data quality management is designed and engineered across the enterprise appli-

cation architecture.
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However, because traditional approaches to system requirements analysis and design have
concentrated on functional requirements for transactional or operational applications, the in-
formation needs of downstream business processes are ignored until long after the applica-
tions are put into production. Instead, engineering data quality management into the enter-
prise requires reformulating the view to requirements analysis, with a new focus on horizontal
and downstream information requirements instead of solely addressing immediate functional
needs.

To continue our example, with the understanding that invalid addresses lead to increased shipping
costs, there are two approaches for remediation. The reactive approach is to subject all address-
es to a data cleansing and enhancement process prior to generating a shipping label as a way of
ensuring the best addresses. While this may result in reducing some of the increased costs, there
may be records that are not correctable, or are not properly corrected. Yet if the data validity rules
are known, they can be integrated directly into the application when the location data is created.
In other words, validating and correcting the address when it is entered by the customer prevents
invalid addresses from being introduced into the environment altogether.

Processes that Contribute to this Practice

Data Quality Requirements Analysis — During this process, the data quality analysts will synthe-
size data quality expectations for consumed data sets based on the business impact analysis, the
determination of data quality dimensions, and aspects of prioritization related to feasibility as well
as systemic impact. For each business application, the information flow is traversed backwards to
the points where data is created or acquired, and the end-to-end map is investigated to determine
the most appropriate points for inserting data inspection routines. At the points where data sets
are extracted, transformed, or exchanged, the analysts can propose data controls that will trigger
notification events when downstream expectations are violated.

Enhancing the SDLC for DQ — Incorporating data validation and data quality inspection and re-
porting into business processes and the corresponding business application by adjusting the gener-
al system development life cycle (SDLC) so that organizational data requirements can be solicited
and integrated into the requirements phase of system development. This process looks at business
ownership of data, and how business process modeling can be used to elaborate on the information
needs in addition to functional requirements for business operations. Since downstream users such
as business intelligence reporting consumers will depend on the data collected during operational
activities, there is a need to formally collect data requirements as part of the SDLC process.

Integrate data quality improvement methods — Capturing the organization’s data quality require-
ments as part of the requirements and design phases of a development life cycle empower the develop-
ment team in integrating data quality and data correction directly into the application. This includes
the ability to validate data values and records at their entry into the environment (either through
acquisition or creation) or at any hand-off between processing stages, verify acceptability, and either
push invalid data back to the provider for resolution or to apply adjustments or corrections on the fly.

Operational Data Quality Improvement

Having collected data quality requirements, defined data validation rules and recommended
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methods for measuring conformance, the next step is to establish the contract between data sup-
pliers and data consumers as to the service level for maintaining high quality data.

In our example, addresses are validated against a set of defined data standards, either specifically
managed by postal agencies in different countries, or “de facto” standards employed by delivery
practitioners to ensure proper distribution. These data standards define reference tables and oth-
er metadata artifacts that can be used to actively ensure that the validity of a delivery location
specification.

Combining the data validity rules and the documented metadata, the data quality analysts can
document the level of acceptability for location data expected by the business users. In turn, the
performance of any remediation activities can be measured to guarantee that the data is of accept-
able quality.

The practice of establishing a data quality service level agreement incorporates these tasks:

Data Standards Management — The absence of a common frame of reference, as well as common
business term definitions and an agreed-to format for exchange makes it difficult for parties to
understand each other. This is acutely true with respect to data when specific pieces of information
need to be shared across two or more business applications. This suggests the need for a normal-
ized standard for data sharing. A data standard is an agreement between collaborating parties on
the definitions of common business terms, the ways those terms are named and represented in
data, and a set of rules that may describe how data are stored, exchanged, formatted, or present-
ed. This process describes the policies and procedures for defining rules and reaching agreement
about standard data elements.

Active Metadata Management — Because the use of the data elements and their underlying con-
cepts drive how the business applications will ultimately execute, an enterprise metadata reposi-
tory can be used as a “control center” for driving and managing how those business applications
use common data concepts. Aside from the need to collect standard technical details regarding the
numerous data elements that are potentially available, a metadata repository can help when there
is a need to:

o Determine business uses of each data element,
« Determine which data element definitions refer to similar concepts,
+ Identify the applications that refer to those data concepts,

« Review how each data element and associated concepts are created, read, modified, or re-
tired by different applications,

« Document the data quality characteristics, note the inspection and monitoring locations
within the business process flow, and

« Summarize how all the uses are tied together.

Therefore, a valuable component of an information architecture is an enterprise business metada-
ta management program to facilitate the desired level of standards across the organization.

WORLD TECHNOLOGIES




Role of Data in Business Analytics 85

Data Quality Inspection and Monitoring

The availability of data validation rules is the basis for data quality inspection and monitoring.
Inserting inspection probes and monitoring the quality of data provides the means for identifying
data flaws and for notifying the appropriate people when those data flaws are discovered so that
any agreed-to remediation tasks can be initiated. Mechanisms for data inspection and monitoring
and the corresponding process workflows must be defined for the purposes of inspecting data and
ensuring that the data elements, records, and data sets meet downstream requirements.

This process involves defining the data quality inspection routines, which may include both au-
tomated and manual processes. Automated processes may include the results of edit checks ex-
ecuted during application processing, data profiling or data analysis automation, ETL tools, or
customized processing. Manual inspection may require running queries or reports on data sources
or even obtaining samples of data which are then examined Inspection procedures are defined for
each relevant data quality dimension. The inspection methods are customized for each system as
appropriate.

Data Quality Service Level Agreements

A service level agreement is a contract between a service provider and that provider’s consumers
that specifies the service provider’s responsibilities with respect to different measurable aspects
of what is being provided, such as availability, performance, response time for problems, etc. A
data quality service level agreement, or DQ SLA, is an agreement that specifies data consumer
expectations in terms of data validity rules and levels of acceptability, as well as reasonable ex-
pectations for response and remediation when data errors and corresponding process failures are
discovered. DQ SLAs can be expressed for any situation in which a data supplier provides data to
a data consumer.

This process is to specify expectations regarding measurable aspects relating to one or more di-
mensions of data quality (such as accuracy, completeness, consistency, timeliness, etc.), as sug-
gested by other processes already described. Then, the service level agreement specifies what is
meant by conformance to those expectations, and describes the workflow that is performed when
those expectations are not met. Reported issues will be prioritized and the appropriate people in
the organization will be notified to take specific actions to resolve issues before any negative busi-
ness impacts can occur.

Issue Tracking, Remediation and Improvement

Operationalizing the data quality service level agreement means that there are processes for re-
porting, logging, and tracking emergent or discovered data quality issues. Incident reporting
frameworks can be adapted to this purpose, which allows the data stewards to concentrate on
evaluating the root causes of data issues and proposing a remediation plan, ranging from process
reengineering to simple data corrections.

Issues tracking, logging, and management ensures that any discovered issues don’t fall through
the cracks. In our example, any time a shipment is returned due to a data quality problem, a data
analyst will review the error to determine the source of the problem, consider whether it was due
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to a validation step that was not taken, or determine that there is a new root cause that can lead to
defining additional validation rules that can be integrated into the business process flow.

This practice incorporates these tasks:

» Data Quality Issue Reporting and Tracking: Enforcing a data quality service level agree-
ment requires the processes for reporting and tracking data quality issues as well as
any follow-on activities. Using a system to log and track data quality issues encourag-
es more formal evaluation and initial diagnosis of “bad data,” and the availability of a
data quality issue tracking system helps staff members be more effective at identifying
and consequently fixing data-related problems. Incident tracking can also feeds perfor-
mance reporting such as mean-time-to-resolve issues, frequency of occurrence of issues,
types of issues, sources of issues, and common approaches for correcting or eliminating
problems.

» Root Cause Analysis: Data validation rules used as data controls integrated within business
applications can trigger notifications that a data error has occurred. At that point it is the
role of the data stewards to not just correct the data, but also identify the source of the in-
troduction of the errors into the data. The root cause analysis process employs inspection
and monitoring tools and techniques to help isolate the processing phase where the error
actually occurred and to review the business processes to determine the ultimate root cause
of any errors.

» Data Cleansing: Remedying data errors is instinctively reactive, incorporating processes to
correct errors in order to meet acceptability limits, especially when the root cause cannot
be determined or if it is beyond the administrative domain of the data stewards to influ-
ence a change to the process. Corrections must be socialized and synchronized with all data
consumers and data suppliers, especially when the data is used in different business con-
texts. For example, there must be general agreement for changes when comparing reported
data and rolled-up aggregate results to operational systems, because different numbers
that have no explanation will lead to extra time spent attempting to reconcile the variant
results.

» Process Remediation: Despite the existence of a governed mechanism for correcting bad
data, the fact that errors occur implies that flawed processes must be reviewed and po-
tentially corrected. Process correction encompasses governed process for evaluating the
information production flow, business process work flow, and the determination of how
processes can be improved so as to reduce or eliminate the introduction of errors.

Data Quality Practices and Core Data Services

Instituting a data quality management program means more than just purchasing data cleansing
tools or starting a data governance board, and establishing a good data management program
takes more than just documenting a collection of processes. An iterative cycle of assessment, plan-
ning, execution, and performance management for data quality requires repeatable processes that
join people with the right sets of skills with the most appropriate tools, and the staff members who
are to take part in the program need to have the right kinds of tools at their disposal in order to
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transition from theory to actual practice. This suggests a combination of the right technology and
the proper training in the use of technology, employing data services such as:

« Data integration, to ensure suitable means for extracting and transforming data between
different kinds of systems.

« Data profiling, used for data quality assessment, data validation, and inspection and
monitoring.

« Parsing and standardization and identity resolution, which is used for data validation,
identification of data errors, normalization, and data correction.

» Record Linkage and merging, also used to identify data errors and for resolving variance
and subsequent data correction.

These are a subset of the core data services for standardizing sound data management practic-
es. Standardizing the way data quality is deployed and using the right kinds of tools will ensure
predictable information reliability and value. When developing or reengineering the enterprise
architecture, implementing the fundamental data quality practices will ultimately reduce the com-
plexity of the data management framework, thereby reducing effort, lowering risk, and leading to
a high degree of trust in enterprise information.

Data Flaws

With the advent of data socialisation and data democratisation, many organisations are organ-
ising, sharing and making available the information in an efficient manner to all the employees.
While most organisations are profiting by the liberal usage of such mine of information at their
employees’ fingertips, others are facing problems with the quality of data being used by them.

As most organisations also look at implementing systems with artificial intelligence or connecting
their business via internet of things, this becomes especially important.

Business analysts determine market trends, performance data, and even present insights to ex-
ecutives that will help direct the future of the company. And as the world becomes even more da-
ta-driven, it is vitally important for business and data analysts to have the right data, in the right
form, at the right time so they can turn it into insight.

However, many times, business analysts end up spending the majority of their time focused on
data quality. This is a problem because data preparation and management isn’t the business ana-
lyst’s’ primary responsibility.

The basic model that a company follows when implementing data socialisation is:

1) Gathering Data 3) Organising Data
6) Maintaining 5) Ensuring : :
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Some of the most common data quality-related issues faced by analysts and organisations in gen-
eral are:

1.

Duplicates: Multiple copies of the same records take a toll on the computation and storage,
but may also produce skewed or incorrect insights when they go undetected. One of the
key problems could be human error — someone simply entering the data multiple times by
accident — or it can be an algorithm that has gone wrong.

A remedy suggested for this problem is called “data deduplication”. This is a blend of hu-
man insight, data processing and algorithms to help identify potential duplicates based on
likelihood scores and common sense to identify where records look like a close match.

Incomplete Data: Many a times because the data has not been entered in the system cor-
rectly, or certain files may have been corrupted, the remaining data has several missing
variables. For example, if an address does not include a zip code at all, the remaining infor-
mation can be of little value, since the geographical aspect of it would be hard to determine.

Inconsistent Formats: If the data is stored in inconsistent formats, the systems used to
analyse or store the information may not interpret it correctly. For example, if an organ-
isation is maintaining the database of their consumers, then the format for storing basic
information should be pre-determined. Name (first name, last name), date of birth (US/
UK style) or phone number (with or without country code) should be saved in the exact
same format. It may take data scientists a considerable amount of time to simply unravel
the many versions of data saved.

Accessibility: The information which most data scientists use to create, evaluate, theorise
and predict the results or end products often gets lost. The way data trickles down to busi-
ness analysts in big organisations — from departments, sub-divisions, branches, and final-
ly the teams who are working on the data — leaves information that may or may not have
complete access to the next user.

The method of sharing and making available the information in an efficient manner to all
the employees in an organisation is the cornerstone in sharing corporate data.

System upgrades: Every time the data management system gets an upgrade or the hard-
ware is updated, there are chances of information getting lost or corrupt. Making several
back-ups of data and upgrading the systems only through authenticated sources is always
advisable.

Data Purging and Storage: With every management level in an organisation, there are
chances that locally saved information could be deleted — either by mistake or deliberate-
ly. Therefore, saving the data in a safe manner, and sharing only a mirror copy with the
employees is crucial.

“As business users grow frustrated that they can’t get answers when they need them, they may give
up waiting and revert to flying blind without data. Alternatively, they may go rogue and introduce
their own analytics tool to get the data they require, which can create a conflicting source of truth.
In either scenario data loses its potency,” wrote Brent Dykes.
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If care isn’t taken to avoid incorrect or corrupt data before analysing it for business decisions, the
organisation may end up losing opportunities, revenue, suffer from damage to reputation, or even
undermine the confidence of the CXOs.

« Technical data not recorded properly: This occurs in research programs when the data
are not recorded in accordance with the accepted standards of the particular academic
field. This is a very serious matter. Should another researcher wish to replicate the re-
search, improper recording of the original research would make any attempt to replicate
the work questionable at best. Also, should an allegation of misconduct arise concerning
the research, having the data improperly recorded will greatly increase the likelihood that
a finding of misconduct will be substantiated.

» Technical data management not supervised by PI: In this situation the principal investiga-
tor might inappropriately delegate his/her oversight responsibilities to someone in his/her
lab that is insufficiently trained. Another situation might arise if the principal investigator
simply does not dedicate the appropriate time and effort to fulfill responsibilities related to
proper data management.

« Data not maintained at the institution: This situation could occur in a collaboration in
which all data is maintained by one collaborator. It would be particularly problematical
if each collaborator is working under a sponsored project in which their institutions are
responsible for data management. In other cases, researchers might maintain data in their
homes, and this can also present problems of access.

« Financial or administrative data not maintained properly: This basically means that the in-
formation is not maintained in sufficient detail, is inaccurately recorded, or not maintained
in identifiable files. External auditors or reviewers would find these matters to be a serious
breach of exercising appropriate responsibility regarding the proper stewardship of funds.

« Data not stored properly: This could occur with research, financial, and administrative
data. Careless storage of the data that could permit its being destroyed or made unusable is
a significant matter. In such case, the institution and/or researcher have acted negligently,
have not fulfilled their stewardship duties, and have violated sponsor policies as well as the
terms of the sponsored agreement.

« Data not held in accordance with retention requirements: As noted previously, it is abso-
lutely essential that those involved with sponsored projects know how long different kinds
of data must be retained to satisfy all compliance requirements as well as to offer appropri-
ate support in the event of lawsuits or disputes over intellectual property.

« Datanot retained by the institution: This is a major problem that would occur if a research-
er leaves the institution and takes the original research data and does not leave a copy at
the institution. In the event access is needed, it places the institution in an untenable posi-
tion since it has not fulfilled its fiduciary responsibility to the sponsor.

Dimensions of Data Quality

Organisations select the data quality dimensions and associated dimension thresholds based on
their business context, requirements, levels of risk etc. Note that each dimension is likely to have
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a different weighting and in order to obtain an accurate measure of the quality of data, the or-
ganisation will need to determine how much each dimension contributes to the data quality as a

whole.

Relevance

Consistency
{ coherence

Data
quality

Interpretability

Accessibility

A typical Data Quality Assessment approach might be:

1.

7.

Identify which data items need to be assessed for data quality, typically this will be data
items deemed as critical to business operations and associated management reporting.

Assess which data quality dimensions to use and their associated weighting.

For each data quality dimension, define values or ranges representing good and bad quality
data. Please note, that as a data set may support multiple requirements, a number of differ-
ent data quality assessments may need to be performed.

Apply the assessment criteria to the data items.
Review the results and determine if data quality is acceptable or not.

Where appropriate take corrective actions e.g. clean the data and improve data handling
processes to prevent future recurrences.

Repeat the above on a periodic basis to monitor trends in Data Quality.

The outputs of different data quality checks may be required in order to determine how well the
data supports a particular business need. Data quality checks will not provide an effective assess-
ment of fitness for purpose if a particular business need is not adequately reflected in data quality
rules. Similarly, when undertaking repeat data quality assessments, you should check to deter-
mine whether business data requirements have changed since the last assessment.

Whilst most data quality dimensions can be assessed by analysing the data itself, assessing accu-
racy of data can only be achieved by either:

1.

Assessing the data against the actual thing it represents, for example, when an employee
visits a property; or
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2. Assessing the data against an authoritative reference data set, for example, checking cus-
tomer details against the official list of voters.

Completeness
eAre all data sets and data items recorded?
Consistency
*Can we match the data set across data stores?
Uniqueness
o|s there a single view of the data set?

Validity

*Does the data match the rules?
Accuracy
*Does the data reflect the data set?

Example of the application of different data quality dimensions to a data set.

Six Core Data Quality Dimensions

The six core dimensions of data quality are:

1. Completeness 4. Validity
2. Uniqueness 5. Accuracy
3. Timeliness 6. Consistency.

Completeness
The proportion of stored data against the potential of “100% complete”
1. Reference: Business rules which define what “100% complete” represents.

2. Measure: A measure of the absence of blank (null or empty string) values or the presence
of non-blank values.
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Scope: 0-100% of critical data to be measured in any data item, record, data set or database.
Unit of Measure: Percentage.

Type of Measure: Assessment, Continuous and Discrete: Assessment only.

Related dimension: Validity and Accuracy.

Optionality: If a data item is mandatory, 100% completeness will be achieved, however
validity and accuracy checks would need to be performed to determine if the data item has
been completed correctly.

Example(s): Parents of new students at school are requested to complete a Data Collection
Sheet which includes medical conditions and emergency contact details as well as confirm-
ing the name, address and date of birth of the student.

Scenario: At the end of the first week of the Autumn term, data analysis was performed on
the ‘First Emergency Contact Telephone Number’ data item in the Contact table.

There are 300 students in the school and 294 out of a potential 300 records were populated, there-
fore 294/300 x 100 = 98% completeness has been achieved for this data item in the Contact table.

Uniqueness

No thing will be recorded more than once based upon how that thing is identified.

1.

AL

B

Reference: Data item measured against itself or its counterpart in another data set or
database.

Measure: Analysis of the number of things as assessed in the ‘real world’ compared to the
number of records of things in the data set. The real world number of things could be ei-
ther determined from a different and perhaps more reliable data set or a relevant external
comparator.

Scope: Measured against all records within a single data set.
Unit of Measure: Percentage.

Type of Measure: Assessment, Continuous and Discrete.
Related dimension: Consistency.

Optionality: Dependent on circumstances.

Example(s): A school has 120 current students and 380 former students (i.e. 500 in total)
however; the Student database shows 520 different student records. This could include
Fred Smith and Freddy Smith as separate records, despite there only being one student at
the school named Fred Smith. This indicates a uniqueness of 500/520 x 100 = 96.2%.

External Validation: IAM Asset Information Quality Handbook Principles of Data Manage-
ment, Keith Gordon.
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Timeliness

The degree to which data represent reality from the required point in time:

1.

Reference: The time the real world event being recorded occurred.

2. Measure: Time difference.

3. Scope: Any data item, record, data set or database.

4. Unit of Measure: Time.

5. Type of Measure: Assessment, Continuous and Discrete: Assessment and Continuous.

6. Related dimension: Accuracy because it inevitably decays with time.

7. Optionality: Optional dependent upon the needs of the business.

8. Example(s): Tina Jones provides details of an updated emergency contact number on 1st-
June 2013 which is then entered into the Student database by the admin team on 4th June
2013. This indicates a delay of 3 days. This delay breaches the timeliness constraint as the
service level agreement for changes is 2 days.

Validity

Data are valid if it conforms to the syntax (format, type, range) of its definition.

1.

Reference: Database, metadata or documentation rules as to the allowable types (string,
integer, floating point etc.), the format (length, number of digits etc.) and range (minimum,
maximum or contained within a set of allowable values).

Measure: Comparison between the data and the metadata or documentation for the data
item.

Scope: All data can typically be measured for Validity. Validity applies at the data item level
and record level (for combinations of valid values).

Unit of Measure: Percentage of data items deemed Valid to Invalid.

Type of Measure: Assessment, Continuous and Discrete: Assessment, Continuous and
Discrete.

Related dimension: Accuracy, Completeness, Consistency and Uniqueness.
Optionality: Mandatory.

Example(s): Each class in a UK secondary school is allocated a class identifier; this consists
of the 3 initials of the teacher plus a two digit year group number of the class. It is declared
as AAAQ9 (3 Alpha characters and two numeric characters).

Scenario 1: A new year 9 teacher, Sally Hearn (without a middle name) is appointed there-
fore there are only two initials. A decision must be made as to how to represent two initials
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or the rule will fail and the database will reject the class identifier of “SH09”. It is decided
that an additional character “Z” will be added to pad the letters to 3: “SZH09”, however this
could break the accuracy rule. A better solution would be to amend the database to accept
2 or 3 initials and 1 or 2 numbers.

Scenario 2: The age at entry to a UK primary and junior school is captured on the form for
school applications. This is entered into a database and checked that it is between 4 and 11.
If it were captured on the form as 14 or N/A it would be rejected as invalid.

Accuracy

The degree to which data correctly describes the “real world” object or event being described:

1.

Reference: Ideally the “real world” truth is established through primary research. Howev-
er, as this is often not practical, it is common to use 3rd party reference data from sources
which are deemed trustworthy and of the same chronology.

Measure: The degree to which the data mirrors the characteristics of the real world object
or objects it represents.

Scope: Any “real world” object or objects that may be characterised or described by data,
held as data item, record, data set or database.

Unit of Measure: The percentage of data entries that pass the data accuracy rules.

Type of Measure: Assessment, Continuous and Discrete - Assessment, e.g. primary re-
search or reference against trusted data. Continuous Measurement, e.g. age of students
derived from the relationship between the students’ dates of birth and the current date.

Discrete Measurement, e.g. date of birth recorded.

Related Dimension: Validity is a related dimension because, in order to be accurate, values
must be valid, the right value and in the correct representation.

Optionality: Mandatory because - when inaccurate - data may not be fit for use.

Example(s): A European school is receiving applications for its annual September intake
and requires students to be aged 5 before the 31st August of the intake year.

In this scenario, the parent, a US Citizen, applying to a European school completes the
Date of Birth (D.0O.B) on the application form in the US date format, MM/DD/YYYY rather
than the European DD/MM/YYYY format, causing the representation of days and months
to be reversed.

10. As a result, 09/08/YYYY really meant 08/09/YYYY causing the student to be accepted as

the age of 5 on the 31st August in YYYY. The representation of the student’s D.O.B.—whilst
valid in its US context—means that in Europe the age was not derived correctly and the
value recorded was consequently not accurate.
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Consistency

The absence of difference, when comparing two or more representations of a thing against a
definition.

1. Reference: Data item measured against itself or its counterpart in another data set or
database.

2. Measure: Analysis of pattern and/or value frequency.

3. Scope: Assessment of things across multiple data sets and/or assessment of values or
formats across data items, records, data sets and databases. Processes including: people
based, automated, electronic or paper.

Unit of Measure: Percentage.
Type of Measure: Assessment, Continuous and Discrete: Assessment and Discrete.
Related Dimension(s): Validity, Accuracy and Uniqueness.

Optionality: It is possible to have consistency without validity or accuracy.

®» 9 o u s

Example(s): School admin: a student’s date of birth has the same value and format in the
school register as that stored within the Student database.

Other Data Quality Considerations

It is crucial to understand and manage the six core dimensions. However, there are additional
factors which can have an impact on the effective use of data. Even when all six dimensions are
deemed to be satisfactory, the data can still fail to achieve the objective.

Data may be perfectly complete, unique, timely, valid, accurate and timely. However if data items
are in English and the users don’t understand English then it will be useless.

It may be useful to ask these additional questions about your data.

« Usability of the data - Is it understandable, simple, relevant, accessible, maintainable and
at the right level of precision?

« Timing issues with the data (beyond timeliness itself) - Is it stable yet responsive to legiti-
mate change requests?

« Flexibility of the data - Is it comparable and compatible with other data, does it have useful
groupings and classifications? Can it be repurposed, and is it easy to manipulate?

« Confidence in the data - Are Data Governance, Data Protection and Data Security in place?
What is the reputation of the data, and is it verified or verifiable?

« Value of the data - Is there a good cost/benefit case for the data? Is it being optimal-
ly used? Does it endanger people’s safety or privacy or the legal responsibilities of the
enterprise?

« Does it support or contradict the corporate image or the corporate message?
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Data Quality Assessment

Data quality assessment (DQA) is the process of scientifically and statistically evaluating data in
order to determine whether they meet the quality required for projects or business processes and
are of the right type and quantity to be able to actually support their intended use. It can be consid-
ered a set of guidelines and techniques that are used to describe data, given an application context,
and to apply processes to assess and improve the quality of data.

Data quality assessment (DQA) exposes issues with technical and business data that allow the
organization to properly plan for data cleansing and enrichment strategies. This is usually done
to maintain the integrity of systems, quality assurance standards and compliance concerns. Gen-
erally, technical quality issues such as inconsistent structure and standard issues, missing data or
missing default data, and errors in the data fields are easy to spot and correct, but more complex
issues should be approached with more defined processes.

DQA is usually performed to fix subjective issues related to business processes, such as the genera-
tion of accurate reports, and to ensure that data-driven and data-dependent processes are working
as expected.
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Functional Forms

When performing objective assessments, companies should follow a set of principles to develop
metrics specific to their needs. Three pervasive functional forms are simple ratio, min or max oper-
ation, and weighted average. Refinements of these functional forms, such as addition of sensitivity
parameters, can be easily incorporated. Often, the most difficult task is precisely defining a dimen-
sion, or the aspect of a dimension that relates to the company’s specific application. Formulating
the metric is straightforward once this task is complete.

Simple Ratio

The simple ratio measures the ratio of desired outcomes to total outcomes. Since most people mea-
sure exceptions, however, a preferred form is the number of undesirable outcomes divided by total
outcomes subtracted from 1. This simple ratio adheres to the convention that 1 represents the most
desirable and o the least desirable score. Although a ratio illustrating undesirable outcomes gives
the same information as one illustrating desirable outcomes, our experience sug- gests managers
prefer the ratio showing positive outcomes, since this form is useful for longitudinal comparisons
illustrating trends of continuous improvement. Many traditional data quality metrics, such as free-
of-error, completeness, and consistency take this form. Other dimensions that can be evaluated
using this form include concise representation, relevancy, and ease of manipulation.
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The free-of-error dimension represents data correctness. If one is counting the data units in er-
ror, the metric is defined as the number of data units in error divided by the total number of data
units subtracted from 1. In practice, determining what constitutes a data unit and what is an error
requires a set of clearly defined criteria. For example, the degree of precision must be specified. It
is possible for an incorrect character in a text string to be tolerable in one circumstance but not in
another.

The completeness dimension can be viewed from many perspectives, leading to different metrics.
At the most abstract level, one can define the concept of schema completeness, which is the de-
gree to which entities and attributes are not missing from the schema. At the data level, one can
define column completeness as a function of the missing values in a column of a table. This mea-
surement corresponds to Codd’s column integrity, which assesses missing values. A third type is
called population completeness. If a column should contain at least one occurrence of all 50 states,
for example, but it only contains 43 states, then we have population incompleteness. Each of the
three types (schema completeness, column completeness, and population completeness) can be
measured by taking the ratio of the number of incomplete items to the total number of items and
subtracting from 1.

The consistency dimension can also be viewed from a number of perspectives, one being consis-
tency of the same (redundant) data values across tables. Codd’s Referential Integrity constraint is
an instantiation of this type of consistency. As with the previously discussed dimensions, a metric
measuring consistency is the ratio of violations of a specific consistency type to the total number of
consistency checks subtracted from one.

Min or Max Operation

To handle dimensions that require the aggregation of multiple data quality indicators (variables),
the minimum or maximum operation can be applied. One computes the minimum (or maximum)
value from among the normalized values of the individual data quality indicators. The min opera-
tor is conservative in that it assigns to the dimension an aggregate value no higher than the value
of its weakest data quality indicator (evaluated and normalized to between 0 and 1).

The maximum operation is used if a liberal interpretation is warranted. The individual variables
may be measured using a simple ratio. Two interesting examples of dimensions that can make use
of the min operator are believability and appropriate amount of data. The max operator proves
useful in more complex metrics applicable to the dimensions of timeliness and accessibility.

Believability is the extent to which data is regarded as true and credible. Among other factors,
it may reflect an individual’s assessment of the credibility of the data source, comparison to a
commonly accepted standard, and previous experience. Each of these variables is rated on a scale
from 0 to 1, and overall believability is then assigned as the minimum value of the three. Assume
the believability of the data source is rated as 0.6; believability against a common standard is 0.8;
and believability based on experience is 0.7. The overall believability rating is then 0.6 (the lowest
number). As indicated earlier, this is a conservative assessment. An alternative is to compute the
believability as a weighted average of the individual components.

A working definition of the appropriate amount of data should reflect the data quantity being
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neither too little nor too much. A general metric that embeds this tradeoff is the minimum of two
simple ratios: the ratio of the number of data units provided to the number of data units needed,
and the ratio of the number of data units needed to the number of data units provided.

Timeliness reflects how up-to-date the data is with respect to the task it’s used for. A general met-
ric to measure timeliness has been proposed by Ballou et al., who suggest timeliness be measured
as the maximum of one of two terms: 0 and one minus the ratio of currency to volatility. Here,
currency is defined as the age plus the delivery time minus the input time. Volatility refers to the
length of time data remains valid; delivery time refers to when data is delivered to the user; input
time refers to when data is received by the system; and age refers to the age of the data when first
received by the system.
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Dimensional data quality assessment across roles.

An exponent can be used as a sensitivity factor, with the max value raised to this exponent. The
value of the exponent is task-dependent and reflects the analyst’s judgment. For example, suppose
the timeliness rating without using the sensitivity factor (equivalent to a sensitivity factor of 1) is
0.81. Using a sensitivity factor of 2 would then yield a timeliness rating of 0.64 (higher sensitivity
factor reflects fact that the data becomes less timely faster) and 0.9 when sensitivity factor is 0.5
(lower sensitivity factor reflects fact that the data loses timeliness at a lower rate).

A similarly constructed metric can be used to measure accessibility, a dimension reflecting ease
of data attainability. The metric emphasizes the time aspect of accessibility and is defined as the
maximum value of two terms: 0 or one minus the time interval from request by user to delivery to
user divided by the time interval from request by user to the point at which data is no longer useful.
Again, a sensitivity factor in the form of an exponent can be included.

If data is delivered just prior to when it is no longer useful, the data may be of some use, but will
not be as useful as if it were delivered much earlier than the cut- off. This metric trades off the time
interval over which the user needs data against the time it takes to deliver data. Here, the time to
obtain data increases until the ratio goes negative, at which time the accessibility is rated as zero
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(maximum of the two terms).

In other applications, one can also define accessibility based on the structure and relationship of
the data paths and path lengths. As always, if time, structure, and path lengths all are considered
important, then individual metrics for each can be developed and an overall measure using the
min operator can be defined.

Weighted Average

For the multivariate case, an alternative to the min operator is a weighted average of variables. If
a company has a good understanding of the importance of each variable to the overall evaluation
of a dimension, for example, then a weighted average of the variables is appropriate. To insure the
rating is normalized, each weighting factor should be between zero and one, and the weighting
factors should add to one. Regarding the believability example mentioned earlier, if the company
can specify the degree of importance of each of the variables to the over-all believability measure,
the weighted average may be an appropriate form to use.
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Data Quality Rules

Data rules can have various designations such as:
« Business rules (in the data modeling),
o Data test,

« Quality screen.
They follow the same concept than the rules from an event driven architecture.
Data quality rules fall into two categories to help on the data cleansing process:
« Data detecting rules which must design the business rules.

* Data correction rules which take place in the data correction process.

Validations Rules

One set of rules, validations, simply asserts what must be true about the data, and is used as a
means of validating that data conforms to our expectations. Both data transformation and data
profiling products will allow the end client to define validation rules that can be tested against
a large set of data instances. For example, having determined through profiling that the values
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within a specific column should fall within a range of 20-100, one can specify a rule asserting that
“all values must be greater than or equal to 20, and less than or equal to 100.” The next time data is
streamed through the data quality tool, the rule can be applied to verify that each of the values falls
within the specified range, and tracks the number of times the value does not fall within that range.
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Data Rule Type

The following data rules may be discover or classify through three type of data profiling analysis.

Data Rule | Data profil- Description Example
Type ing Analysis P P
Domain List | Attribute | A domain list rule defines a list of val- | The Gender attribute can have ‘M’ or ‘F’.
Analysis | ues that an attribute is allowed to have.
Domain Pat- | Attribute | A domain pattern list rule defines a list | An example pattern for a telephone number is
tern List Analysis | of patterns that an attribute is allowed | as follows:
to conform to. The patterns are de-
fined in the regular expression syntax. | (“[[::space]]*[0-9]{ 3 }
[[::punct|:space:]]?[0-9]{ 4 }[[::space]]*$)
Domain Attribute | A domain range rule defines a range of | The value of the salary attribute can be be-
Range Analysis | values that an attribute is allowed to | tween 100 and 10000.
have.
Common Attribute | A common format rule defines a | This rule type has many subtypes: Telephone
Format / Analysis known common format that an attri- | Number, IP Address, SSN, URL, E-mail
Pattern bute is allowed to conform to. Address.
No Nulls Attribute | A no nulls rule specifies that the attri- | The department_id attribute for an employee
Analysis | bute cannot have null values in the Employees table cannot be null.
Functional | Functional | A functional dependency defines that
Dependency | Dependency | the data in the data object may be nor-
malized or derived
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Unique Key Attribute | A unique key data rule defines whether | The name of a department should be unique.
Analysis an attribute or group of attributes are
unique in the given data object.
Referential | Referential | A referential data rule defines the type | The department_id attribute of the Depart-
Analysis | of a relationship (1:x) a value must | ments table should have a 1:n relationship
have to another value. with the department id attribute of the Em-
ployees table.
Name and Functional | A name and address data rule evalu-
address Dependency | ate a group of attributes as a name or
address
Custom - A custom data rule applies a SQL ex- | VALID_DATE with two input parameters,
pression that you specify to its input | START_DATE and END_DATE. A valid ex-
parameters. pression for this rule is: “THIS”.“END_DATE”
> “THIS”.“START_DATE

The second set of rules, cleansing or correction rules, identifies a violation of some expectation and
a way to modify the data to then meet the business needs.

Data Correction is the second step in a data cleansing process after the detection of values that not
meet the business rules (data rules).

For each data values that are not accepted, you can have to choose one of the following actions:
« Ignore: The data rule is ignored and, therefore, no values are rejected based on this data rule.

« Report: The data rule is run only after the data has been loaded for reporting purposes
only. It is like the Ignore option, except a report is created that contains the values that did
not adhere to the data rules.

+ Cleanse: The values rejected by this data rule are moved to an error table where cleansing
strategies are applied. When you choose this option, you must specify a cleansing strategy
of correction rule.

Completeness

Cleansing Strategy (Data Cleansing Rule)

Cleansing or correction rules, identifies a violation of some expectation and a way to modify the
data to then meet the business needs. For example, while there are many ways that people provide
telephone numbers, an application may require that each telephone number be separated into its

WORLD TECHNOLOGIES




102 Business Intelligence: A Managerial Perspective

area code, exchange, and line components. This is a cleansing rule, as is shown in the figure below,
which can be implemented and tracked using data cleansing tools.

(999)999-9999

(999) 999-9999
999-999-9999
999 9999999

1-(999)999-9999 Exchange | 754
1(999) 999-9999 s el
1-999-099-9999
1999 999 9999
Transforming and standardizing telephone numbers.
Transforming and standardizing telephone numbers.
Cleansing Strategy Description
Remove Does not populate the target table with error records
Custom Custom function in the target table
Set to Min Sets the attribute value of the error record to the minimum value de-
fined in the data rule.
Set to Max Sets the attribute value of the error record to the maximum value de-
fined in the data rule.
Similarity Uses a similarity algorithm based on permitted domain values to find a
value that is similar to the error record.
Soundex Uses a soundex algorithm based on permitted domain values to find a
value that is similar to the error record.
Merge Merge duplicate records into a single row.

Continuous Data Quality Monitoring and Improvement

The key elements of a good data quality program include establishing a baseline, continuous im-
provement, appropriate metrics, and scorecarding.

Establishing a Baseline

The first step is establishing a baseline of the current state of data quality. This should identify the
critical failure points and determine improvement targets. The targets must be tied to business
objectives.

Continuous Measurement

Data quality must be tracked, managed, and monitored if it is to improve business efficiency and
transparency. Therefore, being able to measure and monitor data quality throughout the lifecycle
and compare the results over time is an essential ingredient in the proactive management of ongo-
ing data quality improvement and data governance.

Organizations need a formalized way of setting targets, measuring conformance to those targets,
and effectively communicating tangible data quality metrics to senior management and data
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owners. Standard metrics provide everyone (executives, IT, and line-of-business managers) with a
unified view of data and data quality, and can also provide the basis for regulatory reporting in cer-
tain circumstances, such as Basel 11, where there are specific data quality reporting requirements.

Metrics to Suit the Job

Ultimately, data quality monitoring and reporting based on a well-understood set of metrics pro-
vides important knowledge about the value of the data in use, and empowers knowledge workers
with the ability to determine how the data can best be used to meet their own business needs.

The critical attributes of data quality (completeness, conformity, consistency, accuracy, dupli-
cation, and integrity) should map to specific business requirements. Duplicate records in a data
warehouse, for example, make it difficult to analyze customer habits and segment customers in
terms of market. Inaccurate data results in poor targeting, budgeting, staffing, unreliable financial
projections, and so on. (The Informatica white paper, “Monitoring Data Quality Performance Us-
ing Data Quality Metrics,” outlines a more comprehensive list of metrics and examples.)

A well-defined set of metrics should be used to get a baseline understanding of the levels of data
quality; this baseline should be used to build a business case to justify investment in data quality.
Beyond that, the same metrics become central to the ongoing data quality process, enabling busi-
ness users and data stewards to track progress and quickly identify problem areas that need to be
addressed.

Completeness What data Is missing or unusable?

What data is stored in a non-standard format?

Consistency What data values give conflicting information?

What data is incorrect or out of date?

What data records or attributes are repeated?

What data is missing or not referenced?

The critical attributes of data quality should map to specific business requirements.

Breaking down data issues into these key measures highlights where best to focus your data quality
improvement efforts by identifying the most important data quality issues and attributes based on
the lifecycle stage of your different projects. For example, early in a data migration, the focus may
be on completeness of key master data fields, whereas the implementation of an e-banking system
may require greater concern with accuracy during individual authentication.

Scorecarding

Inherent in the metrics-driven approach is the ability to aggregate company-wide results into data

WORLD TECHNOLOGIES




104 Business Intelligence: A Managerial Perspective

quality scorecards. A scorecard is the key visual aid that helps to drive the data quality process in
the right direction, empowering data analysts to set accurate and focused quality targets and to de-
fine improvement processes accordingly, including setting priorities for data quality improvement
in upstream information systems.

Metrics and scorecards that report on data quality, audited and monitored at multiple points
across the enterprise, help to ensure data quality is managed in accordance with real business re-
quirements. They provide both the carrot and the stick to support ownership, responsibility, and
accountability. But, beyond the data quality function itself, the metrics used for monitoring the
quality of data can actually roll up into higher-level performance indicators for the business as a
whole.

Data Integration

In today’s business world, it is typical that enterprises run different but coexisting information
systems. Employing these systems, enterprises struggle to realize business opportunities in highly
competitive markets. In this setting, the integration of existing information systems is becoming
more and more indispensable in order to dynamically meet business and customer needs while
leveraging long-term investments in existing IT infrastructure.

In general, integration of multiple information systems aims at combining selected systems so that
they form a unified new whole and give users the illusion of interacting with one single information
system. The reason for integration is twofold: First, given a set of existing information systems, an
integrated view can be created to facilitate information access and reuse through a single informa-
tion access point. Second, given a certain information need, data from different complementing
information systems is combined to gain a more comprehensive basis to satisfy the need.

There is a manifold of applications that benefit from integrated information. For instance, in the
area of business intelligence (BI), integrated information can be used for querying and reporting
on business activities, for statistical analysis, online analytical processing (OLAP), and data mining
in order to enable forecasting, decision making, enterprise-wide planning, and, in the end, to gain
sustainable competitive advantages. For customer relationship management (CRM), integrated
information on individual customers, business environment trends, and current sales can be used
to improve customer services. Enterprise information portals (EIP) present integrated company
information as personalized web sites and represent single information access points primarily
for employees, but also for customers, business partners, and the public. Last, but not least, in the
area of e-commerce and e-business, integrated information enables and facilitates business trans-
actions and services over computer networks.

Similar to information, IT services and applications can be integrated, either to provide a single
service access point or to provide more comprehensive services to meet business requirements. For
instance, integrated workflow and document management systems can be used within enterprises
to leverage in traorganizational collaboration. Based on the ideas of business process reengineer-
ing (BPR), integrated IT services and applications that support business processes can help to re-
duce time-to-market and to provide added-value products and services. Thereby, interconnecting
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building blocks from selected IT services and applications enables supply chain management with-
in individual enterprises as well as cooperation beyond the boundaries of traditional enterprises,
as in interorganizational cooperation, business process networks (BPN), and virtual organizations.
For instance, in e-procurement, supply and demand for producer goods are provided with in-
tegrated information and services to streamline the purchasing process for institutional buyers.
Thus, it is possible to bypass intermediaries and to enable direct interaction between supply and
demand, as in business-to-business (B2B), business-to-consumer (B2C), and business-to-employ-
ee (B2E) transactions. These trends are fueled by XML that is becoming the industry standard for
data exchange as well as by web services that provide interoperability between various software
applications running on different platforms.

In the enterprise context, the integration problem is commonly referred to as enterprise integra-
tion (EI). Enterprise integration denotes the capability to integrate information and functionalities
from a variety of information systems in an enterprise. This encompasses enterprise information
integration (EII) that concerns integration on the data and information level and enterprise appli-
cation integration (EAI) that considers integration on the level of application logic.

Problem of Integration

Integration of multiple information systems generally aims at combining selected systems so that
they form a unified new whole and give users the illusion of interacting with one single information
system. Users are provided with a homogeneous logical view of data that is physically distributed
over heterogeneous data sources. For this, all data has to be represented using the same abstrac-
tion principles (unified global data model and unified semantics). This task includes detection and
resolution of schema and data conflicts regarding structure and semantics.

In general, information systems are not designed for integration. Thus, whenever integrated ac-
cess to different source systems is desired, the sources and their data that do not fit together have
to be coalesced by additional adaptation and reconciliation functionality. Note that there is not the
one single integration problem. While the goal is always to provide a homogeneous, unified view
on data from different sources, the particular integration task may depend on:

« The architectural view of an information system,
« The content and functionality of the component systems,

« The kind of information that is managed by component systems (alphanumeric data, mul-
timedia data; structured, semi-structured, unstructured data),

« Requirements concerning autonomy of component systems,
« Intended use of the integrated information system (read-only or write access),

« Performance requirements, and the available resources (time, money, human resources,
know-how, etc.).

Additionally, several kinds of heterogeneity typically have to be considered. These include differ-
ences in:

« Hardware and operating systems,
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Data management software,
Data models, schemas, and data semantics,
Middleware,

User interfaces, and business rules and integrity constraints.

Approaches to Integration

The presented classification is based on and distinguishes integration approaches according to
the level of abstraction where integration is performed. Information systems can be described
using a layered architecture, On the topmost layer, users access data and services through var-
ious interfaces that run on top of different applications. Applications may use middleware —
transaction processing (TP) monitors, message-oriented middleware (MOM), SQL-middleware,
etc. — to access data via a data access layer. The data itself is managed by a data storage system.
Usually, database management systems (DBMS) are used to combine the data access and stor-
age layer.

In general, the integration problem can be addressed on each of the presented system layers. For
this, the following principal approaches are available:

Manual Integration: Here, users directly interact with all relevant information systems and
manually integrate selected data. That is, users have to deal with different user interfaces
and query languages. Additionally, users need to have detailed knowledge on location, log-
ical data representation, and data semantics.

Common User Interface: In this case, the user is supplied with a common user interface
(e.g., aweb browser) that provides a uniform look and feel. Data from relevant information
systems is still separately presented so that homogenization and integration of data yet has
to be done by the users (for instance, as in search engines).

Integration by Applications: This approach uses integration applications that access var-
ious data sources and return integrated results to the user. This solution is practical for a
small number of component systems. However, applications become increasingly fat as the
number of system interfaces and data formats to homogenize and integrate grows.

User Interface | | User Interface |
| Application
Middleware | | Middleware |

Data Data
Management Management
Data Storage Data Storage

Application || Application || Application Application || Application

General Integration Approaches on Different Architectural Levels.
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Integration by Middleware: Middleware provides reusable functionality that is generally
used to solve dedicated aspects of the integration problem, e.g., as done by SQL-middle-
ware. While applications are relieved from implementing common integration functional-
ity, integration efforts are still needed in applications. Additionally different middleware
tools usually have to be combined to build integrated systems.

Uniform Data Access: In this case, a logical integration of data is accomplished at the data
access level. Global applications are provided with a unified global view of physically dis-
tributed data, though only virtual data is available on this level. Local information systems
keep their autonomy and can support additional data access layers for other applications.
However, global provision of physically integrated data can be time-consuming since data
access, homogenization, and integration have to be done at runtime.

Common Data Storage: Here, physical data integration is performed by transferring data
to a new data storage; local sources can either be retired or remain operational. In gener-
al, physical data integration provides fast data access. However, if local data sources are
retired, applications that access them have to be migrated to the new data storage as well.
In case local data sources remain operational, periodical refreshing of the common data
storage needs to be considered.

In practice, concrete integration solutions are realized based on the presented six general integra-
tion approaches. Important examples include:

Mediated query systems represent a uniform data access solution by pro- viding a single
point for read-only querying access to various data sources, e.g., as in TSIMMIS. A medi-
ator that contains a global query processor is employed to send subqueries to local data
sources; returned local query results are then combined.

Portals as another form of uniform data access are personalized doorways to the internet or
intranet where each user is provided with information according to his detected informa-
tion needs. Usually, web mining is applied to determine user-profiles by click-stream anal-
ysis; thereby, information the user might be interested in can be retrieved and presented.

Data warehouses realize a common data storage approach to integration. Data from sev-
eral operational sources (on-line transaction processing systems, OLTP) are extracted,
transformed, and loaded (ETL) into a data warehouse. Then, analysis, such as online ana-
lytical processing (OLAP), can be performed on cubes of integrated and aggregated data.

Operational data stores are a second example of a common data storage. Here, a “ware-
house with fresh data” is built by immediately propagating updates in local data sources
to the data store. Thus, up-to-date integrated data is available for decision support. Un-
like in data warehouses, data is neither cleansed nor aggregated nor are data histories
supported.

Federated database systems (FDBMS) achieve a uniform data access solution by logically
integrating data from underlying local DBMS. Federated database systems are fully-fledged
DBMS; that is, they implement their own data model, support global queries, global trans-
actions, and global access control. Usually, the five-level reference architecture by is em-
ployed for building FDBMS.
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Workflow management systems (WFMS) allow to implements business processes where
each single step is executed by a different application or user. Generally, WFMS support
modeling, execution, and maintenance of processes that are comprised of interactions
between applications and human users. WFMS represent an integration-by-application
approach.

Integration by web services performs integration through software components (i.e., web
services) that support machine-to-machine interaction over a network by XML-based mes-
sages that are conveyed by internet protocols. Depending on their offered integration func-
tionality, web services either represent a uniform data access approach or a common data
access interface for later manual or application-based integration.

Model management introduces high-level operations between models (such as database
schemas, UML models, and software configurations) and model mappings; such opera-
tions include matching, merging, selection, and composition. Using a schema algebra that
encompasses all these operations, it is intended to reduce the amount of hand-crafted code
required for transformations of models and mappings as needed for schema integration.
Model management falls into the category of manual integration.

Peer-to-peer (P2P) integration is a decentralized approach to integration between dis-
tributed, autonomous peers where data can be mutually shared and integrated through
mappings between local schemas of peers. P2P integration constitutes, depending on the
provided integration functionality, either a uniform data access approach or a data access
interface for sub- sequent manual or application-based integration.

Grid data integration provides the basis for hypotheses testing and pattern detection in
large amounts of data in grid environments, i.e., interconnected computing resources be-
ing used for high-throughput computing. Here, often unpredictable and highly dynamic
amounts of data have to be dealt with to provide an integrated view over large (scientific)
data sets. Grid data integration represents an integration by middleware approach. Per-
sonal data integration systems are a special form of manual integration. Here, tailored
integrated views are defined (e.g., by a declarative integration language), either by users
themselves or by dedicated integration engineers. Each integrated view precisely matches
the information needs of a user by encompassing all relevant entities with real-world se-
mantics as intended by the particular user; thereby, the integrated view reflects the user’s
personal way to perceive his application domain of interest.

Collaborative integration, another special form of manual integration, is based on the idea
to have users to contribute to a data integration system for using it. Here, initial partial
schema mappings are presented to users who answer questions concerning the mappings;
these answers are then taken to refine the mappings and to expand the system capabilities.
Similar to folksonomies, where data is collaboratively labeled for later retrieval, the task of
schema mapping is distributed over participating users.

In Data space systems co-existence of all data (i.e., both structured and unstructured) is
propagated rather than full integration. A data space system is used to provide the same
basic functionality, e.g., search facilities, over all data sources independently of their degree
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of integration. Only when more sophisticated services are needed, such as relational-style
queries, additional efforts are made to integrate the required data sources more closely. In
general, data space systems may simultaneously use every one of the presented six general
integration approaches.

From Structural to Semantic Integration

Database technology was introduced in enterprises since the late 1960s to sup- port (initially rather
simple) business applications. As the number of applications and data repositories rapidly grew, the
need for integrated data became apparent. As a consequence, first integration approaches in the form
of multi- database systems were developed around 1980. This was a first cornerstone in a remark-
able history of research in the area of data integration. The evolution continued over mediators and
agent systems to ontology-based, peer-to-peer (P2P), and web service-based integration approaches.
Recently, tailored personal data integration, collaborative integration, and data space systems are
being addressed by the research community. In general, early integration approaches were based on
a relational or functional data model and realized rather tightly-coupled solutions by providing one
single global schema. To overcome their limitations concerning the aspects of abstraction, classifi-
cation, and taxonomies, object-oriented integration approaches were adopted to perform structural
homogenization and integration of data. With the advent of the internet and web technologies, the
focus shifted from integrating purely well-structured data to also incorporating semi-and unstruc-
tured data while architecturally, loosely-coupled mediator and agent systems became popular.

However, integration is more than just a structural or technical problem. Technically, it is rather
easy to connect different relational DBMS (e.g., via ODBC or JDBC). More demanding is to inte-
grate data described by different data models; even worse are the problems caused by data with
heterogeneous semantics. For instance, having only the name “loss” to denote a relation in an en-
terprise information system does not provide sufficient information to doubtlessly decide whether
the represented loss is a book loss, a realized loss, or a future expected loss and whether the values
of the tuples reflect only a roughly estimated loss or a precisely quantified loss. Integrating two
“loss” relations with (implicit) heterogeneous semantics leads to erroneous results and completely
senseless conclusions. Therefore, explicit and precise semantics of integratable data are essential
for semantically correct and meaningful integration results. Note that none of the principal inte-
gration approaches helps to resolve semantic heterogeneity; neither is XML that only provides
structural information a solution.

In the database area, semantics can be regarded as people’s interpretation of data and schema
items according to their understanding of the world in a certain context. In data integration, the
type of semantics considered is generally real-world semantics that are concerned with the “map-
ping of objects in the model or computational world onto the real world and the issues that involve
human interpretation, or meaning and use of data and information”. In this setting, semantic
integration is the task of grouping, combining or completing data from different sources by taking
into account explicit and precise data semantics in order to avoid that semantically in- compatible
data is structurally merged. That is, semantic integration has to ensure that only data related to
the same or sufficiently3 similar real-world entity or concept is merged. A prerequisite for this is to
resolve semantic ambiguity concerning integratable data by explicit metadata to elicit all relevant
implicit assumptions and underlying context information.
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Dataspaces 2006-
Collaborative Integration 2004-
Personal Data Integration 2004-
Grid & Integration 2004-
Peer-to-Peer 2003-
Web Services 2002-
Semantic Web 2001-
Model Management 2000-
Model-based Mediation 2000-2003
Mappings 1999-
XML & Integration 1998-2004
Website / Content Management 1997-1999
Wrapper Generation 1997-2000
Information Retrieval & Integration 1997-2000
Ontologies 1996-
Bus Systems / CORBA 1995-1999
Data Warehousing 1995-2000
Context & Integration 1994-2000
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Figure: Data Integration Research Trends over Time.

One idea to overcome semantic heterogeneity in the database area is to exhaustively specify the
intended real-world semantics of all data and schema elements. Unfortunately, it is impossible to
completely define what a data or schema element denotes or means in the database world. There-
fore, database schemas do typically not provide enough explicit semantics to interpret data always
consistently and unambiguously. These problems are further worsened by the fact that semantics
may be embodied in data models, conceptual schemas, application programs, the data itself, and
the minds of users. Moreover, there are no absolute semantics that are valid for all potential users;
semantics are relative. These difficulties concerning semantics are the reason for many still open
research challenges in the area of data integration.

Ontologies — which can be defined as explicit, formal descriptions of concepts and their relation-
ships that exist in a certain universe of discourse, together with a shared vocabulary to refer to
these concepts — can contribute to solve the problem of semantic heterogeneity. Compared with
other classification schemes, such as taxonomies, thesauri, or keywords, ontologies allow more
complete and more precise domain models. With respect to an ontology a particular user group
commits to, the semantics of data pro- vided by data sources for integration can be made explicit.
Based on this shared understanding, the danger of semantic heterogeneity can be reduced. For in-
stance, ontologies can be applied in the area of the Semantic Web to explicitly connect information
from web documents to its definition and con- text in machine processable form; thereby, seman-
tic services, such as semantic document retrieval, can be provided.

In database research, single domain models and ontologies were first applied to overcome seman-
tic heterogeneity. As in SIMS, a domain model is used as a single ontology to which the contents
of data sources are mapped. Thus, queries expressed in terms of the global ontology can be asked.
In general, single-ontology approaches are useful for integration problems where all information
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sources to be integrated provide nearly the same view on a domain. In case the domain views of
the sources differ, finding a common view becomes difficult. To overcome this problem, multi-on-
tology approaches like OBSERVER describe each data source with its own ontology; then, these
local ontologies have to be mapped, either to a global ontology or between each other, to establish a
common understanding. Thus, it is now state of the art that information systems “carry with them
an explicit model of the world that they operate in, a model of what the data that they carry stand
for.

Personal Semantic Data Integration in the SIRUP Approach

Mapping all data to one single domain model or ontology forces users to adapt to one single con-
ceptualization of the world. This contrasts to the fact that receivers of integrated data widely differ
in their conceptual interpretation of and preference for data — they are generally situated in vari-
ous real-world contexts and have different conceptual models of the world in mind. These models
do not only vary between different people in the same domain, but even for the same individual
over time. COIN was one of the first research projects to consider the different contexts data pro-
viders and data receivers are situated in.

In our own research, we continue the trend of taking into account user- specific aspects in the pro-
cess of semantic integration. We address the problem how individual mental domain models and
personal semantics of concepts can be reflected in data integration to provide tailor-made integra-
tion for personal information needs. In the SIRUP (Semantic Integration Reflecting User-specific
semantic Perspectives) approach, we investigate how data — equipped with explicit, queryable
semantics — can be effectively pre- integrated on a conceptual level. Thereby, we aim at enabling
users to perform declarative data integration by conceptual modeling of their individual ways to
perceive a domain of interest.

Origin of our research is the observation that different users often have diverse views of reality —
i.e., they perceive and conceptualize the same real- world part differently, according to their rela-
tive points of view, their information needs, and expectations. Additionally, none of these co-ex-
isting views of the real world can be regarded as being more correct than another because each
view is intended for a worthy purpose. In general, we refer to this phenomenon as data receiver
heterogeneity. Imposing a single global schema for all users can have severe limitations that seri-
ously interfere with the users’ individual work because thereby, data receiver sovereignty is vio-
lated. Sovereignty of data receivers refers to the fact that using integrated data must be non-intru-
sive; i.e., users should not be forced to adapt to any standard concerning structure and semantics
of data they desire. Therefore, to take a “one integrated schema fits all” approach is definitely not
a satisfactory solution. We generally subsume problems that cause a single global schema to be
inappropriate for particular users as perspectual integration mistakes. These include:

» Data selection mistakes are caused when data that is available through the global schema
is, from the users’ perspective, inappropriately collected and selected from a given data
source — for example, by only including particular local relations in the global schema.

« Source selection mistakes occur when the decision of the global schema designer, which
data sources to incorporate into the global schema, differs from individual users’ prefer-
ences for data from various origins (e.g., due to quality or reliability).
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« Entity granularity mistakes refer to the fact that the degree of granularity in which infor-
mation is represented in the global schema can be too coarse-grained (general) or too fine-
grained (specialized) according to the requirements of individual users — e.g., by integrat-
ing a “seminar” and a “colloquium” relation into a general global “course” relation.

» Attribute granularity mistakes are problems of inadequate granularity concerning attri-
butes of entities in the global schema.

« Data semantics mistakes arise when the global schema provides an integrated view on
data that is semantically not related according to the individual perception of specific
users. For instance, data concerning lectures and seminars may be globally merged
since both represent similar forms of teaching. However, this is not useful for peo-
ple who are only interested in seminars because seminar information is blurred with
lectures.

» Last, but not least, data taxonomy mistakes occur when generalization/specialization hi-
erarchies given by the global schema do not fit the perspective of the particular domain
according to individual users.

In general, all six integration mistakes presented can be independently combined to form com-
bined perspectual integration mistakes. To avoid perspectual integration mistakes, we advocate
user-specific, personal semantic data integration. However, to be suitable for this, data integration
approaches have to meet certain requirements. We summarize these requirements with the ASME
criteria:

« Abstraction refers to shielding users from low-level heterogeneities of underlying data
sources;

« Selection means the possibility of user-specific selection of data and data sources for indi-
vidual integration;

« Modeling corresponds to the availability of means to incorporate user- specific perception
of the domain for which integrated data is desired in the process of data integration.

Explicit semantics refers to means for explicitly representing the intended real-world semantics
of data.

Current data integration approaches fail to completely meet these requirements. In response
to this, we propose the SIRUP approach to personal semantic data integration to fulfill all the
ASME criteria entirely. In SIRUP, data providers declaratively link groups of attributes represent-
ing alphanumeric data for particular real-world concepts (e.g., “database lecture at University of
Zurich”) to so-called IConcepts (short for “Intermediate Concept”). Each IConcept represents a
single, distinct concept of the real world, and for each real-world concept, there is only one sin-
gle IConcept in a SIRUP integration system. To make its meaning explicit for both, humans and
computers, every IConcept is connected to an ontological concept (through the SOQA ontology
API) that precisely represents its intended semantics. Thus, by connecting attribute data from
diverse data sources to IConcepts, data from these sources is pre-integrated on a conceptual level
and its in- tended semantics made explicit. In order to allow more than one data source to provide
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data concerning a particular concept of the real world and to distinguish the origin of data, all the
attributes from each data source are organized as separate attribute groups in their respective
IConcept. In addition, data providers annotate all attributes they provide for IConcepts so that
metadata on attribute meaning, data types, key constraints, measurement units, etc. is explicitly
available for users.

Based on these foundations, we provide a declarative integration and query language so that
users, equipped with suitable IConcept search tool, can derive user-specific concepts (User Con-
cepts) that are tailored to their information needs from the available set of IConcepts. These
User Concepts can be organized in hierarchies so that individually integrated, virtual views (so-
called Semantic Perspectives) representing user-specific conceptual domains models to precisely
meet personal information needs can be built. In the whole process of User Concept modeling
and combination, all available metadata including ontology links is automatically maintained
and propagated; thus, Semantic Perspectives are annotated individual schemas over diverse data
sources with explicit semantics. Finally, queries against Semantic Perspectives can be formulated
that are processed by the respective SIRUP integration system. If desired, resulting data can be
exported in a variety of formats, such as XML documents, relational tuples (through JDBC), and
Excel spreadsheets.

Outlook

Albeit there is a remarkable history of research in the field of data integration and in spite of sig-
nificant progress that has been made since the mid-1990s, ranging from concepts and algorithms
to systems and commercial aspects, significant challenges still remain.

First of all, dynamic markets and increased competition demand for higher degrees of flexibility
concerning data access and interoperability in the business domain. Thus, enterprises are faced
with the requirement to provide multiple co-existing integrated views on their distributed corpo-
rate data sources to flexibly support different information needs. For instance, to enable banks to
precisely assess credit risks according to the Basel II standard for risk management, a comprehen-
sive and sound basis of integrated customer data is necessary. While in most banks, the needed
data is available, it is often scattered over distributed sources, can be inconsistent and partially
available only in hard paper copies. This alone is a challenging integration task for many banks;
however, it is aggravated by the fact that alternative ways to organize the integrated data can si-
multaneously be necessary to support distinct information needs (e.g., categorization of credit
risks according to geographical criteria or based on customer types). Here, personal data integra-
tion approaches like SIRUP can contribute.

Fostering agile cross-enterprise cooperation is another area that imposes challenges for data inte-
gration. For example, for virtual organizations as sets of organizational units that work towards a
common goal, on-the-fly data integration is extremely important due to their dynamic nature. To
effectively provide the needed information by all the cooperating partners in a timely manner, each
of them being situated in a different real-world context having his own conceptual model of the
world in mind, flexible and tailored data integration is a prerequisite. Based on adequately integrat-
ed data, required applications like supply chain management (SCM), enterprise resource planning
(ERP), and customer relationship management (CRM) can be realized. Another area of inter-orga-
nizational cooperation between organizational units is e-science. Here, virtual experiments based
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on intensive computations and huge amounts of data are performed in grid environments, as, for
example, in earth sciences, particle physics, and bioinformatics. Not only is data integration in this
field required to meet diverse scientific information needs, but also scalability and manageability
issues rise due to the fact that masses of data need to be handled efficiently. A key factor for inter-
disciplinary multi-national e-science projects is the ability to precisely satisfy the data integration
and sharing needs of the involved research groups from diverse disciplines. Similarly, successful
work in life sciences and e-health relies on integrated access to disparate forms of data that are
spread over many biological and medical institutions by taking into account local data semantics.
For these areas, user and group-specific integration approaches like SIRUP can be useful.

As one of the goals of data integration is the provision of unified access to multiple data sources,
privacy and security are important issues. Thus, flexible yet effective means for access control
in integrated systems are necessary. Despite the fact that integration can provide many benefits,
data integration and data sharing are often hampered by privacy concerns. For instance, compa-
nies abstain from exchanging data because of fear to be exploited by competitors or regulatory
institutions. Similarly, integrated access to patient data can advance medical research but may
be impossible without proven measures for privacy protection and access control. Therefore, the
development of techniques to guarantee data integration and data sharing without loss of privacy
is essential.

Data quality, that can be characterized through accuracy, completeness, timeliness, and con-
sistency of data, is of major interest for the usability of integrated data. In the realm of data
integration, however, often complex data flows between data producers, data integrators, and
consumers of integrated data have to be taken into account to provide appropriate data quality
solutions. Fortunately, ontology-enhanced schemas, as used in semantic data integration, repre-
sent an important prerequisite for high quality integrated data and can thus ease quality related
issues. In particular, the possibility for users to verify where data originates from and how it was
combined and converted into its current form are central in enabling users to distinguish be-
tween facts and beliefs and, in consequence, to establish trust in integrated data. Therefore, data
lineage and traceability issues are likely to play an important role in future integrations systems,
especially when complex data transformations over widely distributed data sources are involved.
In addition, globally enforcing integrity constraints can help users to trust integrated data from
diverse sources.

In our own work in the SIRUP project, we focus on personal semantic integration of structured
and annotated alphanumeric data. However, un- structured data, such as letters, reports, presen-
tations, emails, and web pages constitute about 80-90% of all the data in enterprises according
to current estimates by analyst firms, such as Gartner. Thus, there is a big challenge to transform
this into valueable integrated information that precisely serves the needs in a dynamic business
world. One approach to manage this may be provided by the emerging concept of dataspaces
that postulates co-existing structured and unstructured data sets without initially requiring to
integrate all data. Similar loosely-coupled approaches to data integration are represented by so-
cial networks and data sharing communities who collaboratively and incrementally contribute to
building an integrated set of data. Here, the vision is to provide ease of use in community data
sharing so that also non- expert users can manage and share their diverse data with minimal ef-
fort. However, the future needs to show to what extent these approaches can contribute to reach
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the grand challenge as formulated in the Asilomar report on database research, i.e., to make
it easy for everyone to store, organize, access, and analyze the majority of human information

online.
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Utilization of Business Data

The usage of business data involves the extraction of business intelligence from unstructured
data, drawing insights from the collection of data and reusing data. These diverse uses of business
data as well as the use of data mining for the purpose of predictive analysis have been thoroughly
discussed in this chapter.

Deriving Business Intelligence from Unstructured Data

Data warehouse is a subject-oriented, integrated, time-variant, and non-volatile collection of data
which helps in decision-making process. According to Kimball, a data warehouse is designed for
querying and analysing structured data which can be divided into facts and dimensions. Struc-
tured data has a pre-defined schema and is record oriented whereas Unstructured Data (USD) is
vast, freeform and exists in variety of forms. It poses difficulty in querying and analysis due to lack
of well- defined schema.

The organizations successfully apply the Data Warehouse and OLAP technologies to build decision
support systems for organizing and analyzing the huge amounts of structured data that companies
store in their databases. Whereas the need of the hour lies in the discovery of such methodologies and
tools that can deal with the massive storage and retrieval of documents with large text-rich sections
and hence cater to BI applications. Companies and enterprises also circulate an enormous amount of
information as text-rich documents — pdf, word files, e-mails, chat files, blogs, organization forums
and many other. Nowadays, World Wide Web has become the greatest source of information, orga-
nizations can now find highly valuable information about their business environment on the Inter-
net, which is a benefit although but has created around 80% of the data floating to be in unstructured
format which is difficult to analyze and store in data warehouse. Data warehouses are the huge data
repositories which stores historical and current data of enterprise worlds and thus keep all the data
at one place. Structured data is stored easily into the data warehouse but unstructured data poses
problem in such storage. But actionable knowledge is pertinent in unstructured textual documents.
The need to manage unstructured data arises due to the fact that more than three-fourth of informa-
tion on internet is unstructured. The advantages one can get out of Unstructured Data management
is Business Value, Better information, Timely information, Relevant Information.

Traditional unstructured data sources are very high in volume. So, the challenges facing data are
as follows: getting the right information from it, transforming it into knowledge, analyzing it to
find patterns & trends, storing information for fast & efficient access, managing the workflow and
finally, making useful BI reports.

To investigate any fact or incident, we need to analyze multi format data from multiple sourc-
es in different time frames. The integrated information architecture facilitates better insight of
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multi-dimensional information for the targeted entities. It also provides better insight, more pow-
erful statistical, semantic, co-relational and reporting capabilities. Faster read and write ability
provides collected data in near real time analytical capabilities. The requirement is to make the
warehouse capable of handling large data sets that are challenging to store, analyze, search, visu-
alize, share, and manage.

Total Data Warehouse (TDW) using Text Annotation

The process of capturing intelligent information from unstructured data is performed in two
phases. In the first phase, structure is added to the unstructured data via named entity extraction.
After that results are integrated with structured data. The output obtained from phase 1(that will
be TDW), acts as an input to phase 2, in which BI application requirements are catered by the
TDW.
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ETL, text tagging, and annotation are used to build the total data warehouse (phase 1).

As shown in figure, data within an enterprise can come from traditional transactional sources
such as an RDBMS, legacy systems, and repositories of enterprise applications, and from un-
structured data sources such as file systems, document and content management systems, and
mail systems.

To build an effective decision-support backbone, this data must be moved into the TDW. An ETL
process executes the required formatting, cleansing, and modification before moving data from
transactional systems to the TDW. In the case of unstructured data sources, the tagging and an-
notation platform extracts information based on domain ontology into an XML database. As in
figure, extraction of data from an XML database into the TDW is accomplished with an ETL tool.
This materializes the unified data creation into the TDW—the foundation for the organization’s
decision-support and BI needs.
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Building business intelligence applications from the TDW: phase 2.

Product Performance Insights from Customer Warranty Claims Data

An example of BI application is to analyze warranty claims data in case of a product’s failure or
defect. Warranty claims have some structured and some unstructured content. These claim forms
constitute warranty data that is to be analysed for gaining business intelligence, and moreover
diagnosing the problem in the company product. A claim form has details such as product id,
product name, model number, date and time of purchase, customer name and address, defects
encountered etc. These forms are appended into a database (may be as BLOB). Some of these
entered information is structured data which is in defined format and has finite answers in de-
fined fields. But the comments section in the form has freeform English language text which
is unstructured and the most important information for understanding and analyzing the de-
fect encountered. The huge number of claim forms renders the manual reading of all comments
time-consuming and practically difficult. The idea is to automate text analysis that collects claim
form information by extracting information from unstructured data and linking it with an exter-
nal knowledge base.

Figure illustrates a claim form entered by a customer and received by a company repair center.
The form is partially structured for the reason that some fields have a defined format. Other fields
allow the user to enter paragraph form text. The user provides details that describe the technical
defect in the product. The text of the user’s comments contains many domain specific entities. For
example, camera is an entity of type “Computer Parts”, crashed is a “Defect” entity. Similarly tech-
nician’s problem analysis is also written in a natural language text, from which many real world
business entities can be derived. The basic technology used to tag and annotate the text can be
based on a dictionary lookup created from an external knowledge base.

As depicted on the right side of figure the output of the text tagging and annotation process is in
XML file format containing the extracted entities enclosed within XML tags. The XML file pro-
duced by the text tagging process is in a form amenable to query, search, and integration with
other structured data sources.

The first step in gathering business intelligence from these claim forms is to tag and annotate the
text—this is the named entity extraction. In the second step, the tagged data is combined and ana-
lyzed with an external structured data repository. The output of text tagging can also be imported
into a relational database.
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Text tagging and text annotation plays efficient role to integrate structured and unstructured data.
The resulting total data warehouse becomes the basic framework for BI applications. The BI ben-
efits of deploying a text analytics methodology speeds up the identification of product defects and
their consequent repairmen or replacement by integrating the unstructured data entered by cus-
tomers and technical assistant with the structured data stored in a relational database. As shown,
the methodology can be applied to help an enterprise gather intelligent information from meetings
text or gain intelligence about product performances from customer warranty claim forms. The to-
tal data warehouse can be employed as a framework for efficient and accurate business decisions.
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Customer Profiling

Customer profiling is a way to create a portrait of your customers to help you make design decisions
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concerning your service. Your customers are broken down into groups of customers sharing sim-
ilar goals and characteristics and each group is given a representative with a photo, a name, and
a description. A small group of customer profiles or ‘personas’ are then used to make key design
decisions with, e.g. “which of these features will help Mary achieve her goals most easily?

l

Customer Profiles are a useful Design Tool

Customer profiles are ‘customer types’, which are generated to represent the typical users of a
product or service, and are used to help the project team make customer centred decisions without
confusing the scope of the project with personal opinion.

Also known as personas, customer profiles are created from an understanding of the typical au-
dience generated from customer research, and focus on the different goals and scenarios the cus-
tomers might and themselves in when interacting with a specific touch-point (website, catalogue,
shop etc.). Unlike typical demographics or segmentation, differences in geography, income, status,
etc. do not necessarily split customers into different groups. For example, when looking to buy the
latest CD by The Kooks for a nephew, a 24 year old single mother of three living in the south of
England will use Amazon in the same way that a married 53 year old senior executive living in the
north of England would do. Their goal is the same, to buy a specific CD online quickly and easily.

When creating a profile the critical information needed for each user is their goals (why are they
interacting with the touch-point? — to buy a CD), their tasks (what will they be doing when they in-
teract with the touch-point — browse for The Kooks CDs, purchase the latest CD, arrange delivery
to a different address?), and the touch-point goals (to sell a CD, clearly show which of The Kooks
CDs is the latest, cross and up sell, etc.). For the example above very loose manner you might cre-
ate a profile called Jane, who is 31, married, has three young children, is time poor, and needs to
buy The Kooks CD online, but doesn’t know who The Kooks are or what their latest CD is called.
Jane will represent all the users who want to buy a specific product but are unsure of all the details.

Advantages of Customer Profiling

Most projects evolve from an idea, and grow through the opinions of influential members of the
project team. The trouble is that these influential members of the project team are rarely the
end user or customer. This often results in a product or service that doesn’t quite meet customer
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expectations or needs, and the interaction with it might be clumsy. Similarly, the decision-making
process can be delayed due to a clash of different opinions, with no member of the project team
able to make a definite agreement on whether X or Y is best for this project.

So when the project team is discussing the scope, or making design decisions, they can talk about
whether Jane’s needs and expectations are being met, regardless of what the influential project
team member might deem as a ‘cool’ piece of functionality.

Disadvantages of Customer Profiling

Traditional marketers often react negatively to the suggestion of customer profiling because it does not
cater for the standard demographics that are traditionally used and taught. However, in this situation
it is important to explain that profiles are not designed to replace general marketing demographics,
which are used for Macro marketing and advertising campaigns, but are created for the specific touch
point (website, kiosk, catalogue, etc.) as a design tool for the project team to make better decisions.

Customer Knowledge

A company must have customer knowledge. Why — simply because by definition this knowledge
is about understanding customers in totality — their needs, goals, wants, emotional reasons for
buying, and other such aspects. Without this knowledge, it would be impossible for a company to
provide top class customer service, ensure customized products and services, and align its busi-
ness processes and operations such that it is able to forge strong relationships with customers.
Customer knowledge is about collecting, collating, and using the data that customer’s leave online
— data such as browsing history, buying patterns, search behaviour, and other analytical pieces of
information with regard to their preferences.

Companies must know as much as possible about their customers, however, the information customers
leave is scattered and difficult to use unless companies collect it and make some sense from all of it. In
addition, customer knowledge should be visible, shareable, and possible to be analysed by those teams
that directly and indirectly serve customers, in order to ensure that the company is able to hear and
respond to whatever the customers say and need. Despite understanding the importance of customer
knowledge, several companies fail to provide what customers need and are unable to comprehend their
preferences. This, according to research, happens because companies often turn complacent, taking
their understanding of customers to be absolute based on historical data and their accomplishments
with regard to customer needs. The fact is that customers change — their needs alter over time, and
their expectations develop depending on the market conditions and their business needs. Hence, what
may have been relevant for a customer in the past may be obsolete in their current situation, and unless
companies have the most current customer knowledge, the gap the between actual needs of customers
and what they provide, will continue to exist and widen. When this gap becomes too large customers
often turn away from a company and seek another company with which to engage in business.

Customer knowledge is extremely beneficial for any company. If a company accurately captures
customer data, it would be easier to organize and share this data within the company for use in
various departments. Obviously, the customer service teams would need access in order to en-
hance their interactions with customers, the sales and marketing teams would be able to prepare
customized content and pitches for customers, the accounts teams would have better control over
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payments and refunds, and other uses for teams. It would also enable the leadership of the compa-
ny to understand buying patterns, ‘visit’ behaviour of customers on the website and social media
sites, sudden changes in buying behaviour, reasons for complaints, and other such crucial quanti-
fiable factors.

As customer knowledge becomes deeper, a company would be able to build better and more emo-
tional connections and rapport with their customers. This of course, is an on-going process since
needs and expectations of customers change continually, and as long as a company can keep pace,
the relationships with customers would sustain. Smart companies understand that they must not
limit customer knowledge to their own relationship with the customers. A company must also
have information on what customers spend with competitors and their relationship with them.
This would enable a company to find ways and formulate strategies to outdo their competitors,
such that customers spend more on the company rather than elsewhere. Of course, it would be
impractical to expect that a company is able to collect every single piece of information on their
customers, but whatever data it may have, should be useful and such that a company is able to
make things easier for its customers.

Since businesses exist for and because of customers, the aim of collecting customer knowledge
should be develop and sustain robust customer relationships, with an eye on customer loyalty. This
knowledge should be the guiding factor for companies to know which offerings to give customers,
when to give them, and at what rate. In addition, customer knowledge would enable a company to
mould and monitor customer behaviour to advantage, and help the company with designing future
products and services, and compete in new markets successfully. Customer knowledge would also
help a company to know the reasons for which customers may stay or defect and whether lowered
pricing by a competitor could be one of the reasons leading the company’s customers away.

Many companies skimp on collecting and analysing customer knowledge simply because it re-
quires a great deal of effort and cost. Hence, some companies tend to collect such knowledge only
for larger accounts in the B2B realm, where the value they get would justify the costs they would
incur on collecting and analysing huge amounts of customer data. This may not be a sensible ap-
proach for most companies — customer knowledge should be aimed at getting an all-round and
overall view of all the customers of a company, in order to improve sales, profits, and gain custom-
er loyalty. Customer knowledge must not however, be confused with other systems of customer
data management — CRM for example. According to experts, while there may be some factors that
overlap, CRM is more structured but has a lesser variety of information to build insights leading
to stronger ties with customers.

Experts also add that customer knowledge if collected correctly would include information about
individual customers that would tell the company who they are and, what they do, and what their
expectations would be from the association with the company. In addition, customer knowledge
would enable a company to analyse all the customers as a whole, in order to put together behaviour
patterns, needs, and allow the company to customize its offerings based on individual customer
requirements. Customer knowledge would therefore, have both qualitative insights — preferenc-
es, likes, and dislikes, and quantitative insights — number of orders, total value of the customer’s
business. With an all-round view of customers, a company would be better equipped at preparing
targeted communication and content, enabling an even stronger bond and relationship with each
customer.
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Customer-focused companies understand how to use customer knowledge. This means that they
know how and when to address concerns that customers may have with regard to the safety and
privacy of their information. These companies are constantly aware that every customer is a live
person and are careful not to treat any customer as data or a number, but with a lot of respect and
care. It is advisable for companies to be completely honest and transparent about why they collect
customer knowledge, the manner in which it is stored, and how it is used. This is reassuring for
customers, knowing that their data is being used to make things easier for them and in their best
interest, and that the company would never use the data to manipulate them in any manner. The
better a company can do this, the more trust and reliability it would build among customers and in
the market, thereby increasing customer loyalty and market share.

Developing Consumer Behavior Models

Customer Behavior Modeling is the creation of a mathematical construct to represent the common
behaviors observed among particular groups of customers in order to predict how similar custom-
ers will behave under similar circumstances. Customer behavior models are typically based on
data mining of customer data, and each model is designed to answer one question at one point in
time. For example, a customer model can be used to predict what a particular group of customers
will do in response to a particular marketing action. If the model is sound and the marketer follows
the recommendations it generated, then the marketer will observe that a majority of the customers
in the group responded as predicted by the model.

Difficulty of Customer Behavior Modeling

Unfortunately, building customer behavior models is typically a difficult and expensive task. This
is because the smart and experienced customer analytics experts who know how to do it are expen-
sive and difficult to find, and because the mathematical techniques they need to use are complex
and risky. Furthermore, even once a model has been built, it is difficult to manipulate it for the
purposes of the marketer, i.e., to determine exactly what marketing actions to take for each cus-
tomer or group of customers.

Finally, despite their mathematical complexity, most customer models are actually relatively sim-
ple. Because of this necessity, most customer behavior models ignore so many pertinent factors
that the predictions they generate are generally not very reliable.

RFM Approach to Customer Behavior Analysis

Many customer behavior models are based on an analysis of Recency, Frequency and Monetary
Value (RFM). This means that customers who have spent money at a business recently are more
likely than others to spend again, that customers who spend money more often at a business are
more likely than others to spend again and that customers who have spent the most money at a
business are more likely than others to spend again.

RFM is popular because it is easy to understand by marketers and business managers, it does not
require specialized software and it holds true for customers in almost every business and industry.

Unfortunately, RFM alone does not deliver the level of accuracy that marketers require. Firstly,
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RFM models only describe what a customer has done in the past and cannot accurately predict
future behaviors. Secondly, RFM models look at customers at a particular point in time and do not
take into account how the customer has behaved in the past or in what lifecycle stage the customer
is currently found. This second point is critical because accurate customer modeling is very weak
unless the customer’s behavior is analyzed over time.

Better Approach to Customer Behavior Modeling

Optimove introduces customer behavior modeling methods which are far more advanced and ef-
fective than conventional methods. By combining a number of technologies into an integrated,
closed-loop system, marketers enjoy highly accurate customer behavior analysis in an easy-to-use
application.

Optimove achieves market-leading predictive customer behaviour modeling with the combination
of the following capabilities:

1. Segmenting customers into small groups and addressing individual customers based on
actual behaviors — instead of hard-coding any pre-conceived notions or assumptions of
what makes customers similar to one another, and instead of only looking at aggregated/
averaged data which hides important facts about individual customers.

2. Tracking customers and how they move among different segments over time (i.e., dynamic
segmentation), including customer lifecycle context and cohort analysis — instead of just
determining in what segments customers are now without regard for how they arrived
there.

3. Accurately predicting the future behaviors of customers (e.g., convert, churn, spend more,
spend less) using predictive customer behavior modeling techniques — instead of just look-
ing in the rear-view mirror of historical data.

4. Using advanced calculations to determine the customer lifetime value (LTV) of every cus-
tomer and basing decisions on it — instead of looking only at the short-term revenue that a
customer may bring the company.

5. Knowing, based on objective metrics, exactly what marketing actions to do now, for each
customer, in order to maximize the long-term value of every customer — instead of trying
to figure out what to do based on a dashboard or pile of reports.

6. Employing marketing machine learning technologies that can reveal insights and make
recommendations for improving customer marketing that human marketers are unlikely
to spot on their own.

One way to think of the difference between conventional approaches and the Optimove approach
is that the former is like a customer snapshot whereas the latter is a customer animation. The ani-
mated view of the customer is far more revealing, allowing much more accurate customer behavior
predictions.

Customer Lifetime Value

Customer lifetime value (CLV) is gaining increasing importance as a marketing metric in both
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academia and practice. Companies such as Harrah’s, IBM, Capital One, LL Bean, ING, and others
are routinely using CLV as a tool to manage and measure the success of their business. Academics
have written scores of articles and dozens of books on this topic in the past decade. There are sev-
eral factors that account for the growing interest in this concept.

FIRM VALUE
CLV & CE
CUSTOMER CUSTOMER CUSTOMER
ACQUISITION RETENTION EXPANSION

MARKETING PROGRAMS

Conceptual Framework for Modeling Customer Lifetime Value.

First, there is an increasing pressure in companies to make marketing accountable. Traditional
marketing metrics such as brand awareness, attitudes, or even sales and share are not enough to
show a return on marketing investment. In fact, marketing actions that improve sales or share may
actually harm the long-run profitability of a brand.

Second, financial metrics such as stock price and aggregate profit of the firm or a business unit
do not solve the problem either. Although these measures are useful, they have limited diagnos-
tic capability. Recent studies have found that not all customers are equally profitable. Therefore,
it may be desirable to “fire” some customers or allocate different resources to different group of
customers. Such diagnostics are not possible from aggregate financial measures. In contrast, CLV
is a disaggregate metric that can be used to identify profitable customers and allocate resources
accordingly. At the same time, CLV of current and future customers (also called customer equity
or CE) is a good proxy of overall firm value.

Third, improvements in information technology have made it easy for firms to collect enormous
amount of customer transaction data. This allows firms to use data on revealed preferences rather
than intentions. Furthermore, sampling is no longer necessary when you have the entire custom-
er base available. At the same time, sophistication in modeling has enabled marketers to convert
these data into insights. Current technology makes it possible to leverage these insights and cus-
tomize marketing programs for individual customers.

Approaches to Modeling
Fundamentals of CLV Modeling

CLV is generally defined as the present value of all future profits obtained from a customer over
his or her life of relationship with a firm. CLV is similar to the discounted cash flow approach used
in finance. However, there are two key differences. First, CLV is typically defined and estimated at
an individual customer or segment level. This allows us to differentiate between customers who
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are more profitable than others rather than simply examining average profitability. Second, unlike
finance, CLV explicitly incorporates the possibility that a customer may defect to competitors in
the future.

CLV for a customer (omitting customer subscript) is,

4 —c)r
=Y (p=a)n f)t’ —AC
=0 (1 + 1 )
Where,
P, = price paid by a consumer at time t,
C, = direct cost of servicing the customer at time t,
i = discount rate or cost of capital for the firm,
r,= probability of customer repeat buying or being “alive” at time t,
AC = acquisition cost, and

T = time horizon for estimating CLV.

In spite of this simple formulation, researchers have used different variations in modeling and
estimating CLV. Some researchers have used an arbitrary time horizon or expected customer life-
time whereas others have used an infinite time horizon. Gupta and Lehmann showed that using an
expected customer lifetime generally overestimates CLV, sometimes quite substantially.

Gupta and Lehmann also showed that if margins (p — c¢) and retention rates are constant over time
and we use an infinite time horizon, then CLV simplifies to the following expression:

=7y (pa)’
= (1+i)  (I+i-r)

In other words, CLV simply becomes margin (m) times a margin multiple (/1 + i — ). When
retention rate is 90% and discount rate is 12%, the margin multiple is about four. Gupta and Leh-
mann showed that when margins grow at a constant rate “g,” the margin multiple becomes r/[1 +

i—r@+g)l

It is also important to point out that most modeling approaches ignore competition because of
the lack of competitive data. Finally, how frequently we update CLV depends on the dynamics of a
particular market. For example, in markets where margins and retention may change dramatically
over a short period of time (e.g., due to competitive activity), it may be appropriate to reestimate
CLV more frequently.

Researchers either build separate models for customer acquisition, retention, and margin or some-
times combine two of these components. For example, and Reinartz, Thomas, and Kumar simul-
taneously captured customer acquisition and retention. Fader, captured recency and frequency in
one model and built a separate model for monetary value. However, the approaches for modeling
these components or CLV differ across researchers.
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RFM Models

RFM models have been used in direct marketing for more than 30 years. Given the low response
rates in this industry (typically 2% or less), these models were developed to target marketing pro-
grams (e.g., direct mail) at specific customers with the objective to improve response rates. Prior to
these models, companies typically used demographic profiles of customers for targeting purposes.
However, research strongly suggests that past purchases of consumers are better predictors of
their future purchase behavior than demographics.

RFM models create “cells” or groups of customers based on three variables—Recency, Frequency,
and Monetary value of their prior purchases. The simplest models classify customers into five
groups based on each of these three variables. This gives 5 x 5 x 5 or 125 cells. Studies show that
customers’ response rates vary the most by their recency, followed by their purchase frequency
and monetary value. It is also common to use weights for these cells to create “scores” for each
group. Mailing or other marketing communication programs are then prioritized based on the
scores of different RFM groups.

Whereas RFM or other scoring models attempt to predict customers’ behavior in the future and
are therefore implicitly linked to CLV, they have several limitations. First, these models predict
behavior in the next period only. However, to estimate CLV, we need to estimate customers’ pur-
chase behavior not only in Period 2 but also in Periods 3, 4, 5, and so on. Second, RFM variables
are imperfect indicators of true underlying behavior, that is, hey are drawn from a true distribu-
tion. This aspect is completely ignored in RFM models. Third, these models ignore the fact that
consumers’ past behavior may be a result of firm’s past marketing activities. Despite these lim-
itations, RFM models remain a mainstay of the industry because of their ease of implementation
in practice.

How well Do RFM Models do?

Several recent studies have compared CLV models with RFM models and found CLV models to
be superior. used a catalog retailer’s data of almost 12,000 customers over 3 years to compare
CLV and RFM models. They found that the revenue from the top 30% of customers based on the
CLV model was 33% higher than the top 30% selected based on the RFM model. also compared
several competing models for customer selection. Using data on almost 2,000 customers from a
business-to-business (B2B) manufacturer, they found that the profit generated from the top 5%
customers as selected by the CLV model was 10% to 50% higher than the profit generated from the
top 5% customers from other models (e.g., RFM, past value, etc).

Incorporating RFM in CLV Models

One key limitation of RFM models is that they are scoring models and do not explicitly provide
a dollar number for customer value. However, RFM are important past purchase variables that
should be good predictors of future purchase behavior of customers. Fader, Hardie, and Lee
(2005) showed how RFM variables can be used to build a CLV model that overcomes many of its
limitations. They also showed that RFM are sufficient statistics for their CLV model. One interest-
ing result of their approach is the iso-CLV curves, which show different values of R, F, or M that
produce the same CLV of a customer.
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Probability Models

A probability model is a representation of the world in which observed behavior is viewed as the
realization of an underlying stochastic process governed by latent (unobserved) behavioral charac-
teristics, which in turn vary across individuals. The focus of the model-building effort is on telling
a simple paramorphic story that describes (and predicts) the observed behavior instead of trying
to explain differences in observed behavior as a function of covariates (as is the case with any re-
gression model). The modeler is typically quite happy to assume that consumers’ behavior varies
across the population according to some probability distribution. For the purposes of computing
CLV, we wish to be able to make predictions about whether an individual will still be an active cus-
tomer in the future and, if so, what his or her purchasing behavior will be. One of the first models
to explicitly address these issues is the Pareto/NBD model developed by Schmittlein, Morrison,
and Colombo, which describes the flow of transactions in noncontractual setting. Underlying this
model is the following set of assumptions:

e A customer’s relationship with the firm has two phases: He or she is “alive” for an unob-
served period of time, and then becomes permanently inactive.

« While “alive,” the number of transactions made by a customer can be characterized by a
Poisson process.

« Heterogeneity in the transaction rate across customers follows a gamma distribution.
« Each customer’s unobserved “lifetime” is distributed exponential.
« Heterogeneity in dropout rates across customers follows a gamma distribution.

« The transaction rates and the dropout rates vary independently across customers.

The second and third assumptions result in the NBD, whereas the next two assumptions yield the
Pareto (of the second kind) distribution. This model requires only two pieces of information about
each customer’s past purchasing history: his or her “recency” (when his or her last transaction
occurred) and “frequency” (how many transactions he or she made in a specified time period).
The notation used to represent this information is (x, t, T), where x is the number of transactions
observed in the time period (0, T] and t (0 <t < T) is the time of the last transaction. Using
these two key summary statistics, Schmittlein, Morrison, and Colombo derived expressions for a
number of managerially relevant quantities, including (a) P(alive | x, tx, T), the probability that an
individual with observed behavior (x, tx, T) is still an active customer at time T, and (b) E[Y(?) | x,
tx, T1, the expected number of transactions in the period (7, T + t] for an individual with observed
behavior (x, tx, T).

This basic model has been used by Reinartz and Kumar as an input into their lifetime value cal-
culations. However, rather than simply using it as an input to a CLV calculation, it is possible to
derive an expression for CLV directly from this model. As an intermediate step, it is necessary to
augment this model for the flow of transactions with a model for the value of each transaction.
Schmittlein and Peterson, Colombo and Jiang, and Fader, Hardie, and Berger have all proposed
models based on the following story for the spend process:

« The dollar value of a customer’s given transaction varies randomly around his mean trans-
action value.
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« Mean transaction values vary across customers but do not vary over time for any given
individual.

Fader, Hardie, and Berger are able to derive the following explicit formula for the expected lifetime
revenue stream associated with a customer (in a noncontractual setting) with “recency” t , “fre-
quency” x (in a time period of length T), and an average transaction value of m_, with continuous
compounding at rate of interest &:

CLV(3|r, o, s, B, P, G, 1> X,t, ,T)
B o ﬁs 6371 F(I' + Xil)‘P(Sg S; S(B + T ))
T+ T)L(r o s, Blxt,,T)
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where (r, q, s, B) are the Pareto/NBD parameters, (p, g, y) are the parameters of the transaction
value model, y(+) is the confluent hypergeometric function of the second kind, and L(-) is the Pa-
reto/NBD likelihood function.

The Pareto/NBD model is a good benchmark model when considering noncontractual settings
where transaction can occur at any point in time. It is not an appropriate model for any contractual
business settings. Nor is it an appropriate model for noncontractual settings where transactions
can only occur at fixed (discrete) points in time, such as attendance at annual academic confer-
ences, arts festivals, and so on, as in such settings, the assumption of Poisson purchasing is not rel-
evant. Thus, models such as Fader, beta-binominal /beta-geometric (BG/BB) model or Morrison et
al.’s brand loyal with exit model would be appropriate alternatives. Several researchers have also
created models of buyer behavior using Markov chains.

Econometric Models

Many econometric models share the underlying philosophy of the probability models. Specifical-
ly, studies that use hazard models to estimate customer retention are similar to the NBD/Pareto
models except for the fact that the former may use more general hazard functions and typically
incorporate covariates. Generally these studies model customer acquisition, retention, and expan-
sion (cross-selling or margin) and then combine them to estimate CLV.

Customer Acquisition

Customer acquisition refers to the first-time purchase by new or lapsed customers. Research in
this area focuses on the factors that influence buying decisions of these new customers. It also
attempts to link acquisition with customers’ retention behavior as well as CLV and CE. The basic
model for customer acquisition is a logit or a probit. Specifically, customer j at time ¢ (i.e., Z, = 1)
is modeled as follows:

*

Z, =X, +¢,
Z,=1ifZ, >0
Z,=0ifZ, <0,
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where Xjt are the covariates and aj are consumer-specific response parameters. Depending on the
assumption of the error term, one can obtain a logit or a probit model.

Although intuition and some case studies suggest that acquisition and retention should be
linked, early work in this area assumed these two outcomes to be independent. Later, indirect-
ly linked acquisition and retention by using a logit model for acquisition and a right-censored
Tobit model for CLV. More recently, several authors have explicitly linked acquisition and
retention.

Using data for airline pilots’ membership, Thomas showed the importance of linking acquisition
and retention decisions. She found that ignoring this link can lead to CLV estimates that are 6%
to 52% different from her model. Thomas, Blattberg, and Fox found that whereas low price in-
creased the probability of acquisition, it reduced the relationship duration. Therefore, customers
who may be inclined to restart a relationship may not be the best customers in terms of retention.
Thomas, Reinartz, and Kumar empirically validated this across two industries. They also found
that customers should be acquired based on their profitability rather than on the basis of the cost
to acquire and retain them.

Lewis showed how promotions that enhance customer acquisition may be detrimental in the long
run. He found that if new customers for a newspaper subscription were offered regular price, their
renewal probability was 70%. However, this dropped to 35% for customers who were acquired
through a $1 weekly discount. Similar effects were found in the context of Internet grocery where
renewal probabilities declined from 40% for regular-priced acquisitions to 25% for customers ac-
quired through a $10 discount. On average, a 35% acquisition discount resulted in customers with
about half the CLV of regularly acquired customers. In other words, unless these acquisition dis-
counts double the baseline acquisition rate of customers, they would be detrimental to the CE of a
firm. These results are consistent with the long-term promotion effects found in the scanner data.

In contrast, Anderson and Simester conducted three field studies and found that deep price dis-
counts have a positive impact on the long-run profitability of first-time buyers but negative long-
term impact on established customers. The dynamics of pricing was also examined by Lewis using
a dynamic programming approach. He found that for new customers, price sensitivity increases
with time lapsed, whereas for current customers, it decreases with time. Therefore, the optimal
pricing involves offering a series of diminishing discounts (e.g., $1.70 per week for new newspaper
subscribers, $2.20 at first renewal, $2.60 at second renewal, and full price of $2.80 later) rather
than a single deep discount.

Customer Retention

Customer retention is the probability of a customer being “alive” or repeat buying from a firm. In
contractual settings (e.g., cellular phones, magazine subscriptions), customers inform the firm
when they terminate their relationship. However, in noncontractual settings (e.g., buying books
from Amazon), a firm has to infer whether a customer is still active. For example, as of October
2005, eBay reported 168 million registered customers but only 68 million active customers. Most
companies define a customer as active based on simple rules of thumb. For example, eBay defines
a customer to be active if she or he has bid, bought, or listed on its site during the past 12 months.
In contrast, researchers rely on statistical models to assess the probability of retention.
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There are two broad classes of retention models. The first class considers customer defection as
permanent or “lost for good” and typically uses hazard models to predict probability of customer
defection. The second class considers customer switching to competitors as transient or “always
a share” and typically uses migration or Markov models. We briefly discuss each class of models.

Hazard models fall into two broad groups—accelerated failure time (AFT) or proportional hazard
(PH) models. The AFT models have the following form.

In(t,) = B, X, + ou,,

where t is the purchase duration for customer j and X are the covariates. If 0 = 1 and u has an ex-
treme value distribution, then we get an exponential duration model with constant hazard rate.
Different specifications of o and p lead to different models such as Weibull or generalized gamma,
and Venkatesan and Kumar used a generalized gamma for modeling relationship duration. For the
k th interpurchase time for customer j, this model can be represented as follows:

J

where a and y are the shape parameters of the distribution and A . is the scale parameter for cus-
tomer j. Customer heterogeneity is incorporated by allowing A, to vary across consumers according
to an inverse generalized gamma distribution.

Proportional hazard models are another group of commonly used duration models. These models
specify the hazard rate (A) as a function of baseline hazard rate (A)) and covariates (X),

At X) = A, (t)exp(PX)

Different specifications for the baseline hazard rate provide different duration models such as ex-
ponential, Weibull, or Gompertz. This approach was used by Bolton.

Instead of modeling time duration, we can model customer retention or churn as a binary out-
come (e.g., the probability of a wireless customer defecting in the next month). This is a form
of discrete-time hazard model. Typically the model takes the form of a logit or probit. Due to its
simplicity and ease of estimation, this approach is commonly used in the industry. Neslin et al. (in
press) described these models which were submitted by academics and practitioners as part of a
“churn tournament.”

In the second class of models, customers are allowed to switch among competitors and this is gen-
erally modeled using a Markov model. These models estimate transition probabilities of a custom-
er being in a certain state. Using these transition probabilities, CLV can be estimated as follows:

T t

V=Y [+ P|R

t=0

where V' is the vector of expected present value or CLV over the various transition states; P is the
transition probability matrix, which is assumed to be constant over time; and R is the reward or mar-
gin vector, which is also assumed to be constant over time. defined transition states based on RFM
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measures. defined them based on customers’ recency of purchases as well as an additional state for
new or former customers. Rust, Lemon, and Zeithaml defined P as brand switching probabilities that
vary over time as per a logit model. Furthermore, they broke R into two components—customer’s ex-
pected purchase volume of a brand and his or her probability of buying a brand at time t.

Rust et al. argued that the “lost for good” approach understates CLV because it does not allow a
defected customer to return. Others have argued that this is not a serious problem because cus-
tomers can be treated as renewable resource and lapsed customers can be reacquired. It is possible
that the choice of the modeling approach depends on the context. For example, in many industries
(e.g., cellular phone, cable, and banks), customers are usually monogamous and maintain their
relationship with only one company. In other contexts (e.g., consumer goods, airlines, and busi-
ness-to-business relationship), consumers simultaneously conduct business with multiple compa-
nies, and the “always a share” approach may be more suitable.

The interest in customer retention and customer loyalty increased significantly with the work of
Reichheld and Sasser, who found that a 5% increase in customer retention could increase firm
profitability from 25% to 85%. Reichheld also emphasized the importance of customer retention.
However, Reinartz and Kumar argued against this result and suggested that “it is the revenue that
drives the lifetime value of a customer and not the duration of a customer’s tenure”. Reinartz and
Kumar further contradicted Reichheld based on their research findings of weak to moderate cor-
relation (.2 to .45) between customer tenure and profitability across four data sets. However, a low
correlation can occur if the relationship between loyalty and profitability is nonlinear.

What drives customer retention? In the context of cellular phones, found that customers’ satisfac-
tion with the firm had a significant and positive impact on duration of relationship. She further
found that customers who have many months of experience with the firm weigh prior cumulative
satisfaction more heavily and new information relatively less heavily. After examining a large set
of published studies, concluded that there is a strong correlation between customer satisfaction
and customer retention.

In their study of the luxury car market, Yoo and Hanssens found that discounting increased ac-
quisition rate for the Japanese cars but increased retention rate for the American brands. They
also found product quality and customer satisfaction to be highly related with acquisition and
retention effectiveness of various brands. Based on these results, they concluded that if customers
are satisfied with a high-quality product, their repeat purchase is less likely to be affected by that
brand’s discounting. They also found that advertising did not have any direct significant impact on
retention rates in the short term.

Venkatesan and Kumar found that frequency of customer contacts had a positive but nonlinear
impact on customers’ purchase frequency. found that face-to-face interactions had a greater im-
pact on duration, followed by telephones and e-mails. Reinartz and Kumar found that duration
was positively affected by customers’ spending level, cross-buying, number of contacts by the firm,
and ownership of firm’s loyalty instrument.

Customer Margin and Expansion

The third component of CLV is the margin generated by a customer in each time period t. This
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margin depends on a customer’s past purchase behavior as well as a firm’s efforts in cross-selling
and up-selling products to the customer. There are two broad approaches used in the literature to
capture margin. One set of studies model margin directly while the other set of studies explicitly
model cross-selling. We briefly discuss both approaches.

Several authors have made the assumption that margins for a customer remain constant over the
future time horizon. used average contribution margin of a customer based on his or her prior pur-
chase behavior to project CLV. Gupta, Lehmann, and Stuart also used constant margin based on
history. Gupta and Lehmann showed that in many industries this may be a reasonable assumption
used a simple regression model to capture changes in contribution margin over time. Specifically,
they suggested that change in contribution margin for customer j at time ¢ is:

ACM, = BX, + e,

Covariates for their B2B application included lagged contribution margin, lagged quantity pur-
chased, lagged firm size, lagged marketing efforts, and industry category. This simple model had
an R? of .68 with several significant variables.

Thomas, Blattberg, and Fox modeled the probability of reacquiring a lapsed newspaper customer.
One of the key covariates in their model was price, which had a significant impact on customers’
reacquisition probability as well as their relationship duration. Price also has a direct impact on
the contribution margin of a customer. This allowed Thomas, Blattberg, and Fox to estimate the
expected CLV for a customer at various price points.

The second group of studies has explicitly modeled cross-selling, which in turn improves customer
margin over time. With the rising cost of customer acquisition, firms are increasingly interested in
cross-selling more products and services to their existing customers. This requires a better under-
standing of which products to cross-sell, to whom, and at what time.

In many product categories, such as books, music, entertainment, and sports, it is common for
firms to use recommendation systems. A good example of this is the recommendation system used
by Amazon. Earlier recommendation systems were built on the concept of collaborative filtering.
Recently, some researchers have used Bayesian approach for creating more powerful recommen-
dation systems.

In some other product categories, such as financial services, customers acquire products in a
natural sequence. For example, a customer may start her or his relationship with a bank with a
checking and/or savings account and over time buy more complex products such as mortgage and
brokerage service. Kamakura, Ramaswami, and Srivastava argued that customers are likely to buy
products when they reach a “financial maturity” commensurate with the complexity of the prod-
uct. Recently, Li, Sun, and Wilcox used a similar conceptualization for cross-selling sequentially
ordered financial products. Specifically, they used a multivariate probit model where consumer i
makes binary purchase decision (buy or not buy) on each of the j products. The utility for consum-
er 1 for product j at time ¢ is given as:

U, + B |0,-DM, , |+7,X,+¢,

i ijt >

where O | is the position of product j on the same continuum as demand maturity DM ,_, of
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consumer 1. X includes other covariates that may influence consumers’ utility to buy a product.
They further model demand or latent financial maturity as a function of cumulative ownership,
monthly balances, and the holding time of all available J accounts (covariates Z), weighted by the
importance of each product (parameters A):

J
DM, _, = Z; [O_iDiit—l (lkzifkfl)]'
=

Verhoef, Franses, and Hoekstra used an ordered probit to model consumers’ cross-buying. Knott,
Hayes, and Neslin used logit, discriminant analysis, and neural networks models to predict the
next product to buy and found that all models performed roughly the same and significantly
better (predictive accuracy of 40% to 45%) than random guessing (accuracy of 11% to 15%). In
a field test, they further established that their model had a return on investment (ROI) of 530%
compared to the negative ROI from the heuristic used by the bank that provided the data. Knott,
Hayes, and Neslin complemented their logit model, which addresses what product a customer
is likely to buy next, with a hazard model, which addresses the question of when customers are
likely to buy this product. They found that adding the hazard model improves profits by 25%. Fi-
nally, Kumar, Venkatesan, and Reinartz showed that cross-selling efforts produced a significant
increase in profits per customer when using a model that accounts for dependence in choice and
timing of purchases.

Persistence Models

Like econometric models of CLV, persistence models focus on modeling the behavior of its com-
ponents, that is, acquisition, retention, and cross-selling. When sufficiently long-time series are
available, it is possible to treat these components as part of a dynamic system. Advances in mul-
tivariate time-series analysis, in particular vectorautoregressive (VAR) models, unit roots, and
cointegration, may then be used to study how a movement in one variable (say, an acquisition
campaign or a customer service improvement) impacts other system variables over time. To date,
this approach, known as persistence modeling, has been used in a CLV context to study the impact
of advertising, discounting, and product quality on customer equity and to examine differences in
CLV resulting from different customer acquisition methods.

The major contribution of persistence modeling is that it projects the long-run or equilibrium
behavior of a variable or a group of variables of interest. In the present context, we may model
several known marketing influence mechanisms jointly; that is, each variable is treated as poten-
tially endogenous. For example, a firm’s acquisition campaign may be successful and bring in new
customers (consumer response). That success may prompt the firm to invest in additional cam-
paigns (performance feedback) and possibly finance these campaigns by diverting funds from
other parts of its marketing mix (decision rules). At the same time, the firm’s competitors, fearful
of a decline in market share, may counter with their own acquisition campaigns (competitive re-
action). Depending on the relative strength of these influence mechanisms, a long-run outcome
will emerge that may or may not be favorable to the initiating firm. Similar dynamic systems
may be developed to study, for example, the long-run impact of improved customer retention on
customer acquisition levels, and many other dynamic relationships among the components of
customer equity.
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The technical details of persistence modeling are beyond the scope of this article and may be found,
for example, in Dekimpe and Hanssens. Broadly speaking, persistence modeling consists of three
separate steps:

1. Examine the evolution of each system’s variable over time: This step distinguishes between
temporary and permanent movements in that variable. For example, are the firm’s retention
rates stable over time, are they improving or deteriorating? Similarly, is advertising spend-
ing stable, growing, or decreasing? Formally, this step involves a series of unit-root tests
and results in a VAR model specification in levels (temporary movements only) or changes
(permanent or persistent movements). If there is evidence in favor of a long-run equilibri-
um between evolving variables (cointegration test), then the resulting system’s model will
be of the vector-error correction type, which combined movements in levels and changes.

2. Estimate the VAR model, typically with leastsquares methods: As an illustration, consider
the customer-acquisition model in Villanueva, Yoo, and Hanssens:

I
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where AM stands for the number of customers acquired through the firm’s marketing ac-
tions, AW stands for the number of customers acquired from word of mouth, and V'is the
firm’s performance. The subscript t stands for time, and p is the lag order of the model.
In this VAR model, (e, , e,,, e, )’ are white-noise disturbances distributed as N(o, X). The
direct effects of acquisition on firm performance are captured by a_, a,,. The cross effects
among acquisition methods are estimated by a,,, a, ; performance feedback effects by a,,
a,; and finally, reinforcement effectsbya,, a,,, a, As with all VAR models, instantaneous
effects are reflected in the variancecovariance matrix of the residuals (X).

3. Derive the impulse response functions: The parameter estimates of VAR models are rarely
interpreted directly. Instead, they are used in obtaining estimates of short- and long-run
impact of a single shock in one of the variables on the system. These “impulse response”
estimates and their standard errors are often displayed visually, so that one can infer the
anticipated short-term and long-run impact of the shock. In the illustration above, Villan-
ueva, Yoo, and Hanssens found that marketing-induced customer acquisitions are more
profitable in the short run, whereas word-of-mouth acquisitions generate performance
more slowly but eventually become twice as valuable to the firm.

In conclusion, as customer lifetime value is de facto a long-term performance metric, persistence
models are well suited in this context. In particular, they can quantify the relative importance of
the various influence mechanisms in long-term customer equity development, including custom-
er selection, method of acquisition, word of mouth generation, and competitive reaction. With
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only two known applications, this approach to CLV modeling is early in its development, in part
because the demands on the data are high, for example, long time series equal-interval observa-
tions. It would be useful to explore models such as fractionally differenced time series models or
Markov switching modes and extensions to duration dependent Markov switching models in CLV
analysis.

Computer Science Models

The marketing literature has typically favored structured parametric models, such as logit, probit,
or hazard models. These models are based on theory (e.g., utility theory) and are easy to interpret.
In contrast, the vast computer science literature in data mining, machine learning, and nonpara-
metric statistics has generated many approaches that emphasize predictive ability. These include
projection-pursuit models; neural network models; decision tree models; spline-based models
such as generalized additive models (GAM), multivariate adaptive regression splines (MARS),
classification and regression trees (CART); and support vector machines (SVM).

Many of these approaches may be more suitable to the study of customer churn where we typically
have a very large number of variables, which is commonly referred to as the “curse of dimension-
ality.” The sparseness of data in these situations inflates the variance of the estimates, making tra-
ditional parametric and nonparametric models less useful. To overcome these difficulties, Hastie
and Tibshirani proposed generalized additive models where the mean of the dependent variable
depends on an additive predictor through a nonlinear, nonparametric link function. Another ap-
proach to overcome the curse of dimensionality is MARS. This is a nonparametric regression pro-
cedure that operates as multiple piecewise linear regression with breakpoints that are estimated
from data.

More recently, we have seen the use of SVM for classification purposes. Instead of assuming that
a linear function or plane can separate the two (or more) classes, this approach can handle situa-
tions where a curvilinear function or hyperplane is needed for better classification. Effectively the
method transforms the raw data into a “featured space” using a mathematical kernel such that this
space can classify objects using linear planes. In a recent study, Cui and Curry conducted exten-
sive Monte Carlo simulations to compare predictions based on multinomial logit model and SVM.
In all cases, SVM outpredicted the logit model. In their simulation, the overall mean prediction
rate of the logit was 72.7%, whereas the hit rate for SVM was 85.9%. Similarly, Giuffrida, Chu,
and Hanssens reported that a multivariate decision tree induction algorithm outperformed a logit
model in identifying the best customer targets for cross-selling purposes.

Predictions can also be improved by combining models. The machine learning literature on bag-
ging, the econometric literature on the combination of forecasts, and the statistical literature on
model averaging suggest that weighting the predictions from many different models can yield im-
provements in predictive ability. Neslin et al. (in press) described the approaches submitted by
various academics and practitioners for a “churn tournament.” The winning entry used the power
of combining several trees, each tree typically no larger than two to eight terminal nodes, to im-
prove prediction of customer churn through a gradient tree boosting procedure.

Recently, Lemmens and Croux (in press) used bagging and boosting techniques to predict churn
for a U.S. wireless customer database. Bagging (Bootstrap AGGregatING) consists of sequentially
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estimating a binary choice model, called base classifier in machine learning, from resampled ver-
sions of a calibration sample. The obtained classifiers form a group from which a final choice mod-
el is derived by aggregation. In boosting, the sampling scheme is different from bagging. Boosting
essentially consists of sequentially estimating a classifier to adaptively reweighted versions of the
initial calibration sample. The weighting scheme gives misclassified customers an increased weight
in the next iteration. This forces the classification method to concentrate on hard-to-classify cus-
tomers. Lemmens and Croux compared the results from these methods with the binary logit model
and found the relative gain in prediction of more than 16% for the gini coefficient and 26% for the
top-decile lift. Using reasonable assumptions, they showed that these differences can be worth more
than $3 million to the company. This is consistent with the results of Neslin et al. (in press), who also
found that the prediction methods matter and can change profit by hundreds of thousands of dollars.

These approaches remain little known in the marketing literature, not surprisingly because of the tre-
mendous emphasis that marketing academics place on a parametric setup and interpretability. Howev-
er, given the importance of prediction in CLV, these approaches need a closer look in the future.

Diffusion/Growth Models

CLV is the long-run profitability of an individual customer. This is useful for customer selection,
campaign management, customer segmentation, and customer targeting. Whereas these are crit-
ical from an operational perspective, CLV should be aggregated to arrive at a strategic metric that
can be useful for senior managers. With this in mind, several researchers have suggested that we
focus on CE, which is defined as the CLV of current and future customers.

Forecasting the acquisition of future customers is typically achieved in two ways. The first ap-
proach uses a disaggregate customer data and builds models that predict the probability of acquir-
ing a particular customer. Examples of this approach include Thomas and Thomas, Blattberg, and
Fox. These models were discussed earlier.

An alternative approach is to use aggregate data and use diffusion or growth models to predict the
number of customers a firm is likely to acquire in the future. and Libai, Muller, and Peres followed
this approach. For example, Gupta, Lehmann, and Stuart suggested the following model for fore-
casting the number of new customers at time t:

I ayex p (—,B - yt)
t [1 + exp(-f - 7t)]2

where a, 3, and y are the parameters of the customer growth curve. It is also possible to include
marketing mix covariates in this model as suggested in the diffusion literature. Using this forecast
of new customers, they estimated the CE of a firm as:
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where n, is the number of newly acquired customers for cohort k, m is the margin, r is the retention
rate, 1 is the discount rate, and c is the acquisition cost per customer. Rust et al. used a simpler ap-
proach where they estimated CLV for an average American Airlines customer and then multiplied
it by the number of U.S. airline passengers to arrive at its CE.

Using data for five companies, Gupta, Lehmann, and Stuart showed that CE approximates
firm market value quite well for three of the five companies (exceptions were Amazon and
eBay). In addition, they assessed the relative importance of marketing and financial instru-
ments by showing that 1% change in retention affected CE by almost 5%, compared to only a
0.9% impact by a similar change in discount rate. Rust et al. estimated CE for American Air-
lines as $7.3 billion, which compared favorably with its market capitalization of $9.7 billion.
They also found that if American Airlines could increase its quality by 0.2 rating points on a
5-point scale, it would increase its customer equity by 1.39%. Similarly, a $45 million expen-
diture by Puffs facial tissues to increase its ad awareness by 0.3 ratings points would result in
an improvement of $58.1 million in CE.

Hogan, Lemon, and Libai also used a diffusion model to assess the value of a lost customer. They
argued that when a firm loses a customer it not only loses the profitability linked directly to that
customer (his or her CLV) but also the word-of-mouth effect that could have been generated
through him or her. Using their approach, they estimated that in the online banking industry
the direct effect of losing a customer is about $208, whereas the indirect effect can be more than
$850.

Demographic Characteristics in Consumer Profile

The characteristics of the customers are defined by the demographies. To be successful, every busi-
ness owner has to know the demographics that describe the customers and what trends or changes
are happening in those specific characteristics.

Primary Demographic Characteristics

A demographic profile is generally defined by the following categories:

« Age,
o Gender,
e Income,

o Education,

o Marital Status,

« Employment,

« Home Ownership,

» Geographical location,

« Race or Ethnicity.
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Effect of Age on Consumer Behavior

Age has a major effect on consumer behavior. People’s needs change as they grow older. Age leads
to changes in lifestyle, personal values and health needs. Younger consumers are healthy, and will
spend more on fun, fashion, entertaining and movies. Older people spend less on these things;
they are less active, they stay indoors more and they have more needs for medical treatments.

Age Defines Market Segments

Age also defines market segments. For example, digital products, such as iPhones, are marketed
more toward millennials than toward the elderly. According to a study from Pew Research Center,
while older people are using technology more, they are still less digitally inclined than millennials
and buy fewer digital products.

Consumer Preferences Change with Age

Consumers’ preference for certain products and brands change with age. For instance, young peo-
ple like to drink La Croix sparkling water and post selfie pictures on Instagram of themselves hav-
ing a Starbucks Pumpkin Spice latte with its orange sweater insulation. Elderly people are more in-
terested in things that make their daily lives easier, such as TV remotes with large buttons, folding
seats to rest when walking, clip-on book lights and large key holders to stop fumbling with keys.

Gender Needs and Preferences

Males and females have entirely different needs and preferences that affect their buying selections
of lifestyle products and fashion. Products are made to appeal to specific genders. Macys, Nord-
strom and The Gap all have departments that carry clothing aimed at teenage girls. Seiko has a line
of diver watches for men.

Sometimes products are targeted toward both genders, as with retired couples. Travel and Leisure
magazine has a list of recommended vacations for retirees; they suggest trips to Ireland, Sicily,
Thailand and Costa Rica. And Costco Travel has a website designed to put a vacation package to-
gether. Both young males and females may like the same fast foods and movies.

Effect of Income on Buying Decisions

Income has a significant effect on consumer behavior and product decisions. Middle-income con-
sumers make their buying decisions with due consideration to the utility of money. They don’t have
unlimited funds, so the money for one purchase may be at the expense of not buying something
else. Take the family to dinner at Applebee’s or put some money aside for the kids’ college fund?

On the other hand, consumers with higher incomes don’t have to fret about taking the entire fami-
ly out to dinner at an expensive restaurant, such as Le Bernardin in Manhattan. Buyers with high-
er incomes spend more money on luxury items, vacations, jewelry and cars.

Education Influencing Perceptions

The level of education influences consumers’ perceptions of the things around them and affects
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the degree of research before making a purchase. Higher educated people will take more time to
become better informed before spending their money. Education affects choices in fashion, movies
and TV programs. Highly educated consumers are more skeptical of advertisements and question
the information being presented.

Marital Status Influencing Mindsets

The mindsets of singles versus married couples are different. Ferrari will target its red model 458
Italia at up-and-coming single guys, while John Deere wants to sell riding lawn mowers to young
married couples who just bought their first home.

Role of Employment

The consumer’s occupation plays a major role in the products they buy. Their jobs give insights
into the type of person they are:

« Farmers are interested in any kind of tool or machine that will make their work easier or
more productive. For example, Tractor Supply Company sells to farmers and has locations
in the South and Midwest selling fencing, pumps, sprayers, chemicals and tractor parts, of
course.

« Home Depot and Lowes sell construction supplies to building contractors, and Michael’s
has just about everything a teacher could want for the classroom.

Differing Needs According to Home Ownership

Renters and home owners have different motivations. Home owners are willing to invest and
make improvements in their property. As an example, they represent a good market for lawn
and garden supplies, such as flower seeds from Burpee or outdoor furniture from Wayfair.
Renters, on the other hand, don’t want to damage their apartments so they can get their deposit
back.

Effect of Geographic Location

The geographic location of the consumer makes a difference. People who live in New York City
don’t buy the same products as someone who lives in Austin, Texas. A haberdashery in New York
would not be wise to carry a large stock of cowboy hats. A restaurant selling fried catfish will do
better in Macon, Georgia, than in San Francisco.

Race or Ethnicity

Kids grow up with their parents and absorb a certain culture and environment with traits that
will follow them into adulthood. Asians, for example, have their own style of clothing and like for
certain foods; Italians certainly have their own favorite recipes. A retailer of hoodies, for instance,
needs to take stock of the race and ethnicity of the people living in a neighborhood before opening
a new store.
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Changes in Customer Demographics

The factors that make up the demographics of a consumer market are constantly changing. They
never stay the same, and marketers must be aware of these changes and adapt to them.

Effect of Change in Population Growth Rate

One trend that is affecting consumer demographics is the change in population. According to
Forbes magazine, the rate of US population growth is the lowest it has been since the 1930s. The
factors affecting the growth rate are fewer births, a lower death rate and the decline in the number
of immigrants.

All of these factors will change the composition of demographic groups. A lower death rate means
elderly people will live longer and need more health care. The declining birth rate means that mar-
ried couples will not be forming families as early as before. Marketers to these groups may need to
make changes to their product lines and sales projections.

Middle Class is Less Prosperous

Studies from the Pew Research Center show that the number of middle-class households has been
in a steady decline for the past 40 years. Even worse, their share of total national income has
dropped from 62 percent in 1970 to 43 percent in 2014. As a result, middle-class workers have less
money to spend.

Retailers who sell products to the middle class have a smaller number of possible consumers with
less income. This situation has led to an increase in the number of dollar stores, off-price stores
and warehouse clubs.

Composition of Households

According to the article in Forbes magazine, more people are living in households with more than
one generation. One in five Americans, about 60 million people, now reside in multigenerational
households. One in 10 children lives with a grandparent as head of the household.

One effect of this trend is the impact on types of housing. The demand will increase for homes with
more square feet, bedrooms and baths. The sizes of garages may even be affected.

Psychographics

Marketing concept seeks to divide customers into groups according to their psychological or
lifestyle characteristics. Done properly, psychographic analysis can answer such questions as —
Why are consumers choosing Product A over Product B? Why does this product have a higher
brand value in the customer’s eyes? What marketing messages will match the customer’s values
in life?

Segmentation in Marketing

Trying to be all things to all people is a dead end in the marketing world. Trying to sell a new luxury
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car to everyone, for instance, will do little more than blow your marketing budget. That’s because
people buy luxury cars for all sorts of reasons: The perceived quality, the state-of-the-art technol-
ogy, its resale value, its function as a status symbol. Some people will not be in the market for a
luxury car at all due to income or other restrictions.

Because customers have different motivations, virtually all marketing strategies start by splitting
the customer base into groups or segments based on their similar characteristics. Grouping similar
consumers together means you can send the right messages to the right group, so you get far more
bang for your marketing buck.

To be effective, a market segment usually features three aspects:
1. Homogeneity: The consumers in the segment have common needs.

2. Distinctiveness: Some characteristic of this consumer group makes it different other
groups, for example, these consumers are younger or based in a different region.

3. Reaction: Consumers in this segment will have a similar response to the marketing mes-
sages you put out.

Here’s an example of segmentation. Suppose you perform some market research and learn that
a large percentage of car buyers choose the luxury model over the value model because it is per-
ceived to be more comfortable. You can be assured that every person in this market segment will
react positively to advertising that highlights you product’s heated seats, leather interior and re-
mote-start feature.

Types of Market Segmentation

While it is possible to group consumers together by any characteristic, the following four segments
are considered to be the richest descriptors of people’s buying patterns:

1. Demographic Segmentation: The simplest and most widely used type of segmentation, de-
mographics divides the purchasing population by age, gender, income, occupation, family
size, race, religion and nationality. For example, you might define a group as -’men aged
18-35 who earn between $30,000 and $50,000 per year.”

2. Behavioral Segmentation: Behavioral segmentation divides the population on the basis of
their buying behavior as customers. How frequently do they purchase a product? Are they
early adopters or do they wait for a product to have mass appeal before making an invest-
ment? How loyal are they to a product or brand?

3. Psychographic Segmentation: Psychographic segmentation is tied into behavior, but
this time we’re looking more closely at someone’s lifestyle and opinions to define a tar-
get market. What is the consumer’s political opinion? How environmentally conscious
is he? Is he the life and soul of the party or an introvert? What activities does he enjoy?
What are his hobbies? Understanding these lifestyle influences means you can custom-
ize your marketing campaigns so that they appeal more specifically to the customer’s
motivations.

4. Geographic Segmentation: Dividing people based on where they live is called geographical
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segmentation. Your customers will have different needs based on their location: rural ver-
sus urban, big city versus small town, hot country versus cold country and so on. You prob-
ably won’t sell many air conditioners to customers who live in Iceland, but there’s scope for
market growth in southern Spain.

Types of Psychographic Segmentation

The list of lifestyle variables is as long as it is broad but generally, when marketers talk about psy-
chographic segmentation, they mean one or more of the following characteristics:

1.

Stage of Life: Where does the customer sit in her life cycle? Does she still live at home with
parents? Is she pre-family, with her own household but no children? Does she have depen-
dent children? Is she an empty nester or one-half of an older, childless couples? Two people
of the same age, location and gender may have different buying habits depending on their
life stage.

Opinions, Interests and Hobbies: This category covers a huge area and includes consum-
ers’ sporting activities, views on the environment, cultural issues, reading habits, politi-
cal opinions, what interests them and what they do in their spare time. Anything that the
customer holds close to his heart, regardless of whether her heart values yoga or junk car
racing, this will have a material impact on the products they buy.

A good example here is the upsurge in demand for “free-from” products (gluten free, dairy
free, preservative free and so on). These products appeal to a specific consumer group who
are concerned about their health and where their food comes from.

Personality: How self-confident, dominant or sociable is the consumer? How traditional or
avant-garde is he in his tastes? These variables are important because people buy products
that match up to their concept of themselves.

To see how this might play out, Hilton Worldwide commissioned a study that identified
consumers with various personality traits. These people were then shown them a series of
Facebook ads. Some ads were matched to a particular personality preference — ads aimed
at extroverts spoke of “good vibes” and “fun,” for example, while ads aimed at the conscien-
tious contained messages of hard work and organization. Some ads were mismatched. The
researchers wanted to find out whether the targeted ads would perform better than those
without a personality correlation.

The results were striking, with personality-matched ads getting at least twice the click-
through rates of the mismatched ads.

Brand Loyalty: Some customers buy the same brand all the time; others will swap out
brands according to offers and availability. It is often said that finding new customers is
ten-times harder than keeping your old ones, so there are considerable savings to be made
if a company can focus its efforts on an existing, loyal customer base.

Events and Occasions: This segment identifies when customers consume a product
or service. For instance, some people will buy red roses only on Valentine’s Day, and
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jewelry only for Christmas and birthdays, whereas other consumers will purchase these
products more regularly. Now that you understand these motivations, could you devel-
op a strategy to change the consumers’ perception of the product as a special-occasion
treat?

Advantages of Consumer Psychographics

For many years, marketers have concentrated predominantly on demographics to figure out cus-
tomers’ motivations. Psychographics divides customers on the basis of finer characteristics. Add-
ing lifestyle factors into the mix can leave you one step ahead of the competition.

Apart from the obvious advantage of increased sales, there are several other benefits associated
with psychographic customer segmentation:

« Increased perception of the brand in the eyes of the customer.

« Better inputs for the development of new products that the customer will enjoy.
« Simpler to create and more efficient marketing strategies.

« Higher degree of customer loyalty, resulting in repeat business.

» Less cash spent on marketing, since your messages are more specific.

When you introduce psychographics into your market segmentation, you're drilling right down
into lifestyle of your consumer group, such as whether they like to work out or eat healthy. It’s
much more specific that the generalizations of age or gender. In this era of authenticity, exposing
the customer’s psycho-social motives for purchasing may well signal the difference between accep-
tance and rejection of your brand.

Customer Knowledge to Insights

Applied customer insight helps companies understand and anticipate customer expectations, and
then tailor the customer experience to profitably deliver against these expectations. The real les-
son from Macy’s Santa is that a company can not truly be customer-driven without the benefit of
customer insight.

Companies collect customer information at a much faster rate than they apply it.
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Customer insight is an ongoing process that applies a unique, fact-based understanding of cus-
tomer needs, expectations and value potential to personalize customer offers and experiences. By
personalizing products, pricing, promotion and message content through appropriate channels,
companies can optimize customer acquisition, development and retention. When customer in-
sight is applied effectively, the results are powerful. For instance:

« A French energy retailer stemmed customer defections by anticipating service delivery
problems and proactively recommending individualized relationship programs to address
them. A six-month pilot of the program led to a 50 percent reduction in the customer de-
fection rate and projected a $30 million net profit increase.

e Anautomobile manufacturer employed customer insight to identify prospective buyers and
then deliver individualized sales and marketing experiences. The program earned 30,000
purchase commitments prior to advertising, and saved $800 in marketing expenditures
per vehicle sale.

» Internet merchants like Amazon.com and CDNow analyze a customer’s profile and buy-
ing habits and use recommendation engines to suggest complementary items. Many
Internet merchants are even positioning themselves against bricks and mortar compet-
itors based on their ability to know the customer as an individual and serve as a trusted
advisor.

Knowledge is Power

Knowing the customer is paramount in today’s marketplace where the customer has more op-
tions, greater flexibility and higher expectations. The power shift from seller to customer is forc-
ing companies to treat each customer as an individual, both from a marketing and a service de-
livery standpoint. Armed with customer insight, a company can understand individual customer
expectations, preferences and value potential and use this knowledge to shape the customer
relationship.

While traditional marketing skills focusing on brand continue to be important, they will need to
encompass the "new world” that is virtual, multichannel and increasingly customer-driven. The
one-time use of customer research to drive just strategic decisions needs to be replaced by a con-
tinuous, real-time use to drive both strategic and tactical decisions.

For instance, USAA Insurance has developed an intimate understanding of its customers’ behav-
iors and the critical events in their lives. USAA uses this insight to drive its cross-selling efforts.
Instead of barraging its customers with a constant stream of solicitations, USAA uses customer in-
sight to drive a lifecycle marketing program that communicates a personalized marketing message
when that message is believed to be more relevant. USAA increased its response rates dramatical-
ly. Because the marketing message is timely and tailored, customers see USAA’s marketing activity
as a service rather than a solicitation.

USAA is an example of a company that disseminates customer knowledge across the organization
and employs it in real time at multiple points of customer inter- action. USAA is thriving because
it anticipates individual customer needs and tailors its marketing messages and service delivery
processes accordingly.
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Data Explosion is a major trend

Available Data

Big Data

Data Volume

Your ability to do
something with data

e

Time

Customer insight capabilities.

In a world where customers order off the Web, dial into VRUs, and zealously use their loyalty
cards, companies are awash in customer information. The challenge is to use this data effective-
ly. Companies are collecting customer information at a much faster rate than they are applying
it.

Furthermore, the technology capabilities at the point of customer interaction have improved dra-

matically as well. Today’s technology enables companies to move from mass-producing one-size-
fits-all customer relationships to relating to customers as individuals.

The advent of e-commerce and rapid evolution of database technology provides the means to col-
lect volumes of customer information, while technology at the point of customer interaction makes
it possible to tailor each customer relationship. Customer insight is a critical element of this dy-
namic; customer insight makes customer data useful by providing an understanding of how to
profitably customize the relationship. The Economist Intelligence Unit found that 83 percent of
companies already have in place or are developing data warehouses.

Simply having a data warehouse and accessing customer data only brings a company to compet-
itive parity. Competitive advantage will be gained based on the quality of the insight a company
gleans from its warehouse and the ability of the company to apply that insight to add value to each
customer experience.

Leveraging knowledge to create a valuable customer experience is highly dependent on a tight in-
tegration of customer insight capabilities. There are three customer insight capabilities that create
value: establishing a single view of the customer, generating insight and applying insight to per-
sonalize the customer experience.

Capability One: Create a One-customer View

Companies must be selective about what customer data to collect, how to collect it, maintain and
access it, and how to leverage it to anticipate customer behavior. Customer insight flows from
the underlying customer data, which may include transactions, preferences, service history, and
demographic information. The first step in generating insight is to transform customer data into
a customer knowledge base. A customer knowledge base provides a mechanism for developing a
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holistic view of the customer base at both an aggregate and an individual level — which is often
termed “one-customer view.”

Customer insight can be applied across broad groups of customers to make strategic marketing
decisions and used real-time to drive the interaction with a single customer. When building this
“one-customer view”, it is important for companies to design their knowledge base around how
customer insight will be applied. These applications include: business planning; formulating seg-
ment-specific strategies and value propositions; and anticipating and differentiating customer in-
teractions across all touch points.

Building a customer knowledge base can be a difficult undertaking. Customer data is often scat-
tered among disparate databases across the organization. Click stream information is not stored in
a way that is relevant to the customer relationship. While revenues may be available by customer,
the cost to service the customer may not be. There may be few mechanisms in place to measure a
customer’s potential value.

An effective view of the customer requires a knowledge base that accomplishes three things:
« Continuously captures customer data.
« Refines the data to assure its integrity.

« Provides an “engine” that supports analysis at both the aggregate level and for an individ-
ual customer.

Capability Two: Generate Insight

It is not enough to collect and analyze customer data. What differentiates winning companies is
the ability to draw customer insights from collected data to describe customer needs and expecta-
tions, anticipate customer behavior to shape interactions accordingly, and measure performance
in terms of customer value and profitability.

The value equation is a two-way street. On the one hand, companies must understand what a
customer needs and expects. On the other hand, they must balance the cost to deliver against
these needs and expectations with the profitability a customer generates. Continual analysis and
segmentation is necessary to group customers according to expectations. Companies must further
equate the cost to meet customer expectations relative to customer value to understand which
customers they can satisfy profitability.

Armed with a single view of the customer, companies are in a position to generate three types of
insight:

« Insight that is descriptive of customer behaviors, to understand what drives customer de-
sires and behaviors.

» Insight that is predictive, to forecast and anticipate future behavior.

« Insight that is performance-based, which guides a company in evaluating performance of
its customers.
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Capability Three: Apply Insight

Customer insight guides the company as to which customers to focus on and how much can be
invested in each customer relationship. Customer insight also provides a company with a picture
of a customer’s history, expectations, preferences and value. To be useful, insight must be applied
across multiple points of customer interaction, to personalize the experience and deliver consis-
tently differentiated treatment.

The application of customer insight is important to both the strategy and execution of the market-
ing agenda. Some examples of applied customer insight include:

« Driving marketing planning through strategic segmentation, media planning and effective-
ness, and a customer profitability analysis.

« Using insight in multichannel marketing campaigns to identify the target audience and
determine the offer to be presented, what the optimal time is to deliver that offer, what the
best medium is to convey the offer, and how best to explain it.

« Personalizing customer service and support through, for example, a call center represen-
tative using a company’s service history and profile to recognize a pattern of performance
failure and to then recommend a maintenance program that will head off subsequent
problems.

« Driving real-time product configuration and pricing, on a Web site, at a call center or even
on a sales representative’s laptop.

Value Payoff

Ours is an age of unprecedented choice and constantly rising customer expectations. In the days
of Miracle on 34th Street, being a customer-driven company was a refreshing anomaly. Today,
customers expect companies to do whatever it takes to satisfy them — if they don’t there is a com-
petitor across the street or just a mouse click away. Customer insight provides an understanding
of what customers expect and then guides the company in aligning its marketing, service delivery
and organizational resources with those expectations.

By applying customer insight across multiple points of customer interaction, companies can bet-
ter understand customer expectations, determine how to accommodate them and customize the
relationship accordingly. Ideally, insight-driven relationships move an organization from a one-
size-fits-all customer approach to one that treats customers as individuals, based upon their needs
and preferences. Ultimately, this results in greater customer satisfaction, increased profitability
per customer, and longer-term customer relationships.

Behavior Analysis

Behavioral analytics is a tool that reveals the actions users take within a digital product. It organiz-
es raw event data such as clicks into a timeline of each user’s behavior, also known as a user jour-
ney. Teams use behavioral analytics to determine what users like and don’t like and, by inference,
what adjustments can make the product more valuable.
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Behavioral Data

Behavioral data is the raw event data that’s generated when users click, swipe, and navigate a site
or app. Teams can view the data in aggregate to understand which behaviors are most common,
or look at journeys, also called user flows, which show the order in which users took the actions.
Behavioral analysis relies on behavioral data.

Why should Companies use Behavioral Analytics?

Most product, marketing, and analytics teams live in constant pursuit of the question, “How are
customers using the product, if at all?” Behavioral analytics software provides concrete answers
with a visual interface where teams can segment users, run reports, and deduce customers’ needs
and interests.

Without behavioral analytics, teams are stuck using insufficiently detailed demographic data and
so-called vanity metrics. As Streaming, Sharing, Stealing co-author Michael D. Smith explained to
The Signal, if a company wants to personalize its service to users, it needs their behavior data. A
streaming movie platform can’t know that a user loves horror films, for instance, simply based on
their age, gender, or nationality.

Behavioral analytics can provide user-level data so teams can answer questions like:
« What do users click within the product?
+  Where do users get stuck?
« How do users react to feature changes?
« How long do users take from first click to conversion?
« How do users react to marketing messages?
«  Which ads are the most effective?
« Can the team nudge users to be more successful?

Conducting behavioral analysis is more complicated than simply running reports in the analytics
tool. “Analyzing generic data doesn’t magically produce answers to unidentified problems. Teams
must first identify what they want to achieve and write down the paths they expect users to take.
Only with preset expectations can teams identify whether users are deviating from the ideal path
and redirect them.

The tech-driven insurance provider Lemonade, for instance, adjusted its user paths to increase
revenue. The team knew their goal was to convert more website and app visitors into paying cus-
tomers and with Mixpanel analytics, they noticed a “staggering drop-off” in user flow right before
the point of purchase. By analyzing the page where the drop-off occurred, the team realized it
was due to a technical error and a weak call-to-action (CTA). They fixed the bug and reworded
the CTA, which led to a 50 percent increase in the number of users who purchased additional
coverage.
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Why Behavioral Analytics is Different?

What sets behavioral analytics apart from other types of business analytics is that it combines two
technologies: user segmentation and event tracking. While some analytics vendors only offer one
or the other—user data or event data—behavioral analytics unites the two for a complete customer
view. It ties users to the events they trigger to produce a map of their actions, also known as a user
flow, or customer journey.

Viewed either alone or in aggregate, user journeys tell stories that teams can use to tweak and im-
prove their product development, marketing, and launch strategies.

Steps to Successful Behavioral Analysis

Customer behavioral analysis requires careful planning and each team’s success is a function of
how carefully they implement the analytics tool and how seriously they take their tracking plan.

Behavioral analysis is not a race. The first half of the implementation process should be spent
planning and all teams who will eventually benefit from user intelligence need to have a hand in
selecting and deploying the tool.

Teams can prepare themselves to conduct user behavior analysis in five steps:

Select Goals, KPIs and Metrics

To determine whether users are reaching the right goals, such as purchases or conversions, teams
must select the KPIs and metrics that indicate progress toward those goals. A fitness app that
makes money through monthly subscriptions, for instance, can track paid subscriber growth. An
enterprise resource planning (ERP) software that relies on annual contracts, on the other hand,
can track users that complete the onboarding sequence.

Define the Most Desirable user Journeys

Based on the service or app’s design, what are the most common paths for users to reach their
goals? If the product has already been launched, teams can use actual user data to answer this
question. If the product is pre-launch, the team can use the design team’s wireframes of the sus-
pected or intended flow.

All user journeys should end in some type of a desirable outcome for the customer or the business.
An e-commerce website, for instance, can track a user from their first page visit to adding an item
to their shopping cart to checkout because that flow leads to purchases. Alternatively, a streaming
music app can track users as they move from its homepage to playing a song and, hopefully, pur-
chasing that song.

Create a Tracking Plan

Based on the user flow, teams can decide which events they’ll need to track within the product. It
can seem appealing to track everything but this is a mistake—too much data can clutter the ana-
lytics and make useful information more difficult to find. Track events and users based on whether
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the data is actually useful. Some events contain, within them, multiple properties. The event for
playing a song within a music app, for instance, could contain properties for the song title, genre,
and artist.

To keep events and properties organized, companies typically create a tracking plan in a spread-
sheet. This acts as a directory of all events and serves as a map for implementing the analytics tool.
A tracking plan is a mutable document that should be revised and updated as the product, team,
and goals change. To reduce the burden of trying to share and control access to the spreadsheet,
Mixpanel offers a feature called Lexicon which stores the event name taxonomy for all to see.

Involve all teams—analytics, product, marketing, and engineering—in drafting the tracking plan.
Members of each will need to understand how the users and events are named and organized if
they’re going to run reports and understand the results.

Set a Unique Identifier for Users

Most digital products today exist across multiple platforms and this makes it difficult to track
unique users. One user can appear to be multiple people unless assigned a unique identifier—ei-
ther an email or string of characters—that persists across platforms and devices and connects the
touch points along their journey. Teams should ensure their behavioral analytics platform vendor
provides a unique identifier that won’t change over time.

Implement Analytics and Begin Event Tracking

Once the tracking plan is complete, companies can deploy behavioral data analytics software and
use its SDK or API to integrate it with their products. That’s when they assign a unique identifier
for users and set up user and event properties as outlined in the tracking plan. It’s not uncommon
for teams to discover additional events they want to track during implementation. This isn’t an
issue as long as they update both the tracking plan and the analytics service.

Before the tracking system goes live, teams should use test devices to verify the event and user
tracking is firing properly. Once working, teams are ready to begin analyzing their users.

Apply the Results of Behavioral Analytics

Most teams study their users with segmentation, which allows them to separate users based on
characteristics and behaviors. An e-commerce app, for example, can create a segment for recent
users who added items to a shopping cart but then abandoned. Or, they could filter for power shop-
pers who access the app multiple times a day.

Segmentation allows teams to learn about their users to build more complete customer profiles.
They can save user segmentations, known as cohorts, and make adjustments to their product and
marketing to make it more profitable with each segment.

Media and entertainment company STARZ PLAY, for instance, segmented users that signed up
through its free trial offer and found that some users were gaming the system for multiple trials.
By creating alerts for the negative behavior, the product team closed the loophole and saved 8x on
its marketing spend.
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Here are other industry applications for user behavior analytics:
« E-commerce sites can predict future trends and increase conversion rates.
« Consumer messaging apps can increase usage.
« Insurance companies can sell additional products.
« Travel sites can increase bookings.

+  Online gaming platforms can attract more users.

Teams can track users’ progress toward outcomes such as purchases or signups with funnel re-
ports. Funnels display a series of stages in a user journey, as well as how many users are progress-
ing from one stage to the next. A fitness app could use funnels to see how many users progress
from download to signup and purchase. If one stage has a low conversion rate, it’s a signal that that
stage needs attention.
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Funnel data allows teams to A/B test different buttons, messages, and images, to see if small
changes improve conversions. The peer-to-peer shopping app Grabr, for instance, noticed conver-
sions for referred users was low. The team tested new variants of the landing page and increased
referral conversions 2x. The data can also be used to personalize parts of an app or website, say, to
greet returning users, or present prospects with content relevant to their industry.

Teams can also use funnel data to deduce which behaviors are correlated with high retention. A
media site, for instance, could look at the cohort of users that continue to return to the site eight
weeks after signup to see if they share certain behaviors, such as a propensity to leave comments.

With a view of what’s happening within the product, teams can run experiments and make alter-
ations to improve the product and help users find more value.

Knowledge Discovery and Data Mining
for Predictive Analytics

Business Drivers

Business drivers behind BI solutions are:

« The ability of a BI solution to help produce better business decisions via timely, accurate
and more comprehensive analysis of available corporate information assets.

« The ability of BI to identify growth opportunities.

« The ability of BI to reduce costs and wastage by identifying areas of high expenditure, op-
erational inefficiencies and analyzing transactional records.

Other drivers included the ability of BI to help:
» Underpin strategic adjustments in real-time (or near real-time).
« Identify risks and threats.
« Increase customer profitability.
« Improve and measure workplace productivity by employee, department or function.

« Improve operational and supply chain efficiencies.

Factors to Ensure a Successful Business Intelligence Program

The three most critical factors to support a successful BI project, on an ongoing basis, we found to
be the ability to:

« Customize dashboards and reports to suite the needs of specific departments and roles.
« Integrate data types across departments to eliminate knowledge silos.

+ Cultivate a culture of fact-based decision-making via data analysis.
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Other factors identified as important for ensuring a successful BI project included the ability to:

» Establish a repeatable process to allow the constant monitoring and improvement of the
quality of organizational data assets.

» Adopt standardized approaches and measures.
« Effectively utilize regular and automated report scheduling and exception reporting.

« Provide users with appropriate training to enable self-service analytics.

Challenges Faced when Implementing a Business Intelligence Program
The three most common barriers to a successful BI rollout were identified as:
» Breaking down departmental knowledge silos.

« Integrating the BI tool with other operational, performance management and transaction-
al systems.

« Establishing and maintaining an appropriate level of data quality to feed into the BI system.
Other major challenges encountered included:

« Securing high rates of user adoption.
» Transformingtheworkplace from a culture of ‘gut feel’ to one of data-based decision-making.

« Securing executive sponsorship and necessary financial backing by defining tangible ROI.

Measuring the Performance of a Business Intelligence Platform

Measuring the performance of BI solutions can be problematic. The report lists key metrics that
organizations should employ to help identify performance and ROI. The top three are:

« The time it takes to answer user queries.

« The comprehensiveness and usability of information gleaned from data analysis via the BI
tool.

« The number and quality of decisions made as a result of the insights generated via the BI
tool.

Other useful measures regarding the performance of a BI tool were listed as:
« Sustained user adoption rates.
« Frequency of use.
» Positive user feedback.

« Employee productivity.
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Two Styles of Data Mining

1. Directed Data Mining;:

Top-down approach.
Used when we know approximately what we are looking for or what we want to predict.

Predictive model uses experience to rank possible outcomes in the future by calculating
a score for each outcome.

Model is seen as a black box because we care only about the predictions and not how it
actually works.

Goal of building a predictive model is to apply knowledge gained in the past to the
future.

Example problem: Which customers are likely to buy a specific type of car?

2. Undirected Data Mining;:

Bottom-up approach.

Finds patterns in the data and leaves it up to the user to determine whether or not these
patterns are important.

We want to know how the model works and how it comes up with the answer.

Human interaction is necessary because only people can determine what significance,
if any, the patterns have.

Often used during the data exploration steps.

Example: A person looks at a decision tree and possibly notices an interesting pattern.
For directed data mining a decision tree could make predictions.

Virtuous Cycle of Data Mining

Consists of four major business processes (success in data mining requires all four):

Transform data into

actionable information\

Identify business problems Act on the
where analyzing data information

can provide value
Measure the results /
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Identify the Business Problem

Important that technical people understand what the real business needs are.
Do this by talking to domain experts: the people who understand the business.

Business people need to be kept informed of the development, so that they may make con-
tinuing contributions to the project and the focus remains on the business needs.

It is important to think outside the confines of domain experts’ knowledge to understand
the real problem.

Business people’s expertise allows you to answer the following questions:

Is the data mining effort necessary? For example, if the purpose of a marketing campaign
is to get every single possible responder, then it would be a waste of money to build a re-
sponse model, i.e. a model that predicts who will respond to a marketing campaign.

Should we focus on a particular segment or subgroup? For example, if a marketing cam-
paign wants to focus on people aged 20-30, then modeling this set separately from the set
of all people would produce better results.

What are the relevant business rules? For example, if we are marketing an R-rated movie
then we would exclude people under 18 from the model.

What do they (the business people) know about the data? Domain experts know where data
resides and how it is stored. They may know whether some sources are invalid and where
certain data should come from.

What do their intuition and experience say is important? Can be a source of insight.

Checking the opinion of domain experts:

The data can be used to check that the experience and intuition of domain experts is correct.

Example: If a domain expert believes that the best customer is aged 24 to 31 with at least
one university degree, we can check to see if this is supported by the data.

Transforming Data into Actionable Results

The iterative process of building data mining models:

1.

Identify and Obtain Data:
« Theright data is often whatever is available, reasonably clean, and accessible.

« Data must meet the requirements for solving the business problem, for example - if the
business problem is to identify particular customers, then the data must contain infor-
mation about each individual customer.

« Data must be as complete as possible.
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«  When doing predictive modeling the data needs to be complete enough that we can
determine the outcome of what we are modelling.
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2. Validate, explore and Clean the Data:

+ Isthere any missing data and will this be a big problem?

« Are the field values within legal bounds?

+ Are the field values reasonable?

« Are the distributions of individual fields explainable?

« Data fields which are not used are often inaccurate compared to critical data fields.
3. Transpo3se the data to the Right Granularity:

» Granularity is the level of the data that is being modelled.

« Some data mining algorithms work on individual rows of data, so all data describing a
customer must be in a single row.

4. Add Derived Variables:

o Derived variables are calculated based on combinations of other values inside the
data.

5. Prepare the Model Set:

« Model set: data used to build the data mining models.
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« Need to consider such things as the frequency of the rarer outcomes in the model
set. For example, if the frequency of rare outcomes in the model set is too low then
the predictions made by the model, although accurate, may never include these rare
outcomes.

« The model set can be divided into training, test, and evaluation sets.

6. Choose the modeling technique and train the model:

« Different data mining tools and algorithms determine the specifics of training a
model.

7. Check performance of the models:

« Evaluation set (part of the model set) is used to see how well the model performs on
unseen data.

« Compare results between different models:

o A confusion matrix is used to tell us how many of the model’s predictions are cor-
rect and how many are incorrect.

o Cumulative gains and lift charts are also used to compare models.

Acting on the Results

Insights: New facts learned during modeling may lead to insights about the customers and
about the business.

One-time results: Results may be focused on a particular activity and that activity should
be carried out.

Remembered results: Information in the results should be accessible through a data mart
or a data warehouse.

Periodic predictions: Periodically score customers to determine what ongoing marketing
efforts should be.

Real-time scoring: Model may be incorporated into another system.
Fixing data: May have to fix data problems that have been uncovered.

Experimental design may be added to the process to add valuable insight. Example: Using
an additional random group exposed to a marketing message. This brings in an unbiased
sample.

Measuring the Model’s Effectiveness

Compare actual results to predicted results.

Actual results are usually worse than predicted because models perform less well the far-
ther they get from the model set.
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« Over time, actual data will usually be more recent than the model set, so the original pat-
terns become less relevant.

Knowledge Discovery demonstrates intelligent computing at its best, and is the most desirable and
interesting end-product of Information Technology. To be able to discover and to extract knowl-
edge from data is a task that many researchers and practitioners are endeavouring to accomplish.
There is a lot of hidden knowledge waiting to be discovered — this is the challenge created by to-
day’s abundance of data. Knowledge Discovery in Databases (KDD) is the process of identifying
valid, novel, useful, and understandable patterns from large datasets.

Data Mining (DM) is the mathematical core of the KDD process, involving the inferring algorithms
that explore the data, develop mathematical models and discover significant patterns (implicit or
explicit) which are the essence of useful knowledge. Advances in data gathering storage and dis-
tribution have created a need for computational tools and techniques to aid in data analysis. Data
Mining and Knowledge Discovery in Databases is a rapidly growing area of research and applica-
tion that builds on techniques and theories from many fields including statistics databases pattern
recognition and learning data visualization uncertainty modelling data warehousing and OLAP
optimization and high performance computing. KDD is concerned with issues of scalability, the
multi-step knowledge discovery process for extracting useful patterns and models from raw data
stores (including data cleaning and noise modelling) and issues of making discovered patterns
understandable.

Knowledge Discovery includes: Theory and Foundational Issues: Data and knowledge represen-
tation; modelling of structured textual and multimedia data; uncertainty management; metrics of
interestingness and utility of discovered knowledge; algorithmic complexity efficiency and scal-
ability issues in data mining; statistics over massive data sets. Data Mining Methods: including
classification clustering probabilistic modeling prediction and estimation dependency analysis
search and optimization. Algorithms for data mining including spatial textual and multimedia
data (e.g. the Web) scalability to large databases parallel and distributed data mining techniques
and automated discovery agents.

Data Interpretatlon /
(Selectlon (Preprocessmg) (Transformatlon) Mining Evaluation
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The knowledge discovery process is iterative and interactive, consisting of several steps. The pro-
cess starts with determining the KDD goals, and “ends” with the implementation of the discovered
knowledge. As a result, changes would have to be made in the application domain (such as offering
different features to mobile phone users in order to reduce churning). This closes the loop, and the
effects are then measured on the new data repositories, and the KDD process is launched again.
The following are the steps that are used:
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« Developing an understanding of the application domain: This is the initial preparatory
step. It prepares the scene for understanding what should be done with the many decisions
(about transformation, algorithms, representation, etc.).

« Selecting and creating a data set on which discovery will be performed. Having defined
the goals, the data that will be used for the knowledge discovery should be determined.
This includes finding out what data is available, obtaining additional necessary data, and
then integrating all the data for the knowledge discovery into one data set, including the
attributes that will be considered for the process. This process is very important because
the Data Mining learns and discovers from the available data. This is the evidence base for
constructing the models. If some important attributes are missing, then the entire study
may fail.

» Pre-processing and cleansing: In this stage, data reliability is enhanced. It includes data
clearing, such as handling missing values and removal of noise or outliers. Several methods
are explained in the handbook, from doing nothing to becoming the major part (in terms
of time consumed) of a KDD process in certain projects. It may involve complex statistical
methods, or using specific Data Mining algorithm in this context.

» Data transformation: In this stage, the generation of better data for the data mining is pre-
pared and developed. Methods here include dimension reduction (such as feature selection
and extraction, and record sampling), and attribute transformation (such as Discretization
of numerical attributes and functional transformation). This step is often crucial for the
success of the entire KDD project, but it is usually very project-specific.

» Choosing the appropriate Data Mining task: We are now ready to decide on which type
of Data Mining to use, for example, classification, regression, or clustering. This mostly
depends on the KDD goals, and also on the previous steps. There are two major goals in
Data Mining: prediction and description. Prediction is often referred to as supervised Data
Mining, while descriptive Data Mining includes the unsupervised and visualization aspects
of Data Mining.

» Choosing the Data Mining algorithm: Having the strategy, we now decide on the tactics.
This stage includes selecting the specific method to be used for searching patterns (includ-
ing multiple inducers). For example, in considering precision versus understand ability,
the former is better with neural networks, while the latter is better with decision trees. For
each strategy of meta-learning there are several possibilities of how it can be accomplished.

« Employing the Data Mining algorithm: Finally the implementation of the Data Mining al-
gorithm is reached. In this step we might need to employ the algorithm several times until a
satisfied result is obtained, for instance by tuning the algorithm’s control parameters, such
as the minimum number of instances in a single leaf of a decision tree.

« Evaluation: In this stage we evaluate and interpret the mined patterns (rules, reliability
etc.), with respect to the goals defined in the first step.

The following figure presents a summary corresponding to the relative effort spent on each of the
DMKD steps.
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Data Mining Methodology

It should be clear from the above that data mining is not a single technique; any method that will
help to get more information out of data is useful. Different methods serve different purposes, each
method offering its own advantages and disadvantages. However, most methods commonly used
for data mining can be classified into the following groups:

Statistical Methods: Historically, statistical work has focused mainly on testing of precon-
ceived hypotheses and on fitting models to data. Statistical approaches usually rely on an
explicit underlying probability model. In addition, it is generally assumed that these meth-
ods will be used by statisticians, and hence human intervention is required for the genera-
tion of candidate hypotheses and models.

Case-Based Reasoning: Case-based reasoning (CBR) is a technology that tries to solve a
given problem by making direct use of past experiences and solutions. A case is usually a
specific problem that has been previously encountered and solved. Given a particular new
problem, case-based reasoning examines the set of stored cases and finds similar ones. If
similar cases exist, their solution is applied to the new problem, and the problem is added
to the case base for future reference.

Neural Networks: Neural networks (NN) are a class of systems modeled after the human
brain. As the human brain consists of millions of neurons that are interconnected by syn-
apses, neural networks are formed from large numbers of simulated neurons, connected
to each other in a manner similar to brain neurons. Like in the human brain, the strength
of neuron interconnections may change (or be changed by the learning algorithm) in
response to a presented stimulus or an obtained output, which enables the network to
“learn”.

Decision Trees: A decision tree is a tree where each non-terminal node represents a test or
decision on the considered data item. Depending on the outcome of the test, one chooses a
certain branch. To classify a particular data item, we start at the root node and follow the
assertions down until we reach a terminal node (or leaf). When a terminal node is reached,
a decision is made. Decision trees can also be interpreted as a special form of a rule set,
characterized by their hierarchical organization of rules.

Rule Induction: Rules state a statistical correlation between the occurrences of certain

WORLD TECHNOLOGIES




162 Business Intelligence: A Managerial Perspective

attributes in a data item, or between certain data items in a data set. The general form of an
association rule is XI * ... * Xn => Y [C, S], meaning that the attributes X1,...,Xn predict Y
with a confidence C and a significance S.

« Bayesian Belief Networks: Bayesian belief networks (BBN) are graphical representations
of probability distributions, derived from co-occurrence counts in the set of data items.
Specifically, a BBN is a directed, acyclic graph, where the nodes represent attribute vari-
ables and the edges represent probabilistic dependencies between the attribute variables.
Associated with each node are conditional probability distributions that describe the rela-
tionships between the node and its parents.

» Genetic algorithms/Evolutionary Programming: Genetic algorithms and evolutionary pro-
gramming are algorithmic optimization strategies that are inspired by the principles ob-
served in natural evolution. Of a collection of potential problem solutions that compete
with each other, the best solutions are selected and combined with each other.

« Fuzzy Sets: Fuzzy sets form a key methodology for representing and processing uncertain-
ty. Uncertainty arises in many forms in today’s databases: imprecision, non-specificity,
inconsistency, vagueness, etc. Fuzzy sets exploit uncertainty in an attempt to make system
complexity manageable.

« Rough Sets: A rough set is defined by a lower and upper bound of a set. Every member of
the lower bound is a certain member of the set. Every non-member of the upper bound is
a certain nonmember of the set. The upper bound of a rough set is the union between the
lower bound and the so-called boundary region. A member of the boundary region is pos-
sibly (but not certainly) amember of the set.

Knowledge discovery can be broadly defined as the automated discovery of novel and useful infor-
mation from commercial databases. Data mining is one step at the core of the knowledge discovery
process, dealing with the extraction of patterns and relationships from large amounts of data. To-
day, most enterprises are actively collecting and storing large databases. Many of them have rec-
ognized the potential value of these data as an information source for making business decisions.

Data Reuse

Unleashing Big Data Value

The possibility of big data reuse has triggered a number of cutting-edge business models. After all,
the world’s most successful and innovative companies—Amazon, Google, Walmart, and, last but
not least, Facebook— have built their business model on the collection and exploitation of big data.

Based on value creation, Mayer-Schonberger and Cukier differentiate three types of big data
business models. The first group are the organizations that own the data but turn to indepen-
dent firms to license it to others to use. An example is Twitter, which enjoys a massive stream
of data flowing through its servers, but is not willing or not able to reuse it in new ways. The
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second group are the organizations that extract big data value by engaging their employees’
analytical skills. Agencies that offer strategic digital consultancy have been flourishing. It is a
presumption that big clients from traditional industries lack the skills that would enable them to
perform valuable analyses. Data analytics help clients tailor the data to draw useful actions and
improve key performance indicators. Finally, there is a group of firms that not only own data
and sufficient analytics skills but also the mind-set with ideas about original ways to tap data to
unlock new forms of value. For instance, by analysing billions of users’ failed search attempts
and their typos, Google managed to develop the world’s most complete spell checker in basically
every living language. The novelty in Google’s approach was in showing that ‘bad’, ‘incorrect’, or
‘defective’ data can still be very useful.

Those three groups do not operate in an isolated way but do interact with each other as well as with
the rest of business players. The need to liaise with numerous actors on the big data market has
triggered the growth of intermediaries—platforms that enable access to data to those that lack the
assets and that sell the collected data to those that appreciate it more. Big data benefits are now
spreading across the global economy.

Legal Trade-off between Benefits and Risks

The emergence of big data and its proven benefits have demonstrated the complexity of the legal
discussion, since current regulation may not sufficiently respond to the challenges related to big
data sets, in particular in cases of its reuse. On the one hand, there have been claims that our so-
ciety should expect a substantial loss of benefits of big data, if it attempts to confine it within an
obsolete legal framework. On the other hand, we cannot turn a blind eye to the grey side of the big
data revolution and its numerous risks. Big data reuse could be an increasing source of consumer
detriment in terms of privacy, security, and consumers’ rights.

The European Commission first addressed the questions of data reuse by introducing the Direc-
tive 2003/98/ EC of the European Parliament and of the Council on the reuse of public sector
information. Due to many positive side effects, various open data initiatives have been also been
increasingly interesting for the for-profit businesses, but never really attracted their attention until
fairly recently. What the EU has succeeded in, however, has been a more active cooperation be-
tween public and private sectors in the form of private—public partnerships. Today, the European
legislator has shifted its regula- tory focus to unleashing big data opportunities. Most recently, the
Commission has taken important steps towards a more data reuse friendly legal landscape by re-
leasing its Communication on a data-driven economy and proposing changes to the existing legal
framework of EU Directive 95/46/EC on the Protection of Personal Data under the umbrella of
the Agenda 2020 programme. While the EU has proclaimed the digital improvement its main goal
for the future, it has also stressed the import- ance of strong and genuine protection of consumer
rights in the information society. A tough trade-off between data protection and business incen-
tives has been well noticed in the lengthy and complex process of adopting the new data protection
regulation.

The value of big data is not in the mere data collection but in the insights deduced from it. As the
focus of the data industry is shifting towards its value-adding reuse, a number of organizations and
business associations have called for legal protections to focus more on how data might be used
rather than limit what data can be collected. In the era of big data, the motives let alone the identity
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of the data reuser may be hidden and in- dividual expectations may be confused. Abstract language
of the Data Protection Directive (95/46/EC) adopted 20 years ago does not adequately answer the
opaqueness and vagueness of many big data practices, let alone its reuse. The taxonomy of data
reuse explained in the following section may be useful to determine the extent to which data reuse
is allowed under current data protection laws and to find the right balance between economic in-
centives and ethical and transparency issues of data reuse.

Data Reuse: Different Categories

A prerequisite for developing a taxonomy for data reuse is addressing the question what exactly is
data reuse. The term data reuse in its broadest sense suggests that there is initial (primary) use of
data and subsequent (secondary) use of data, ie, the reuse of data. The distinction between use and
reuse may imply different aspects, however. In this section, we distinguish different types of data
reuse and provide a taxonomy for data reuse. We start with discussing what exactly is data use,
since data reuse can only happen after data use. The section ‘Data Reuse from the Data Controller’s
Perspective’ will focus on data reuse aspects for data controllers (particularly data recycling, data
repurposing, and data recontextuali- zation), and the section ‘Data Reuse from the Data Sub- ject’s
Perspective’ will focus on data reuse aspects for data subjects (particularly data sharing, data por-
tability, and the right to be forgotten).

What is Data use?

Before we discuss data reuse, it is necessary to explain data use. This is important since data reuse
(secondary use) can only happen after data use (primary use). This may seem an irrelevant ques-
tion, since everyone will have a basic understanding of data use. Data use is some- thing like us-
ing available data for a specific purpose. However, the EU regulation on personal data protection
complicates this perception. EU Directive 95/46/EC on the protection of personal data does not
deal with the concepts of data use and data reuse, but uses the concept of processing of personal
data (‘processing’), which is defined in Article 2 as: any operation or set of operations which is
performed upon personal data, whether or not by automatic means, such as collection, recording,
organization, storage, adaption or alteration, retrieval, consultation, use, disclosure by transmis-
sion, dissemination or otherwise making available, alignment or com- bination, blocking, erasure
or destruction.

Whereas data use and data reuse may be conceived as an action that takes place after collec-
tion and storage of personal data and before erasure or destruction of the personal data, the
legal framework considers collection, storage, erasure, and destruction also as forms of data
processing. As a result, it may be suggested that data processing always starts with data collec-
tion (the first form of processing) and that subsequent actions like data storage, preparation,
and analyses are all next steps in data processing and, as such, may be considered as repro-
cessing or reuse. Since data are always collected (and often stored) before it can be used for
any purpose, we do not think data collection and storage, though the first steps in most data
processing, should already count as data use. Similarly, we do not think erasure or destruc-
tion, if these actions take place at the end of a lifecycle of personal data, should be considered
as data reuse. In line with the common under- standing of data use and data reuse, we do not
include the collection, storage, erasure, and destruction of personal data as forms of data use
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or data reuse. To avoid misunderstandings in terminology, we will not use the term data pro-
cessing, but stick to data use and data reuse.

Data Reuse from the Data Controller’s Perspective

There are several ways in which data controllers may like to reuse personal data they have collect-
ed. Here, we distinguish data recycling, data repurposing, and data recontextualization.

Data Recycling

The most simplified form of data reuse is using the same data in the same way for more than once.
A typical example may be a health insurance company that collects patient data in order to have a
proper client database used for billing the insurance premiums that are due and to reimburse med-
icines, treatments, and therapies. When they use a client’s address for sending them a bill, they
will do this monthly, quarterly, or annually. In that sense, they periodically reuse the address more
than once for the same purpose. This is a form of data reuse that we will call data recycling. It is
rather straightforward, since the data are used over and over again in the same way. There are no
significant legal issues here as long as a data subject does not revoke his or her informed consent.
For instance, when a data subject chooses for another health insurance company, the previous
insurance company is no longer allowed to use the data for sending bills.

Data Repurposing

In case the same insurance company starts using the data to assess risks of patients in order to
deter- mine risk-based insurance premiums (eg, higher premiums for people at risk or showing
unhealthy behaviour like smoking, not exercising, etc. and lower premiums for people at low risks
showing healthy behaviour), they are reusing the data for a different purpose. This is a form of data
reuse that we classify as data repurposing. Data repurposing happens a lot, since data are used for
many purposes. Addresses may not only be used for billing purposes but also for advertisements.
Data may be combined to find new groups of potential customers, for assessing credit scores, or
for assessing medical risks. Using Big Data, all kinds of new insights and predictions can be made
about people. Sometimes, such data analysis may even reveal information about people they did
not know themselves, such as the risks they run to attract specific forms of cancer or their life
expectancy.

It is important to note that data repurposing in a general sense has another meaning than when
used in legal terms. In a general sense, data repurposing can be understood as using the same
data for several different purposes. From a legal perspective, EU data protection directive 95/46/
EC focuses on data repurposing in Article 6.1(b): personal data must be ‘collected for specified,
explicit and legitimate purposes and not further processed in a way incompatible with those pur-
poses’. The principle that the purposes for which personal data are collected should be specified in
advance and that the data may only be used for these purposes is called the purpose specification
principle. The principle that person- al data should not be disclosed, made available, or other- wise
used for purposes other than those specified, except with the consent of the data subject or by the
authority of law is called the use limitation principle.

In other words, for data repurposing typically (additional) informed consent of the data
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subjects has to be obtained or another legal basis (for instance, specific legislation such as
criminal investigation laws that allow the use of personal data to help to solve crime) has to
be available.

Data Re-contextualization

When the health insurance company in the examples above starts selling the data, other com-
panies may also make use of the data, for instance, for marketing their products to particular
target groups. The data are then reused in a (sometimes completely) different context. This may
cause issues of contextual integrity, since data may have a different meaning or may be interpreted
differently in another context. For instance, health data may be interpreted differently by a phy-
sician than by a health insurance company. This is a form of data reuse that we classify as data
recontextualization.

From a legal perspective, there is no real difference between data repurposing and data recontex-
tualization. Both types of data reuse are usually referred to as function creep and are not allowed
unless there is a legal basis for it. We introduce the distinction, however, because data recontex-
tualization may bring along different legal issues, for instance, regarding the expectations that
data subjects may have regarding the ways in which their data are used (they may know and trust
the health insurance company but may not know or trust the marketing company buying their
data) and the ways in which they are able to exercise their rights (they may know which data they
disclosed to the health insurance company, but may not be aware who has bought their data). In
short, when data are used in a new context, the ‘distance’ between the data subject and the data
controller increases and the awareness of the available personal data and for which purposes the
personal data is used may decrease among data subjects. As a result, it may become more difficult
for data subjects to exercise their rights. Furthermore, the likeliness of interpretation errors may
also increase.

When personal data are transferred to a third party and reused, data subject rights like the right
to information and transparency do not cease to apply. On the contrary, at this point, it becomes
even more important that data subjects are fully informed about the activities in which they are
indirectly involved through their own personal data. There are two options how to ensure data
subject’s awareness. First, data reuse activities that might happen in the future are described and
communicated to the data subject before his personal data are collected. Secondly, the data sub-
ject renews his consent every time before the data are reused for a new purpose. Both tactics often
prove to be difficult to apply. In the first case, it is hard to predict all the purposes for data reuse
that may appear in the future. In the second case, it is almost impossible to get in touch with all
data subjects and to secure their valid consent. Research has shown that privacy policies nowadays
contain information overload and lack a meaningful choice for the users, which leads to the situ-
ation where data subjects no longer make informed decisions but simply consent whenever they
are asked to do so. Not only are data subjects unaware how their information is processed, and
under which conditions, they also lack basic under- standing of whether their data can be and will
be reused.

In practice, neither of the two options is frequently used. Describing future uses of personal data
may be difficult since it is often unknown for which other purposes collected data may prove to be
useful a few years later. Sometimes, new tools for data analyses may also yield new insights like

WORLD TECHNOLOGIES




Utilization of Business Data 167

novel patterns and relations in datasets. Not collecting data that can easily be collected is increas-
ingly regarded as a waste of economic resources. For these reasons, many corporations collecting
personal data formulate the purposes of their data collection very broadly, so that concrete purpos-
es do not necessarily have to be known at the time of collection. As a result, there are differences
in the legal interpretation of repurposing or function creep and the more common understanding
of it by data subjects. As mentioned above, from a legal perspective data repurposing or function
creep only exists in case the second- ary use of personal data goes beyond the purposes specified
in advance. Since these are in general formulated very broadly, this may rarely be the case from a
legal perspective. From a more common understand- ing, however, people may consider function
creep to be the case when personal data are used for purposes they did not expect their data to be
used for.

Literature on expectations of data subjects on how their data are used and what they consider
acceptable shows that there is a considerable gap between the practices of data controllers and
the expectations of data subjects. For instance, US-based research has shown that race and eth-
nicity play an influential role in how people use social media and share personal information.
Users show concern for privacy, although there seems to be an incongruity between public opin-
ion and public behaviour: people tend to express concern about privacy, but when asked about
it, they routinely disclose personal in- formation because of convenience, discounts, and other
incentives, or a lack of understanding of the consequences. These tensions between attitudes
and practices were also found by Acquisti and Gross. A possible explanation for this tension may
be that users do not connect the disclosure of their data at a particular time with the use of their
data later, for different purposes, by different organizations and in a different context. Such con-
nections may not be transparent when there are long periods of time between the data collection
and actions based upon the processing or sharing of such information and when data are sold
to other companies or between the (primary) data use and the (secondary) data reuse. Also, the
ways in which data are processed may not be transparent. For'instance, when the information
collected is used for profiling, such pro- filing techniques, by their nature, tend not to be visible
processes for data subjects.

Challenges

Data that is repurposed , as opposed to reused, must be managed with multiple different fitness
for use requirements in mind, which complicates any data quality enhancements . While other
work has considered context in relation to data quality requirements, including the need to meet
multiple fitness for use requirements, in the current fast-paced environment of data repurposing
for analytics and business intelligence, there are new challenges for dealing with multiple fitness
for use requirements in the context of:

1. Ephemeral data use.
2. Self-service data collection.

Ephemeral data use is when the use of the data is either short-lived or, after collection and trans-
formation, does not prove to be useful at all. The former situation occurs when data analytics
results are only used, for example, once or twice (rather than regularly for day-to-day operational
decisions). The latter situation occurs when users are performing data analytics with the aim of
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revealing business insights, which may never materialise because of the exploratory nature of the
task. The problem is that discovering that the data is not useful occurs after effort has been ex-
pended extracting and transforming the data to get it to the point where it can be analysed. In this
case, it is necessary to minimise the time and effort in transforming the data to satisfy the new
fitness for use requirements. Otherwise, important results may be missed because of analysts/
developers not being willing to invest the time it takes to transform the data to be fit for the new
use. If one knows that in many cases the results will be discarded, then there is little incentive to
invest large amounts of time and resources to transform the data each time. A specific example of
this is investigating whether online public data, such as social media posts and news events, can
be used with internal procurement data to provide advanced warning of parts supply shortages to
a manufacturing organisation. Even in the exploratory case, effort is required to wrangle the data
into a usable form, filter events that do not relate to the manufacturer’s suppliers, link events to
the relevant part deliveries etc. before any analysis can be done to determine its predictive capa-
bility. This effort is wasted for the organisation if it turns out that the data cannot provide useful
predictions.
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The two key pressures on data repurposing.

Self-service data collection is when users, rather than IT departments, extract, transform and pro-
duce their own reports from data. It emerged from both the increased pressure to perform data
analytics for business intelligence and the fact that the IT department cannot always meet the in-
creased data demands of the users. The problem is that if users are left to collect and transform the
data themselves, how can an organisation be sure that they have the expertise to judge whether it
has been done correctly and hence does actually meet the fitness for use requirements? Further-
more, in order to reliably use the data, the analysts must have good visibility of the assumptions
and key facts of the data collection and prior transformations, otherwise there is a danger that
they may be overlooked leading to the drawing of inaccurate conclusions. This was the case in the
example given by Veaux and Hand where a data analyst expected that the data they were using
was from a direct measurement when, in fact, it was from the output of a simulation/model. An-
other example relates to a data analyst at a manufacturer who used expected delivery date and the
goods storage date to identify poorly performing suppliers . Comparing these values made many
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suppliers appear to deliver late because the storage personnel would often wait until the following
day before either storing the goods and/or recording them as being stored. These data fields were
perfectly accurate for their primary purpose of inventory recording, but were not suitable for their
repurposed use in calculations to identify poor supplier performance.

These two pressures are illustrated in figure, which shows how the data is collected, is transformed
(T1), is being managed by the Information Technology (IT) personnel (in BD1) for its primary use
(Use1), and according to data quality requirements (Req1). Analytics users may also take a copy
of this data and collect new data from external sources, integrate and transform it (using T2, or
T3 by themselves), hold a copy (in DB2 or their own files, such as spreadsheets), before running it
through analytics tools for Use2 and Use3 (the results of which may be discarded immediately or
within a short time-scale).

To address these challenges, developing new and enhancing existing data quality tools/methods
which focus on further reducing both the time and effort to bring data to the analysis stage is need-
ed. That is, methods in the prior stages of the data analysis pipeline: data acquisition, extraction,
cleaning, integration, aggregation, and representation. These could include, (semi) automated
methods to discover and evaluate which data sources—including user generated content contain
data that is, or can be made, fit for purpose. For the stages after extraction, data quality aware
transformation platforms could be designed to support self-service users to make rapid and poten-
tially automated changes to data to enable it to quickly meet different fitness for use requirements.
Predictions (e.g. using machine learning) of how data will need to be used/analysed in the future
could enable “pre-transforming” or “pre-selection” of data so that it is ready for analysis when (or
even before) the analyst needs it. These approaches must also capture key metadata, such as prov-
enance and the context of the data before if it is cleaned, integrated, or aggregated into different
forms. Using this metadata, fitness for use validation alerts could warn users when data is being
used that does not meet the new quality requirements.
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Ethics in Business Intelligence

The ethical principles related to the code of conduct which govern the decisions related to the data
of consumers, businesses or employees such as data accuracy and involuntary release of personal
information are known as professional ethics. This chapter has been carefully written to provide
an easy understanding of the varied facets of ethics in business intelligence as well as the diverse
principles which fall under it.

The question of whether or not the conduct of activities relating to business intelligence is ethical
is really composed of two parts. First, there is the broad question of whether or not the collection
and use of business intelligence is an ethical practice. If we come to the conclusion that this “end”
is acceptable, then we have to deal with the question of the means. This second question exam-
ines which of the specific methods of collection and use of business intelligence are allowable and
which methods are not.

Contrary to the opinion that business is an amoral activity (i.e., that it is devoid of any ethical or
moral dimension), we believe that business ethics is a viable and necessary field of study. Business,
just as any field of human endeavour, is a human activity and, therefore, has a moral dimension.
However, unlike other human activities that are founded on the central motive of love or charity
toward one’s fellow human, the primary motive behind business is profit.

Ethicists and moralists have pronounced this motivation as being acceptable in the eyes of God
and man. Some apologists for capitalism have even called the concepts of profit and individual
success divinely inspired by an invisible hand that governs the actions of every rational economic
man; to the benefit of society as a whole. To profit from one’s business dealings is not, in itself,
unethical. While one might judge this motivation to be base, it cannot be said that it is immoral or
amoral. Profit as an end is perfectly acceptable to most; however, the means to attain that goal can
be a problem.

The judgement as to whether or not an action is ethical should be made within the moral frame
work of the business environment. The purpose of business intelligence is to help managers
assess their competition, their vendors, their customers, and the business and technological en-
vironment. This allows the managers to avoid surprises, forecast changes in business relation-
ships, identify opportunities, predict a competitor’s strategy and develop a successful business
plan. M1 of these motives are aimed at making a business more effective and efficient, hence
more profitable. That added efficiency benefits not only the owner but society as a whole.

The type of ethics in business intelligence (BI) is the ethical principles of conduct that govern an
individual in the workplace or a company in general.

It is also known as professional ethics and not to be confused with other forms of philosophi-
cal ethics including religious conviction, or popular conviction. Professional ethics according to
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Griffin is that profit is not the only important strategy of a business anymore. There is also more of
a concern and motivator of companies to do what is right.

Companies must acknowledge that they have a common good to protects there local community,
improve employee relations and promote informational press to the public. While back in 1986,
Griffin was directing his argument towards ethics in accounting but it is also true today in Busi-
ness Intelligence. Government regulations are not changing fast enough to cover all the changes
in technology that bombards users on day to day bases. It is up to corporations to create a code of
ethics, and to persistently be receptive to the needs of the public being served.

Everyday in BI management professionals may be at risk of making unethical practices in there
decisions that regards the consumer, business and/or other employees data. Ethics is a touchy
subject, there is always going to be controversy on how companies choose to handle business de-
cisions. There is no definite decision to make when it comes to ethical decisions. While sometimes
it may involve illegal practices, other times it is just a decision that needs to be made in a company
to promote a better way of life for all.

An example of an Ethical Decision: A manager of a BI system that chooses to use cheaper data
in his/her data mining activities to save money. The data he/she chooses to implement involves
personal credit score reports. The cheaper data sets have a 20% possibility of being incorrect. The
manager did not see it as being an unethical decision when it was made, just a way to continue to
generate close-to-accurate reports and save money.

The impacting decision on 20% of the company’s customers may have different results as more
people are turned down for credit because inaccurate reports. It is not a crime to have implement-
ed the inaccurate data sets but it may seem as an unethical practice to others. While it is important
for managers to be able to make their own decisions, this example decision being made should
have involved more managers since it affected the whole business.

The manager’s choice could bankrupt the company as user start to leave their business for more
accurate competitive companies. As the example points out, sometimes there is no really clear
answer to wither an issue involves an ethical or legal choice and each situation can be different.
Trying to make decisions based on individuals’ beliefs when dealing with a company can amount
to intellectual stalls and trying to come to a decision can be expensive and time consuming,.

Business Globalization

Today’s society has come to the point where there are more solutions to problems than ever before.
What once was impossible can now be accomplished through the use of BI and other technology
similar to BI. It is not going to stop; technology is going to keep advancing. What seems improba-
ble now may be common in the near future.

Because of business globalization, there is also a larger separation between companies and cus-
tomers, companies and competitors than there was when everything was done locally in the past.
Larger separation between companies and the consumer has resulted in unethical and sometimes
illegal business decisions like data theft. Because of all the technology used in big businesses, and
resulting exposure to unethical practices by some of the larger corporations like Enron, there is
growing anxiety of large companies to be free of unethical practices.
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Additionally the general trust level of users has eroded to the point were trust really has to be
earned. Users are very aware of cases of identity information being lost to theft as well as other
case examples in the media. Users have taken up with the attitude of show me or prove to me that
they are safe, that there information is safe or they will not do business.

IT Personnel in Ethics

It is so easy for BI managers to sit behind their desk and manage the data on a day to day business
thinking that ethical practices do not concern them. That is not the correct attitude to have. Every-
one employed in the information technology field has an obligation to be part of company ethical
policies and practices. It is not just about creating schemas and data models, as IT managers they
have more of an ethical decision to make than their employers.

The BI manager knows more about the emerging technology, and has the best knowledge of
a company’s technologies capabilities of what is possible. With all the work that is done in
an informational system and what is involved in information delivery and business ethical
dilemmas.

Code of Ethics

Every technologically backed association deals with ethical issues in their own way. The Associa-
tion for Computing Machinery (ACM) has set some great code of ethics including:

“Computing professionals have a responsibility to share technical knowledge with the public
by encouraging understanding of computing, including the impacts of computer systems and
their limitations. This imperative implies an obligation to counter any false views related to
computing.”

While most of the code of ethics covers general ethical issues, it also covers leadership and other
professional responsibility in information technology and is worth looking up.

PAPA Framework

PAPA is an acronym for privacy, accuracy, property, and accessibility. A framework proposed by
Richard Mason as the four ethical issues of the information age. He proposed this framework 25
years ago in 1986. To date it is still acknowledge as the four subjects of ethics in information tech-
nology and covers ethics in BI as more and more data is extracted, transformed and loaded into
data warehouse silos.

A lot of are private information is handle with BI in Customer Relationship Management (CRM)
systems like Amazons customer web portal. While Amazon is making web application business
services for users better and geared towards individual use, it also demands that some of your pri-
vate information is given in return for the CRM to accurately predict what you may need and want.

Elements of privacy should contain a notice of what data is being collected, how it is being used,
a option to participate of not, security measures to protect from data misuse, the ability to ac-
cess your person information to review and correct and steps are assigned to enforce set policies.
On opposing side of privacy is the need to create security, any inadequate security measures can
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be viewed as carelessness also while the option to participate in the data collection is an option,
choosing to not participate usually means that the company will also not provide their services to
you.

Accurate Data

Accuracy Data Mining (DM) and BI systems is very costly and the percentage of accurate data is
a business decision. Some companies can ethically choose less accurate data and still maintain
a competitive edge, and supply the users with their services while other systems like a Hospital
Information System (HIS) cannot afford to reduce accuracy when a person life in hanging on the
line. When it comes down to who is responsible for the accuracy of the data, executives may set
business processes for guidelines but the main responsibility stills falls to the BI manager to be
able to understand their BI database and also for when new data must be integrated. Executives

do not care how the analytics works, just that they are presented with accurate reports and/or
dashboards.

The whole reliability and integrity of a BI system eventually is placed on the personnel who can
transfers the sea of technology used, not the end users. When there is an ethical situation within
the company who will be helped liable, the executive who did not know the technology or the BI
manager in charge of data accuracy? Accessibility of data in the past was only privileged to a sig-
nificantly smaller group of user than now. With the technology explosion of BI and web interfaces,
anyone with a smart phone, computer, laptop or PDA can gain access DM information. The tech-
nology gap, also known as the digital divide, is growing smaller.

Information is power, users have a right to be on a level playing field, we have a moral obligation
to provide skills to understand and manage, understand, and access information throughout the
world so that users are on a level playing field when it comes down to access of data that provides
basic survival information, so a larger technology gap is not created based on poverty, sex, age, or
race.

While sharing data freely is a goal to help individuals, there is a limit to what can be shared among
business partners, customers and competitors yet they should also have the right to come to the
same results using technology.

Ethical Issues in BI

While many ethical issue are obscure and hard to notice at the surface there is one a number
one concern brought up by most users and according to Hackathorn, the ethical issue in BI that

is known by most is the involuntary release of personal information that has leads to identity
theft.

The theft of personal information like social security numbers, birth-dates, and credit card num-
bers has allowed for technology skilled criminals to possibly walk away with billions of dollars in
innocent victims’ money nationally.

Organization Accountability

Organization need to be accountable for financial data. The U.S. has required financial accountability
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through regulations like the Sarbanes-Oxley (SOX) of 2002. Yet according to Wallice, the main fo-
cus of SOX is to measure internal effectiveness of business controls and does not explicitly address
IT.

Because of the lack of security for IT in SOX, ISO 17700, the International Standard for the Code
and Practice for Informational Security Management is being executed by companies as a frame-
work for maintaining informational security to protect information systems from unauthorized
admission, usage, modification, and destruction.

Government use

The pressing issue of homeland security and the U.S. patriot Act after the attack on the World
Trade Center in New York, left the Government with a strong ability to analyze anyone in the
United States as a threat by collecting almost any type of data that they wish including financial
activities and how they may be related to terrorism.

Technology is being implemented at airports in order to fight terrorism. The Transport Se-
curity Administration (TSA), according to Worthen is continuously conducting test with dif-
ferent data mining techniques in order to find the most effective way of weeding out terrorist
so that they never gain access to be airlines again. The lack of an almost never ending budget
and a lack of a well define scope allow the TSA to try newer technologies in the name of se-
curity, compared to other sectors of business. After 9/11 the Computer Automated Passenger
Pre-screening (CAPPS) system that used consumers’, names, credit card information, and ad-
dress to screen for criminals was change to CAPPS II. CAPPS II combined previous technology
of its predecessor with information purchased from data stores run by Choice Point and Lexis-
Nexis. CAPPS was eventually replaced with a newer system called Secure Flight that shares the
same process of combining passenger data with information purchased from commercial data
providers. Over $125 million has been spent in the name of homeland security just in the first
5 years after 9/11.

Framework for Solving Ethical Dilemmas
» The ability to solve any ethical problem is to first be aware that there is an ethical situation.

» Try to be open and honest about the situation while at the same time you need to avoid
discussions that could magnify the problem.

« Try to make the subject of ethics in the work place an acceptable activity.

« The next step is to thoroughly research the ethical problem and at the same time stay fo-
cused on the problem at hand and not try to solve the greater issues, if it is necessary for a
person to solve the greater ethical issues that do not impact the company then it should be
done on their own personal time. Once all research has been done on the subject and you
are able to gain a better understanding to the root of the problem you need to come to a
decision on what should be done to fix the ethical problem.

» Once you have made the proper decision make sure that it is properly documented for you
and future employees can learn from it. Solving ethical solutions is the same as solving any
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decision making process effectively and can be broken down into 6 simple steps: Identify
the decision, get the facts, develop alternatives, rate each alternative, make the decision
and implement the decision. Make sure to be clear about your actions, if you cannot come
to a valuable solution on your own consider hiring someone who can.

Benefits of Ethics in IT

Employers may see that: “Although data are mixed, numerous studies in the field of computer eth-
ics support the hypothesis that a written and clearly transmitted code of ethics is a strong influence
on employee behavior when an ethical decision is involved.”

Companies that can change there thinking to become more ethical will also beat government regu-
lations while implementing ethical solutions at the companies’ own affordable base without having
to hurry up and match such regulations and will save themselves from the costs of future fines and
fees for data misuses in their BI system.

If a company is well known for being able to protect the companies BI systems not only from se-
curity hacks but also from unethical practices, that company will most likely have the competitive
advantage over their rivals and companies can align the business processes of their BI better to
cover the broader strategy.

Ethics of Competitive Intelligence

Competitive Intelligence Business intelligence intends to support improved business deci-
sion-making, though the term business intelligence is sometimes used as a synonym for com-
petitive intelligence, because they both maintain decision making, BI uses technologies, pro-
cesses, and applications to analyze mostly internal, structured data and business processes
while competitive intelligence gathers, analyzes and disseminates information with a topical
focus on company competitors. Business intelligence understood generally can include the di-
vision of competitive intelligence. Competitive intelligence is really using all legal means at
organizations disposal, i.e. information found on the internet or using specialist software and
any other information which is publicly accessible or via a subscription source, organizing the
information, analyzing it and using it to help make important decisions for the future of your
company.

The ethics of competitive intelligence has been the topic of much discussion over the years the
trouble is where to draw the line between competitive intelligence and industrial espionage. The
five principles of ethical intelligence are: Do No Harm, Make Things Better, Respect Others, Be
Fair, and Be Loving. It’s not always easy to do the right thing, or even to know what the right
thing is. The principles of ethical intelligence present the base for making the accurate choices in
every area of life. The Ethics of Competitive Intelligence can really be subdivided into three main
categories:

1. Clarification of what constitutes ethical and legal competitive intelligence activities.
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2. Developing and implementing a competitive intelligence ethics policy. Honest competitive
intelligence practitioners do however follow a strict code of conduct, which have been for-
mulated by the SCIP, Society of Competitive Intelligence Professionals.

3. To abide by all applicable laws — this includes domestic and international laws, covering
things like bribery, bugging and other illegal codes of conduct to accurately disclose the
correct information including identity and organization, prior to any interviews. You can’t
expect to gain ground on your competitors by filling them with lies — it’s just not on.

4. Provide honest, complete and realistic conclusions to the organization they are working
for.

In general and in competitive intelligence in particular, what is legal can be ethically question-
able. There are many gray areas. The Society of Competitive Intelligence Professionals (SCIP) has
published the following ethical guidelines for CI professionals. When joining, its members volun-
tarily agree to abide by the SCIP Code of Ethics: To continually strive to increase the recognition
and respect of the profession, to comply with all applicable laws, domestic and international, to
accurately disclose all relevant information, including one’s identity and organization, prior to all
interviews, to evade conflicts of interest in fulfilling one’s duties, to provide honest and sensible
recommendations and conclusions in the execution of one’s duties. To endorse this code of ethics
within one’s company, with third-party contractors and within the entire profession, to faithfully
stick to and abide by one’s company policies, objectives, and guidelines.

Ethical Challenges in Competitive Intelligence

Misrepresentation is falsely identifying oneself in order to receive or access information that would
not have been provided if one’s identity was used. There are three common cases of misrepresen-
tation where there is some ambiguity: excluding some details about one’s identity, not revealing
one’s identity in a public venue after overhearing classified information, not disclosing true intent
on how information will be used usually clients often seek CI consultants to gather information
about their competitors. The ethical issue is at what cost or length does the clients expect the CI
consultants to get the information. One of the reasons the clients hire a CI consultant is to try to
distance themselves from facing those ethical situations.

Principles of Ethics

Data science professionals and practitioners should strive to perpetuate these principles:

1. The highest priority is to respect the persons behind the data: When insights derived from
data could impact the human condition, the potential harm to individuals and commu-
nities should be the paramount consideration. Big data can produce compelling insights
about populations, but those same insights can be used to unfairly limit an individual’s
possibilities.

2. Attend to the downstream uses of datasets: Data professionals should strive to use data
in ways that are consistent with the intentions and understanding of the disclosing party.
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10.

Many regulations govern datasets on the basis of the status of the data, such as “public,”
“private” or “proprietary.” However, what is done with datasets is ultimately more con-
sequential to subjects/users than the type of data or the context in which it is collected.
Correlative uses of repurposed data in research and industry represent both the greatest
promise and the greatest risk posed by data analytics.

Provenance of the data and analytical tools shapes the consequences of their use: There is
no such thing as raw data—all datasets and accompanying analytic tools carry a history of
human decision-making. As much as possible, that history should be auditable, including
mechanisms for tracking the context of collection, methods of consent, the chain of respon-
sibility, and assessments of quality and accuracy of the data.

Strive to match privacy and security safeguards with privacy and security expectations:
Data subjects hold a range of expectations about the privacy and security of their data and
those expectations are often context-dependent. Designers and data professionals should
give due consideration to those expectations and align safeguards and expectations as
much as possible.

Always follow the law, but understand that the law is often a minimum bar: As digital
transformations have become a standard evolutionary path for businesses, governments
and laws have largely failed to keep up with the pace of digital innovation and existing reg-
ulations are often mis-calibrated to present risks. In this context, compliance means com-
placency. To excel in data ethics, leaders must define their own compliance frameworks
that outperform legislated requirements.

Be wary of collecting data just for the sake of more data: The power and peril of data analytics
is that data collected today will be useful for unpredictable purposes in the future. Give due
consideration to the possibility that less data may result in both better analysis and less risk.

Data can be a tool of inclusion and exclusion: While everyone deserves the social and eco-
nomic benefits of data, not everyone is equally impacted by the processes of data collection,
correlation, and prediction. Data professionals should strive to mitigate the disparate im-
pacts of their products and listen to the concerns of affected communities.

As much as possible, explain methods for analysis and marketing to data disclosers: Max-
imizing transparency at the point of data collection can minimize more significant risks as
data travels through the data supply chain.

Data scientists and practitioners should accurately represent their qualifications, limits to
their expertise, adhere to professional standards, and strive for peer accountability. The
long-term success of the field depends on public and client trust. Data professionals should
develop practices for holding themselves and peers accountable to shared standards.

Aspire to design practices that incorporate transparency, configurability, accountability,
and auditability. Not all ethical dilemmas have design solutions, but being aware of design
practices can break down many of the practical barriers that stand in the way of shared,

robust ethical standards. Data ethics is an engineering challenge worthy of the best minds
in the field.
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12.
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Products and research practices should be subject to internal and potentially external eth-
ical review. Organizations should prioritize establishing consistent, efficient, and action-
able ethics review practices for new products, services, and research programs. Internal
peer-review practices can mitigate risk, and an external review board can contribute sig-
nificantly to public trust.

Governance practices should be robust, known to all team members and reviewed regular-
ly. Data ethics poses organizational challenges that cannot be resolved by familiar compli-
ance regimes alone. Because the regulatory, social, and engineering terrains are so unset-
tled, organizations engaged in data analytics require collaborative, routine and transparent
practices for ethical governance.
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Permissions

All chapters in this book are published with permission under the Creative Commons Attribution Share
Alike License or equivalent. Every chapter published in this book has been scrutinized by our experts.
Their significance has been extensively debated. The topics covered herein carry significant information
for a comprehensive understanding. They may even be implemented as practical applications or may be
referred to as a beginning point for further studies.

We would like to thank the editorial team for lending their expertise to make the book truly unique.
They have played a crucial role in the development of this book. Without their invaluable contributions
this book wouldn’t have been possible. They have made vital efforts to compile up to date information
on the varied aspects of this subject to make this book a valuable addition to the collection of many
professionals and students.

This book was conceptualized with the vision of imparting up-to-date and integrated information in
this field. To ensure the same, a matchless editorial board was set up. Every individual on the board
went through rigorous rounds of assessment to prove their worth. After which they invested a large
part of their time researching and compiling the most relevant data for our readers.

The editorial board has been involved in producing this book since its inception. They have spent rigorous
hours researching and exploring the diverse topics which have resulted in the successful publishing
of this book. They have passed on their knowledge of decades through this book. To expedite this
challenging task, the publisher supported the team at every step. A small team of assistant editors was
also appointed to further simplify the editing procedure and attain best results for the readers.

Apart from the editorial board, the designing team has also invested a significant amount of their time
in understanding the subject and creating the most relevant covers. They scrutinized every image to
scout for the most suitable representation of the subject and create an appropriate cover for the book.

The publishing team has been an ardent support to the editorial, designing and production team. Their
endless efforts to recruit the best for this project, has resulted in the accomplishment of this book. They
are a veteran in the field of academics and their pool of knowledge is as vast as their experience in
printing. Their expertise and guidance has proved useful at every step. Their uncompromising quality
standards have made this book an exceptional effort. Their encouragement from time to time has been
an inspiration for everyone.

The publisher and the editorial board hope that this book will prove to be a valuable piece of knowledge
for students, practitioners and scholars across the globe.
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