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Implementing Complex Fuzzy Analysis for Business
Planning Systems

Danil Dintsis

Abstract

The chapter deals with implementing fuzzy logic for transition of descriptions in natural
language to formal fuzzy and stochastic models and their further optimization in terms
of effectiveness and efficiency of information modeling and prediction systems. The
theoretical methods are implemented in lifelong learning business for development-
specific virtual trainings for adult students.

Keywords: fuzzy, fuzzy set, fuzzy risk, lifelong learning, virtual learning, training
method prediction, fuzzy analysis, complex definition area

1. Introduction

In the first part of the chapter the author examines challenges in transforming subject descrip-

tion in a natural language to a formal model. Establishing collaboration between specialists in

different knowledge areas (technology, information, business, etc.) is usually a very compli-

cated problem. In the process of common work there is a strong need to estimate model

clearness, effectiveness, and efficiency for specialists in different knowledge areas. We consider

effectiveness as correct interpretation of a subject in a real world by a model. And efficiency is

calculated based on the share of the service states of the model.

In the second part, the author shows the implementation of the approach in virtual training

design. Developing specific training methods for adult lifelong students is a very complicated

task. We implemented fuzzy-based analysis to determine the best learning methods for differ-

ent student groups and course types.

The special section is devoted to adapting and implementing virtual training for hard of hearing

people.

Chapter 1
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2. Extension for fuzzy model definition area

2.1. Introduction

Information systems are widely spread in our daily life: offices, industry, and home. Each

system represents or controls an extra object, such as household appliances or industrial

control devices. Efficiency of those information and control systems depends on a wide range

of factors. Wide-known methods for control systems’ synthesis demand the formal model

represented in analytical format [1]. The main problem of the discrete automate models is the

strong necessity of formalization at the beginning of the process. It is a rather difficult task for

complicated technological and information processes. Moreover, it is more appropriate to set a

task of the adaptive control system with parametric adaptation features synthesis.

Let us consider the control system for an informational object as a “black box”with two sets of

inputs and outputs [3]. Two main inputs are a math (or analytical) model, and data. One of the

important features is a number and percentage of internal states of an information system/

control device. Internal states are always necessary to control stability of work, prevent user’s

mistakes, etc. These internal states and their properties require additional computing

resources. The author examines an approach aimed at balancing advantages and resource

usage of internal states [2].

Meanwhile these both inputs are (or can be) cross-dependent. Creating an analytical model as

the first step of the system synthesis is based on intrinsic and semantic analysis of input data.

Establishment of collaboration between specialists in different knowledge areas (technology,

information, business, or others) is usually one of the main problems and challenges almost in

all practice-based projects [3]. Factor analysis or lingual models may provide partial decision

of the problem. Lingual models combine a system description in both formal and descriptive

terms. A restriction of linguistic models is in their insufficient formalization and a high level of

dependence on subjective expert appraisals.

Fuzzy models implementation ensures an analysis of processes in technical and information-

based systems with nonlinear and/or multifactor-based behavior [1, 5]. The author presents the

approach that combines model analysis based on natural language with strict formal systems

by implementing fuzzy logic approaches.

2.2. General approach based on lingual models

We consider a process of analytical model synthesis as a first phase of a control model

synthesis. The first important step at this phase is transition of a description based on natural

language to a formal model. We should consider an interaction between specialists in different

knowledge areas while creating such models as they may use different terms. Another impor-

tant task is establishing back coupling between input data and information/control system. It is

quite necessary for creating information and control systems with adaptive features. We

implement fuzzy logic to solve the task of information system synthesis for complicated

technological objects.

Fuzzy Logic, Systems and Engineering Applications
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Implementing fuzzy logic ensures the opportunity of a semantic analysis of the object descrip-

tion made on natural-based language due to partial entrance of an element in one or several

sets. The conceptual structure of the research area is represented as a set of abstract entities

relying on concepts and terms of both a natural language and fuzzy sets. Next, we need to

extend the existing fuzzy sets’model as an analytical model contains features, appropriate to

elements of analyzable object, and own properties of the model, that provide its integrity.

Second step should be to deal with input data analysis to adapt the model and control system

to environment changes. We do not need to change our model but make it adaptive. We need

to establish clear borders for research object and its analytical model. To resolve this task, we

need also to extend current fuzzy sets and models’ methods and features. In this work, we

present an extension range of definition of fuzzy sets and its elements’ logical division to two

sets: corresponding to object properties and internal properties of a system itself.

2.3. Model analysis in a partially defined environment based on fuzzy sets

Any analytical model has several internal features that ensure its internal integrity and reli-

ability of a control system to controlled object. One may implement internal model states for

internal data integrity control, exchange, additional logic control, etc.

Let’s name a set of objects to be synthesized as S ¼ {a[i]}. Each noun in a lingual model

compares to an object a[i] with value (weight) a(i) and functionality H(a[i]). Lets’ define an

expansion of a definition range values for fuzzy attributes to imaginary area:

j�a ðiÞ; if an object exists only in a formal model

a ðiÞ ¼a ðiÞ if an object compares to a modelling subject

�

ð1Þ

Based on the above, it is obvious that model S always consists of objects with both rational and

imaginary features and functionality weights. Hþ and H�[4, 6, 7]. In this case, total number of

object a[i] features is h(n).

1. Number of features compared to lingual model is hþ.

2. Total number of object features in fuzzy model– S.

3. Weights of each feature is s(i).

4. A functional as a summary (vector) weight of features divided into rational and imaginary

parts a[i] -> H.

A model functional parameter may be represented as the following complex number:

H ¼ H þþjH� ð2Þ

2.4. Extending fuzzy logic procedures for analysis and synthesis of information systems

Below, we show the extension is correct and does not break the fuzzy logic postulates. The

definition area would be the following:

Fuzzy Logic, Systems and Engineering Applications
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H ðAjBÞ∈ ½0;∞½þjð½0;∞½Þ ð3Þ

Lemmas:

If A is the element of a real object and B is the internal element:

H ðAjBÞ∈ ½0;∞½ ð4Þ

If both A, B are internal elements:

H ðAjBÞ∈ jð½0;∞½Þ ð5Þ

HðUÞ ¼ ∞ ð6Þ

U is a universal set.

We provided a transformation of the traditional fuzzy sets axioms and features to a specific

fuzzy model for using complex-based definition area to specify features of models for synthe-

sis of control automation systems.

2.4.1. Fuzzy model synthesis based on lingual model analysis for technological and information objects

First, we need to transform a lingual model based on subject area terms and definitions to a

metalanguage-based model. This model still may include some terms from its predecessor—

the certain lingual model. Let us mark sets of keywords, and consider them as fuzzy model

objects. At the first step, we may consider all nouns as fuzzy model objects [1–3].

Next let’s define a transition between fuzzy objects:

fi
a½i� ! a½iþ1�; fi is an a½i� object’s method

�

ð7Þ

If weight a(i) is an imaginary one, then the object a[i] does not match any object in a lingual

model, and only meta model contains it.

Then, based on δ-operation, as it is defined in common fuzzy logic, we provide the following

transformation between logically tied objects:

a½i� δia½iþ1� ) a½iþ1�

fiþ 1

a½i� δi þ1 ½iþ1� ) a½i� ! a½iþ2�

8

<

:

ð8Þ

So, we can formalize an object’s method based on a 2-step δ-operation.

Let’s introduce a weight of a fuzzy object H (M)¼A. We consider ∑H(a[i])>¼H(P)), as the model

contains both objects and their methods f(i), that define a consequence of transitions between

objects in a model. f(i) methods are described by γ and δ operations. δ -operation defines a

consequence of operations, events, and nodes of a model, and γ-operation defines weights (for

Fuzzy Logic, Systems and Engineering Applications
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example, possibility, availability, resilience, etc.) for nodes, events, operations. If we take into

consideration both types and an optimization factor H(M)¼A!max, then the following equal-

ity is true:

HðPÞ ¼ Hða½1�γHða½2�γ γHða½i�γ γHða½n� ð9Þ

The following set of conditions provides model and based on it control system integrity:

HðMÞ ! max;

HðMÞ ¼ Гa½i� Δa½i�;

∇a½i�;Hða½i� 6¼ 0;

∇a½i�;Hða½i�Þ ! max;

γi∈ a½i�; δi∈ a½i�;

fðiÞ ¼ γi ∪ δi

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

ð10Þ

The following operations provide structuration of fuzzy sets in A:

1. Establish relations between sets:

1.1. Relation of entrance Ai ∈ Aj

1.2. Relation of inheritance. Ai inherits Aj if a(i) ∈ Ai has the fixed set of values, and methods

no less than a(j) ∈ A(j).

2. Let’s introduce meta-set M, which describes a set of sets:

Ai : M ¼ ∪ðnðiÞ; ∪hði; jÞÞ; ð11Þ

And a system of their internal relationships, where n(i), Ai’s unique identifier (usually string

name); h(i,j), a weight of relation between Ai and Aj sets.

An optimization of model parameters provides by consequent iterations. A rate, which

weights reliability between fuzzy meta-model and preceding lingual model, is one of the most

important optimization criteria. It is based on a feature ∇a½i�∈M, that indicates a belonging-

ness of a set element to a real or imaginary areas.

2.4.2. Fuzzy model synthesis algorithm based on a preceding lingual model

1. Allocate described essences based on the linguistic analysis. Create a set S of subessences.

2. Allocate a set of described attributes of essences. Based on it create a set T of fuzzy model

attributes as mentioned in [2, 3].

3. Create a set K of basic knowledge sources, including experts, knowledgebase, and exper-

imental data.

4. Create set C as a united set of weight criteria of each element. Primary weight is propor-

tional to number of its occurrences into subsets C(i).

Fuzzy Logic, Systems and Engineering Applications
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5. Create subsets S(i) as based on the S set. S(i) elements are united into a certain subset

according to C(i) criteria.

6. Create sets H(j) containing experts’, knowledgebase articles and other data sources’

weights: Ci ! HjðCiÞ.

7. Create sets A(i) including attributes a(i), as Ai ∇ S,t(i)A1, An, where

n >¼ 1;∇hðjÞðAiÞ ¼ fðhðjÞ;AðiÞ;Hj; ½Ai�\CiÞ:

8. Establish fuzzy model M ðAi; H½aðjÞ�.

Synthesis of a control system for technical and/or information object is based on the defined

fuzzy set M.

2.5. Scope definition for fuzzy sets usage in control and simulation systems for technical

and information systems

While designing formal model (including fuzzy one), it is necessary to estimate the following

items:

- Possibility of implementing a certain formalization method to a certain object;

- Degree of model compliance to an object. Consider fuzzy set A, containing a[i] elements. Each a

[i] is compliant with an object feature or internal feature of a model. We consider a method of

compliance between model and object based on research of mutual consistency of elements.

The method is based on a ∪-operation, and indicates subsets, which can describe an object

behavior if used in common [2, 3]:

M ¼ A ∪B ∪C ∪ ∪N ð12Þ

2.5.1. Internal consistency criteria

1. Redundancy property:

∀Hða½i�βa½j� > 0

2. Compliance property:

∀Hða½i�ja½j� 6¼ ∞

3. Efficiency and resilience balance:

X

a½i�ðhþ Þ > 0
X

a½i�ðh �Þ > 0
X

a½i�ðhÞ > 0

8

>

>

>

<

>

>

>

:

ð13Þ

Fuzzy Logic, Systems and Engineering Applications
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2.5.2. Compliance to modeling object criteria

(1) Compliance between M - model transformations results, and an object fact features:

implementing of any possible track of operations of M model cannot lead an object to a

prohibited state.

∀HðXiðAiÞÞ > 0, ð14Þ

or

Implementing of any possible track in M, model can transform the controlled system or object

R into a possible state or common null state

∀HðXiðAiÞÞ >¼ 0 ð15Þ

Thus, we consider a fuzzy model is applicable in case that its real functional is positive and

there is at least one set of allowed methods that transform a control system from its initial to

final state.

2.6. Conclusion

Finally, we found that the synthesis of control systems based on descriptive models of natural

language may be adequately implemented based on fuzzy sets. Logical separation of elements

of fuzzy sets, in which the real domain includes the attributes and functional elements that

describe the state of an object, but to the imaginary one—own internal state of the model and

the management system that are required to make it operational. Based on this logical separa-

tion, we may estimate effectiveness and resilience of control system.

Finally, the authors resume that automated systems’ synthesis is appropriately presented and

formalized by fuzzy sets’models. Fuzzy logic definition area has been extended to an imagi-

nary area. We established the logical division of model components to real and imaginary

areas per their role. Internal objects of a model are presented in the imaginary area, and objects

that describe the modeling system to the real area. We introduced necessary functional exten-

sions for fuzzy logic to operate with logical extension.

Transformation algorithm is developed, and we recommend the certain implementation area

for it.

3. Defining appropriate training methods for lifelong learning

organization

3.1. Introduction

The author has developed a method and algorithms of fuzzy analysis for lingual models with

complex digits’ implementation. The author used the approach that differentiates native data,

attributes of an object and internal model data, and attributes [2, 3]. Dividing these classes into

Fuzzy Logic, Systems and Engineering Applications
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real and imaginary leads to the decrease of dimensions in a model, and in this way to the

decrease of computing capacity. This fact allows to decrease the risk of incorrect interpretation

of results, and it provides also an opportunity to estimate costs of efficiency.

This article is devoted to implementing fuzzy analysis to define and implement various virtual

training methods in a lifelong learning educational organization and reaches the highest

possible satisfaction level by different categories of adult students as defined in Ref. [4].

3.2. Big challenges in lifelong learning

The lifelong professional learning training center offers short-term trainings and postdiploma

programs to upgrade professional skills or gain a new specialization for adult professionals. A

lot of students take multiple courses as bundles or periodically in accordance to new versions

of software, technological equipment, or professional standards. It’s of great importance for the

training organization to analyze big data interdependencies to find out trends, develop new

courses, make targeted offers for students, and create specific training methods for certain

client groups. Since 2009, the author has been deeply involved into developing and

implementing various virtual—online, and blended—training methods. During this work, the

author carried out a regular analysis of data from different sources to determine customer

requirements, demands for courses, and ways of their representation, technical, and mytho-

logical opportunities [4, 5]. The goal of those continual research efforts was the development of

strongly targeted training options for certain student groups and courses. The fuzzy-based

modeling is considered as the most appropriate approach to the task, because students’,

customers’, trainers’, and other staff’s feedback, requirements, as well as demand estimations,

are mostly represented as a nonformal or mixed way. For example, rating A in a feedback

means “more than I can expect.” It is obvious that the level of expectations differs among

students, and customer representatives.

3.3. Opportunities and threats in lifelong learning

Based on M_o_R™ and Total Risk Management® concepts fundamental characteristics of any

risk define organization behavior for it, for example: tolerance level, impact, mitigation and

contingency strategies, management level, as well as level of financial reserves. While examin-

ing risk nature we often consider that a single risk belongs to different characteristic sets. For

example, a risk of incorrect professional behavior can belong to human and organizational,

and technical sets simultaneously. Therefore, we can create a fuzzy description of a risk:

rðiÞ ∈O; rðiÞ ∈ T; rðiÞ H ð16Þ

where O, T, H, fuzzy sets (organizational, technical, human features).

Implementing risk analysis in fuzzy terms ensures complex analysis for risk source, impact,

mitigation, and contingency. The author examined complex risk analysis for portfolio (both

projects and operational activities) of virtual learning methods in a lifelong adult training

center. As a service-based and private user (a student) oriented business, its success depends

dramatically on a subjective personalized opinion of students and partially of corporate HR

Fuzzy Logic, Systems and Engineering Applications
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managers. Their feedbacks are represented both in partially formalized manner, and com-

ments in a natural language.

Another challenge concerns representing risk dependencies, or so-called domino effect. As

it’s a rather complicated task to formalize risks interdependencies, we can implement an

approach, starting with an informal description in a natural language with further formaliz-

ing it by means of fuzzy-based algorithms.

The fuzzy analysis is the very appropriate tool to transfer statements in a natural language

into a formal model, and explore threats and opportunities. The fuzzy analysis is

implemented as described by the author in Ref. [5]. Identifying and analyzing risks, and their

interdependencies, we include both negative (threat) and positive (opportunity) parts of risk

analysis with the primary aim for finding new opportunities for development and quality

improvement.

Main threats for an adult professional training organization are in customer dissatisfaction,

and on the opposite main opportunities are based on reaching continuous education of stu-

dents personally, and corporate customers. Let’s examine a simple example about modern

technology-based virtual learning implementation, and consider online learning process.

There are several main opportunities of online learning for an educational organization, which

are:

1. Improve organization innovative brand.

2. Attracting more students from distant regions.

3. More students in a class in a certain group.

On the other side, there are threats:

1. Changing in teaching methods.

2. Decrease of teaching quality.

3. Student’s and corporate customers’ rejection of new training method.

4. Technical issues.

Those risks—both positive and negative—are well-known when we talk about them in a

natural language, but training organization’s decision-making process requires qualitative

and quantitative estimates. As shown in reference [1] we can implement fuzzy analysis to

transform natural language to a weak formalized fuzzy model, by placing model-internal risks

into an imaginary area, and objective risks into a real area of the model.

3.4. Building current data analysis with fuzzy logic

We investigated our students, trainers, corporate clients, and internal administrative staff

feedbacks to discover additional training opportunities.

In 2009 we started online webinar trainings, which are held as simultaneous trainings in groups

consisting of online (webinar), and class-based students (named as “webinar-in-class™”). The

Fuzzy Logic, Systems and Engineering Applications
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example of feedbacks is given in a Table 1. Total number of feedbacks: 10,000þ student feed-

backs, 700þ by trainers, 1000þ by training center administrative staff, and 500þ by corporate

customers’ representatives.

We compared and analyzed feedbacks ofwebinars with the excerpt feedbacks of traditional class-

based trainings. As the “specialist computer training center (CCT)” has been operated since 1991,

we extracted feedbacks for class trainings for previous 5 years, e.g., we included 25,000 students’,

5000 trainers’, 5000 administrative staff’s, and 2000 customer representatives’ feedbacks into

comparative analysis against “webinar-in-class” feedbacks, which are presented inTable 2.

The “trapeze” form of a fuzzy interpretation, as shown at Figure 1, is used to represent fuzzy

component, because rating values are subjective and personal oriented. For example, we use

ratings from “1” or “E” (minimum value, means that a client is completely dissatisfied) to “5” or

“A” (maximum value, indicates that a service exceeds customer’s expectations). Rate “3” or “C”

indicates customer’s general satisfaction. These estimations are personally based and depend on

a lot of factors, such as professional specialization, job function and rank, individual specialties.

Only ratings “E” and “A” strongly indicate satisfactory level. For example, rating “3” or “C” at

design or HR trainings is mainly considered as more dissatisfied than satisfied. On the other side

a “C” rating at business or project management trainings is mainly considered as satisfied’ and

rating A” is very rare, because business managers are mostly not as emotional.

Rate Parameter (%)

Trainer Technical facilities Course Willing for further training

A 32 27 45 42

B 48 51 42 47

C 12 14 10 7

D 5 6 2 2

E 3 2 1 1

Table 1. An excerpt from webinar-N-class studies.

Rate Parameter (%)

Trainer Technical facilities Course Willing for further training

A 39 42 41 42

B 46 41 44 47

C 11 13 13 7

D 3 4 2 2

E 1 2 1 1

Table 2. An excerpt from traditional class-based studies.

Fuzzy Logic, Systems and Engineering Applications
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follow customer, market demands, technical, and methodological facilities.

Below is a partial list of main attributes in the information system, which contain basic data

and we consider them as a real area attributes in an analytical model:

• Student, Client/Customer, Learning format, Country/region, Course, Year/season/month,

Vendor, Product Trainer, Trainer rating, Course rating, Training method rating, Number

of courses taken by a student afterwards

The total number of real area attributes is more than 50.

Next I show an excerpt from a list of more than 25 additional (information model based)

attributes. We consider these attributes in an imaginary area of our fuzzy model:

• Total rating of a training method, comparative rating to class-based training, comparative

rating of webinars against class and self-learning combined method, views and filters

across client types, regions, time, season, etc.

To build an integral customer satisfaction rating we use multidimensional fuzzy analysis of

different partial (single-parameter) rankings as shown at Figure 2. Also, different filters and

constraints are implemented to localize problems, challenges and find grow-points.

3.5. Investigating students’ satisfaction against educational organization efficiency

We can investigate an integral satisfaction/dissatisfaction level of a training group based on the

following attributes: trainer ratings, course ratings, willingness to continue training at a next

course, and ratings of technical facilities. Each set is fuzzy and contains ranking values (rat-

ings) by each student.

Figure 1. Trapeze interpretation of satisfaction level.

Fuzzy Logic, Systems and Engineering Applications
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In each case (for a student/group/trainer/course, etc.) we form a fuzzy area, in which we may

consider that a course/study/trainer/class, etc. are satisfactory. According to company goals

and statistical data we can also implement additional weights for attributes. For example, a

trainer rank has coefficient “1, 5” and class ranking—“0, 8”. Attribute “willing for further

training” will have the maximum weight coefficient “2”, as it’s the most important factor for

commercial adult learning company. This model shows a subjective satisfaction level as a set

(family) of polygons. Each polygon draws by connecting points, which reflect partial ratings.

For example, an area of subjective satisfaction is defined by the following partial ratings:

Trainer rating ¼ 2 AND

Course rating ¼ 4 AND

Technical facilities ¼ 3 AND

Willing to continue education ¼ 5.

In this case, we define that a group is partially satisfied/partially dissatisfied with a trainer, but

if most of students of a certain group are ready to continue education at next courses, we can

mark this group as “satisfied.”

For complex estimation of job effectiveness of an adult life-long training organization we

developed more complicated approaches, which include statistical data based on more than

70 attributes (both in real and imaginary areas) and collected them in multidimensional

databases—OLAP cubes. This cube has the appropriate number (more than 70) of dimensions,

and we need to build a set of fuzzy models, and optimize them for daily calculations and

analysis. A real part of a model includes basic facts, and on the other side an imaginary part of

a model includes filters, views, and additional states of a model or database. Due to this

approach, we decrease number of dimensions to 50 in total, which leads to decrease in

computing capacity requirements. Practical result: we have an opportunity to process analyt-

ical reports in a real-time mode, and postpone few complicated reports for nonworking hours

(night time and Sundays).

Figure 2. Determining the satisfaction area on an example of four parameter analysis.

Fuzzy Logic, Systems and Engineering Applications
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Let us examine a comparatively simple set of fuzzy sets, which describes an integral satisfac-

tory factor and training organization efficiency:

• By course, a certain trainer and/or trainer group, a company—customer, learning location,

a certain period, a training method, a training branch (e.g., Management, ITSM, software

development, HR, etc.).

The developed model contains both real area attributes, which reflect basic states, and imagi-

nary area attributes, which reflect temporary, service states, filter conditions, identifiers, etc.

Below, I show an excerpt from a model. Attributes named in a lingual model terms to simplify

understanding

M1 ¼ ðCNþ Stþ Trþ TMÞ þ jðVþ TPþ STÞ;

M2 ¼ ðCNþ Trþ CCFþ TCFþWFTÞ þ jðTPðiÞ þACRðiÞ þATRðiÞ þ VÞ;

M3 ¼ ðCNþ TLþ Cþ TMÞ þ jðTPðiÞ þACRðiÞ þAMRðiÞ þ VÞ;

8

<

:

ð17Þ

where CN, Course name; St, Student identifier; Tr, trainer identifier; V, view name; TP(i),

selected time period; St, threshold level of students’ satisfaction for the certain model; TM,

training method; CCF, course cash flow; TCF, cash flow on courses by a certain trainer; WFT,

student’s willing for continuous education; ACR, average course ranking for selected period;

ATR, average trainer ranking for selected period; TL, training location; C, corporate customer

name; and AMR, average ranking of a certain training method for selected period.

Set M1 reflects mean level of students’ satisfaction for a certain course and a certain trainer for

selected time period.

Set M2 reflects current level of economic efficiency of a certain trainer, based on dynamic trend

of students’ satisfaction across a number of time periods (for example, month to month or

quarter to quarter).

Set M3 reflects dynamics of corporate customers’ satisfaction for a certain training location,

course, and a training method. This set gives a control how a certain training location provides

quality for a certain course and a training method, for example, webinar, or blended, or self-

paced, etc.

3.6. Defining training methods and models

Adult learning training organization should offer various training opportunities for its stu-

dents, such as long- and short-term trainings, class-based, virtual, blended, synchronous, and

asynchronous, etc. Based on the analysis model at our Specialist CCT we develop balanced

cost-effective vs. “student satisfactory” training methods for precisely defined customer audi-

ence and course bundles.

While analyzing results of modeling, we find several maximums. Each of the maximums is

characterized by a certain set of parameters, as shown in Figure 3.
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WTFor example, the maximum satisfaction level which is found in an analytical cube is defined by

the following attributes:

- student total expenses (minimal);

- high quality skills received;

- high qualified trainers;

- number of students in a class (maximal);

- collaboration facilities in the group (maximal);

- technical expenses are minimal.

The “webinar-in-class” training option is the best for mentioned attributes, because a webinar-

based student has an opportunity to study anywhere, and has no travel or accommodation

expenses. Simultaneously, he/she has an access to the best trainers, and can collaborate with

classmates in a class and other webinar students, using a very simple software. The webinar

students have an access to the same technical facilities such as labs. Thus, the webinar-in-class

training method becomes very popular solution for students studying technical (Microsoft,

Oracle, CISCO, etc.) courses, as well as project, and IT service management courses.

We worked further to analyze maximums, and another point is based on the following attri-

butes:

- appropriate (frequent) course start date;

- individual approach;

- introvert students;

- students with high level of self-organization capabilities;

Figure 3. Multidimensional estimation, where I – Individual approach level; II – Trainer level; III – Technical facilities;

IV – Training center economical effectiveness.
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- full classes;

- low expenses on training organization by a training center.

In this example, we see more attributes, and it was a bit more difficult to create an appropriate

training method. The result was a kind of blended learning, which we named an “open

learning.”

- blended “open learning” training method is the best solution for very specialized trainings,

and self-organized students;

- unlimited webinar subscription is for students, who are unemployed or wish to change

profession. Both categories need cheap training at a large number of courses.

To resume I want to stress that the estimating process is everlasting, as well as optimization of

the research model. While preparing this article, one more training method was developed,

which proves the efficiency of the described approach. The described methods won several

professional awards [6, 7].

4. Identifying special tools for virtual training of hard of hearing people

4.1. Introduction

More than 10% of people on the Earth suffers from different hearing impairs as the World

Health Organization data shows. Many of them are young people, or employees, which are

involved into lifelong learning. They have difficulties with taking both class and virtual

trainings, if they do not have or use special hearing aids. Meanwhile, many young people do

not use special devices due to medical recommendations or having scruples.

Based on our research of students’with hearing impairs demands our research team deliver a

special computer-based technology—named as Petralex©. It is implemented in mobile Apps

and Windows driver, which works as a personal hearing assistant [6]. A student passes an

“in cito” hearing test and the application creates a personal hearing profile for each place or

environment (for example, public transport, café, car, room at home, classroom, and work-

place). Mobile App acts as a hearing aid in a smartphone, so a student can easily attend

classes. The Windows-based driver creates a Virtual audio device (VAD), which adapts

streaming audio for both online and asynchronous virtual learning to an appropriate user’s

hearing profile.

Different virtual training methods—synchronous, asynchronous, blended—which are defined

in Ref. [4], include online and/or off-line listening in videos, podcasts, as well as online training

delivery, including real-time discussion with a trainer and classmates. So, students with hear-

ing disabilities should have opportunities to be involved into the entire training process.

4.2. Synchronous learning methods

A student with partial hearing losses can feel uncomfortable while studying in class, or at

online webinar. If a student studies in a class, he or she can implement the Petralex® mobile

Fuzzy Logic, Systems and Engineering Applications
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app as a hearing assistant, and involve in-depth into a learning process. In a synchronous

learning training content is delivered in an online mode as shown in Figure 4. A student

accesses it using the special audio driver, which ensures audio stream adjustment to personal

hearing profile. As a result, a student can attend studies for a long time—up to 8 hours per day

—due to improved hearing tolerance, reducing fatigue for long listening sessions, and attenu-

ation of excessive sound pressure [6, 7].

4.2.1. Typical learning cases for online trainings

1. A trainer explains learning materials: a student studies at home. S/he connects to an online

tool (for example, Skype®, Citrix GoTo®, WebEx, Adobe® Connect®, or any other),

activates “My room” profile. Next, our driver transforms audio stream in a real-time

mode with only 10–50 ms delay, so a student can hear a teacher clearly, have concentration

on studying, and ask or answer questions; present his/her work, and discuss with other

students in a real-time mode.

2. A business game: business games and other forms of group studies are very popular

according to our model (Eq. (16)). An online student usually plays a role of a virtual team

member or help desk agent. Implementing audio-driver provides both parties an oppor-

tunity to collaborate in a clear mode without delays.

4.3. Asynchronous learning methods

In this section let us consider different scenarios for asynchronous learning of students with

partial hearing losses. The most popular tools for asynchronous learning are: learning man-

agement systems (LMS), stream and offline video, and audio services.

As shown in Figure 5, an external audio signal from a learning tool goes through the virtual

audio driver, which transforms it according to an activated user hearing profile. Thanks to it, a

student can study anywhere. At our training center, and with our partners, the following

scenarios, as shown in Figure 5, were tested:

In a special class,

At home,

At a workplace, and

On a beach.

Figure 4. The learning schema for synchronous virtual learning.
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One of the most impressive cases in our training practices is short-term learning for adult busy

people. We defined lifelong business students as a separate category in our model. Lifelong

learners often study during their vacations or weekends. Usually they are strongly motivated,

so they can easily combine their rest and studies. As an example, a student creates a “beach”

profile and can listen learning records on a comfortable manner for his/her hearing.

5. Resume

Implementing extended definition area for fuzzy set analysis provides vast opportunities for

representation of control objects by information systems, their analysis and optimization.

Based on implementation of fuzzy analysis the author succeeded in creating and launching

various virtual training models for lifelong learning, including people suffering with partial

hearing losses.
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Indoor Mobile Positioning Using Neural Networks and
Fuzzy Logic Control

Anatoly D. Khomonenko, Sergey E. Adadurov,
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Abstract

Indoor mobile navigation systems are becoming more prevalent in many areas (trans-
port, public institutions, logistics, etc.). The interior navigation based on the access
points, arranged according to the radio fingerprints, is becoming increasingly popular.
The model of artificial neural networks (ANN) is often used as a mechanism for storing
and processing radio fingerprints. The task of selection of the access point in WLAN
network in the case of high user density is quite topical. Such selection must take into
account not only the level of the signal received by the mobile device, but also a width in
the dedicated channel bandwidth. The main issues related to the creation of program
complex for the mobile indoors navigation using neural networks is discussed in the
chapter as well as the method of access point selection based on analysis not only the
signal level but also the other parameters. To solve this task, fuzzy logic is used.

Keywords: Wi-Fi radio network, neural network, mobile navigation indoor, navigation
systems, learning algorithms, mobile devices 802.11k standard, the mobile subscribers,
fuzzy logic, MATLAB, frame transmission time

1. Introduction

The modern world cannot exist without precise navigation systems. Satellite navigation

systems such as Global Positioning System (GPS) and Global Navigation Satellite System

(GLONASS) [1] are widely used in a variety of areas of activity, such as navigation transport,

engineering, surveying, and other cellular communication. GPS receivers’ consumer level is

set in almost all modern phones. In open areas, such receivers allow for positional accuracy

in the region of 1–5 m.
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At the same time, these receivers do not meet the existing demand to navigate indoors. In such

circumstances, GPS does not work or provide location data with a very high error of about

100–150 m.

Navigation systems indoors can be applied in many fields. Including navigation inside large

shopping malls, warehouses, or different systems, “smart home,” in which different home

systems (heating, lighting, air conditioning, and so on) can be centrally managed in automatic

mode.

In particular, obvious argument for the need for indoor navigation can serve as tasks of

navigation in transportation systems, such as airports and railway stations [2]:

(A) For visitors: positioning; search check-in desks/offices/storage rooms and a cafe, parking,

taxi, etc.; installation of the route, taking into account number of storeys of buildings; search

colleagues inside the airport/train station, social activity; service based on knowledge of the

position of the visitor (location-based service).

(B) For airports, railway stations, and tenants: an additional service to visitors; analyst exten-

sive movements of visitors and staff; advertising opportunities geo contextual advertising

(location-based advertising) airlines/shops/cafes, etc., as well as products/services; promotions

based on the location of the visitor.

There are now possibilities to improve the methods and the practical use of mobile navigation

indoors. Let us briefly consider the modern approaches to the solution of this task and pro-

posals for justifying the choice of learning algorithms and neural networks of the individual

parameters of the same interests.

Mobile navigation systems indoors are becoming more widespread in many areas (transport,

public institutions, logistics, and others.). It is becoming popular navigation based on finger-

print radio access points Wi-Fi. As a mechanism for storing and processing the radio finger-

print is often considered a model of artificial neural networks (ANN). The chapter examines

the main issues related to the creation of complex programs for mobile navigation indoors

using neural networks, which are one of the parts of fuzzy logic. We justify the choice of

learning algorithms ANN navigation mobile devices indoors.

The data for the neural network training in MATLAB taken from the file “train.txt” is used for

functional testing of software navigation. To verify the performance of ANN training, the

original file should be divided into two sets (training and testing).

Wireless local area networks 802.11k as precise navigation systems have become very popular

for several reasons. They operate in the unlicensed frequency bounds and they need not in

large time and cost for deployment. The appearance of vast number of mobile devices

supporting Wi-Fi technology gives possibilities of free choice and cost saving for the various

kinds of users. WLAN networks have a number of advantages over traditional wired net-

works.

• Much easier and cheaper to deploy a local wireless network in the new location than a

traditional network.

Fuzzy Logic, Systems and Engineering Applications
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• The subscriber does not have to be next to his desk or local network socket-outlet. He can

move freely inside the area coverage.

However, the number of users working in the unlicensed frequency bounds increases day by

day. In this context, a very important problem is the way by which the wireless device uses to

select an access point to connect to the network. Now, the device selects the access point

according to signal power. This way allows determining the nearest access point. In other

words, currently used 802.11k standard is aimed at the implementation of load balancing of

radio Wi-Fi networks. Nevertheless, the high level of the signal does not always mean high

network bandwidth. Suppose, for example, that most of the notebooks operating in the certain

conference halls connect to WLAN by using the access point which is above the entrance door.

In such a case, the number of subscribers connected to it would be up to tens if not hundreds,

while other access points would not be fully loaded. As a result, the network bandwidth per

subscriber reduces to a significant degree that leads to network reduction of productivity of the

network in whole. Hence, the task of selection of the access point in WLAN network in the case

of high user density is quite topical. Such selection must take into account not only the level of

the signal received by the mobile device, but also a width in the dedicated channel bandwidth

that depends on the number of connected subscribers to the access point. In this chapter, we

examined the method based on analysis of not only signal level but also other parameters. To

solve this task, fuzzy logic is used in the chapter. Constructed membership functions and

linguistic rules are examined. Structure of the developed model and simulation results are

presented.

2. Indoor mobile positioning using neural networks

2.1. Characteristics of modern approach to navigation mobile

First, we note that the modern mobile devices contain a variety of different sensors and

receivers. The main of them include:

1. GPS.

2. Wi-Fi, a radio signal operates at frequencies of 2.4 and 5 GHz.

3. Bluetooth operates on the same frequencies.

4. The accelerometer and gyroscope—inertial sensors measuring linear and angular acceler-

ation.

5. Magnetometer—a sensor that measures the intensity of magnetic fields.

6. Other sensors—humidity, light, proximity, barometer, etc.

Sensors 1–5 are well represented in many of today’s mobile devices that are running operating

systems iOS and Android. These systems provide programmatic access to the sensors through

its own application program interfaces (API), and any application can receive data from the

sensors (with certain insignificant limitations).
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Currently, there are several ways to use the mobile navigation device.

1. GPS (Global Positioning System) and GLONASS (Global Navigation Satellite System) [1]:

these are navigation using satellites. Well suited for positioning in the open spaces.

Because of the need to be in the field of view of at least three satellites, these are poorly

suited for closed premises, as they greatly impair the satellite signal. The initial search for

satellites might take few minutes.

2. AGPS (Assisted GPS). Navigation using radio signals from cell towers. Typically it used in

conjunction with GPS. It accelerates the initial determination of the coordinates by the fact

that the use of data on the mobile device serving cell towers.

3. Navigate using radio beacons operating on technology iBeacons (Bluetooth Low Energy)

[3]. This is a relatively young technology, the impetus for the development of which will

serve standard Bluetooth 4.0 (+) with low power consumption. Tracker is a chip with a

radio module, which is a predetermined frequency radio, sends packets with information

about themselves. The receiver, knowing the map of the location beacons and signal

strength to the nearest of them, calculates their relative location.

4. Navigation on the basis of fingerprints of radio access points Wi-Fi [4]. Such navigation

systems are more exploratory in nature. Due to the relative novelty of this approach, ways

to implement proven accurate navigation have not yet developed.

5. Inertial navigation system [5]. Navigation is based on data from the inertial sensor device,

which is constructed on the basis of the model orientation in space.

Comparative characteristics of the main approaches of navigation using mobile devices [2] are

given in Table 1.

In addition to these approaches, following approaches are also included. In Ref. [6], the

integration of Wi-Fi and an inertial navigation system is considered. In Refs. [7, 8], mobile

navigation services and the use of technology OpenCellID to determine the location of mobile

devices are studied.

System Dignity Disadvantages

GPS Average precision

(5 m) Ease of use

Good compatibility

Inability

To work

Indoor

GSM Ease of use

Good compatibility

Ease of use

Good compatibility

Wi-Fi Average

Accuracy

(5 m)

Work indoors

The need for network deployment

Limited compatibility

High power consumption

iBeacon High accuracy (1–2 m) Ease of use

Good compatibility

Low power consumption

The need to deploy

BLE-network

Table 1. Comparative characteristics of approaches.
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The article [9] considered a relatively new approach to the positioning of mobile devices in the

premises on the basis of two-dimensional barcodes. In Ref. [10], the model of context-aware

computing (context-dependent browser) based on network proximity is considered. This

mobile phone is considered as a proximity sensor and geo replaced positional information

network proximity. An algorithm for calculating the trajectories of mobile networks on the

basis of information about network proximity is also considered.

2.2. Rationale for navigation of mobile devices using neural networks

Employment of navigation system via radio fingerprint from the access points of Wi-Fi con-

sists of two parts:

1. Preparation of a database of known fingerprints radio with known coordinates associated

with them.

2. Getting new coordinates from the database on the new print of radio signals.

As a mechanism for storing and processing the radio fingerprint has considered a model of

artificial neural networks (ANNs).

This approach is interesting for the following reasons:

• The problem of determining the location based on a previously defined radio fingerprint

can be viewed as a problem of classification of multidimensional data.

• Main computational load of this method accounts for the learning process, which is

performed only once and can be executed on an independent computer system.

• Data on the surrounding Wi-Fi points can be supplemented by the data from other

sources, such as Bluetooth LE beacons.

Thepossibilities ofmodernANNare the subject of active research. The approach to theuseofANN

to solve the above problem is considered in several publications, for example, Refs. [10–12].

2.3. Characteristics of software navigation

Here examined a complex program [13, 14] to navigate through the Wi-Fi signals using a

mobile phone. It consists of two components:

1. Mobile application that

a. collects data on the surrounding Wi-Fi access points;

b. uses trained neural network to determine the current location of the mobile device

based on the new data on Wi-Fi signals.

2. Desktop application that

a. prepares data radio prints for further training of the neural network;

b. training and testing neural network.
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As an implementation of a neural network, we used multilayer ANN provided free library

FANN (Fast Artificial Neural Network Library). To train the ANN learning algorithm, Resil-

ient Propagation (RProp) has been used [15].

Unlike standard algorithm Backprop, RProp uses only partial signs for adjusting the weighting

coefficients. The algorithm uses the so-called “training periods” when the correction occurs

after the presentation of the balance of the network of examples from the training set.

To determine the amount of correction using the following rule [15]:

Δ
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ηþΔ
ðtÞ
ij ,
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If the partial derivative of the corresponding weight ∂ωi j had changed its sign at the current

step, it means that the latest update was great, and the algorithm passed a local minimum and

therefore the value of change must be reduced by η and return the previous weight value: in

other words, you must make ‘roll back’.

∂ωijðtÞ ¼ ∂ωijðtÞ � Δ
ðt�1Þ
ij : ð3Þ

If the sign of the partial derivative is not changed, it is necessary to increase the amount of

compensation η+ to achieve a more rapid convergence. Fixing factors η� and η+ can be dis-

pensed with global settings of the neural network, which can also be seen as an advantage of

the algorithm to the standard algorithm Backprop.

Recommended values are η� = 0.5, η+ = 1.2, but there are no restrictions on the use of other

values for these parameters.

To prevent too large or small weight values, the correction value limit from above the maxi-

mum Δmax and below the minimum Δmin value of the correction value, which default, respec-

tively, shall equal 50 and 1.0E–6.

The initial values for all Δij are set to 0.1. Again, this should be seen only as a recommendation,

and in the practical implementation it can specify a different value for the initialization.

The current implementation of the navigation software package is a simple one-dimensional

classifier, which, by new radio-prints, is able to determine the room in which the mobile device

is located.

2.4. Working with software navigation

Working with a program complex navigation is implemented using desktop and mobile

software, and includes the following steps:
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1. Collection of data on radio-prints in the studied areas. The output of this stage is a set of

files, each of which contains a set of vectors (matrix) measuring Wi-Fi signals points (for

example, Table 2).

In the first row, there are names of all the access points that were visible in the data collection

process. For clarity, we have been selected to work with network names, rather than their

mac address. Each line represents the measured signal strength to a point. A value 0 means

that the point was not available at this time.

2. Combine all the source files into one.

The result is a common image with the measurements in all the studied areas which is

shown in Table 3.

The first column is stored name space in which the measurement was performed. Null

values (0) are replaced by �100 (very weak signal).

In addition, a file is created “names.txt,” which lists the names of all the networks in the

same order in which they are placed in the file of training (step 4).

3. Represented by map matching names with their premises of formal numerical rep-

resentation:

Cabinet [0] Room [0.5] Kitchen [1]

4. On the basis of the contents of the files of the previous steps 2 and 3, create a file with the

data for network training:

60 15 1

�86.0 �100.0 �54.0 �69.0 �100.0 �100.0 �88.0 �100.0 �100.0 �100.0 �100.0 �100.0

�100.0 �100.0 �100.0

Grimas DSL-2640U NETGEAR STERH76 InterZet-at-home InetBezP ASUS 26

�86 0 �54 �69 0 0 �88

�89 �83 �56 �66 0 0 �91

… … … … … … …

Table 2. Set of vectors (matrix) measuring signals Wi-Fi points.

Grimas DSL-2640U NETGEAR STERH76 InterZet-at-home InetBezP ASUS 26 …

Study �86 �100 �54 �69 �100 �100 �88 …

Study �89 �83 �56 �66 �100 �100 �91 …

… … … … … … … … …

Table 3. Common image with the measurements in all the studied areas.
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0.0

�89.0 �83.0 �56.0 �66.0 �100.0 �100.0 �91.0 �100.0 �100.0 �100.0 �100.0 �100.0

�100.0 �100.0 �100.0

0.0

�90.0 �71.0 �51.0 �67.0 �100.0 �100.0 �88.0 �100.0 �100.0 �100.0 �100.0 �100.0

�100.0 �100.0 �100.0

0.0

The first line shall include: the number of hidden layer neurons, the number of neurons in

the input layer and output layer.

The following are a couple of lines:

A. The input vector.

B. The value that the National Assembly should be trained for this vector.

The result of this step is to file “network,” which is a trained neural network in the

library “FANN.” The network name is chosen at random.

The following steps describe the workflow of software application that is running on

a mobile device.

5. A mobile application launches library “FANN” and passes the file to the trained neural

network.

6. Mobile application starts scanning the surrounding Wi-Fi hotspots. After the completion

of the next iteration of the scanning application, an array of the currently available access

points is received to which the device may try to connect. Each object of the array, among

other things, contains in its structure the following two fields:

A. Title.

B. The strength of the signal to a predetermined point.

With using the array of file names “names.txt” obtained in the second stage and the

current array of visible access points built radio fingerprint, which, in essence, is a simple

array of numbers. Create a radio footprint that includes the following steps:

A. Create an array of numbers (float []) size which determine the number of elements in

the array of names.

B. Go through the array of names in the cycle:

a. if the array access point is a point with the current name, the add-in radio signals

strength to mark this point of the current iteration of the index;

b. otherwise, add the current iteration index of the default value for the missing

point that was made in step 2 (�100).
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C. At the output of iteration scanning radio fingerprint is obtained as a vector of values

(�100, �50, �75, �100, …).

7. The resulting vector is passed to the neural network, which returns the result vector (float []).

Since the ANN has been trained on the basis of dimensional data, we are only interested in

the first element of the resulting vector.

8. The resulting value is compared with the data from the map space. In the version of the

software complex in the map, closest value to the current value obtained from the network

is searched. After finding, it displays the name of the current premises that corresponds to

the measured radio-imprint.

2.5. Training a neural network in MATLAB

The data for the neural network training in MATLAB are taken from the file “train.txt” and

used for functional testing of software navigation. To verify the performance of ANN training,

the original file should be divided into two sets (training and testing).

By analogy with [16], we make a comparative analysis of the main learning algorithms of the

neural network used for the navigation of mobile applications for indoors, with position

accuracy and complexity ratios depending on the number of neurons in the hidden layer. The

corresponding results are shown in Table 4.

Table 4 uses the following symbols: trainlm—learning algorithm Levenberg-Markarth, trainscg

—related gradient method scaled association, and trainbr—Bayesian regularization method.

MSE—mean square error, epochs (s)—the number of training cycles, and in brackets the

number of seconds.

Based on the analysis of Table 1, we can conclude that the optimal number of hidden layer

neurons for a given set of source data is in the range 15–25. It showed the highest accuracy

Bayesian regularization algorithm, but it is considerably more time-consuming compared with

Number of neurons Trainlm Trainscg Trainbr

MSE Epochs(s) MSE Epochs(s) MSE Epochs(s)

5 0.11 12(0.1) 0.08 15(0.1) 0.03 592(25)

10 0.06 16(0.1) 0.09 20(0.2) 0.02 700(20)

15 0.07 9(0.1) 0.05 13(0.2) 0.013 800(23)

20 0.05 11(0.2) 0.13 14(0.2) 0.015 269(48)

30 0.13 6(0.2) 0.19 23(0.3) 0.018 889(120)

50 0.23 13(0.2) 0.21 30(0.5) 0.02 483(187)

Table 4. Characteristics of the complexity and accuracy of learning algorithms NA.
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other algorithms. The optimal ratio of accuracy and convergence provides the Levenberg-

Marquardt algorithm.

Note that low accuracy is common to all algorithms, which is associated with the original data.

Probably, it reduces the dimension of the input vector (data used by Wi-Fi 15 points, most of

which are available), and increases the total number of measurements. At the same time in the

original data set of vector measurements corresponded to only three different rooms, so get

enough accuracy.

3. Using fuzzy logic control for selection of the access point

3.1. Introduction

Wireless local area networks of 802.11k standards become very popular due to some reasons.

They operate in the unlicensed frequency bounds and they need not require large time and

cost for deployment. The appearance of vast number of mobile devices supporting Wi-Fi

technology gives possibilities for free choice and cost saving for the various kinds of users.

WLAN networks have a number of advantages over traditional wired networks.

• Much easier and cheaper to deploy a local wireless network in the new location than with

a traditional network.

• The subscriber does not need to be next to his desk or local network socket. He can move

freely inside the area coverage.

However, number of users working in the unlicensed frequency bounds increases day by

day. In this context, a very important problem is the way by which the wireless devices are

used to select an access point to connect to the network. Now device selects the access point

according with signal power [17]. This way allows determining the nearest access point. In

other words, currently used 802.11k standard is aimed at the implementation of load

balancing of radio Wi-Fi networks. Nevertheless, the high level of the signal does not always

mean high network bandwidth. Suppose, for example, that most notebooks operating in the

certain conference hall connects to WLAN using access point which is above the entrance

door. In such a case, the amount of subscribers connected to it would be to tens if not

hundreds, while other access points would not be fully loaded. As a result the network

bandwidth per subscriber reduces to a significant degree that leads to the network reduction

of productivity of the network in whole. Hence, the task of selection of the access point in

WLAN network in the case of high user density is quite topical. Such selection must take into

account not only the level of the signal received by the mobile device, but also a width in the

dedicated channel bandwidth that depends on the number of connected subscribers to the

access point.

Further, examined the method based on analysis not only signal level but also other parame-

ters. To solve this task, fuzzy logic is used (See Ref. [18, 19]). Constructing membership

functions and linguistic rules are examined. Structure of the developed model and simulation

results are presented.
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3.2. Choice of access points for connecting a mobile device

Signal level and the bandwidth of a system are linked by the well-known Shannon formula,

which allows determining the capacity of the data transmission system:

C ¼ ΔF · log2ð1þ S=NÞ: ð4Þ

The total bandwidth allocated in the range, is divided equally among all active subscribers

[17]. If the length of the transmitted packet is L bits, one can determine the time required for

transmission of a packet:

TðM,S=NÞ ¼
L ·M

F· log2ð1þ S=NÞ
, ð5Þ

where ΔF = F/M is the network bandwidth, and S/N is signal/noise ratio at the receiver input

and M is the number of subscribers already connected. Thus, the functional dependence

between bandwidth and the number of connected subscribers is linear. Then the task of

selecting the best access point to connect can be formulated as follows:

Find the value of function (5), the Tmax of which does not exceed a predetermined time with the

following restrictions: S/N > P0 and ΔF ≥ ΔFmin, where P0 is some ratio threshold signal/noise at

which the operation of mobile subscriber receiver is possible and ΔFmin is a minimum possible

bandwidth width. In other words, the problem is reduced to finding such a pair of values (ΔF,

S/N) for which the transmission time has the minimum possible value.

This problem can be solved by various methods:

• Analytical methods that use differential and variational calculus.

• Numerical methods which use prior information in order to find improved solutions

using iterative algorithms.

• Mathematical methods (linear and nonlinear programming).

In the case of choice of any method, the finding of a point of extremum of the considered

function is usually required. The type of function (5) is shown in Figure 1.

Figure 1 shows that the function (5) has minimum values for various combinations of param-

eters and the number of connected subscribers M. Function (5) has no maximum that deter-

mines the above-mentioned formulation of the problem of choosing the access point. Table 5

shows the values of the function (5) calculated for various combinations of parameters and M.

Analysis of Table 5 confirms that the high signal level does not always provide an acceptable

transmission time. It's known for solve the problem of the selection the access point to connect

mobile subscribers on the basis of function (5) using the above methods it is necessary and

sufficient that the following conditions are met (as it's shown for instance in Ref. [20, 21]):

1. Function (5) should be continuous and differentiable at the point of extremum.

2. The Hessian matrix of function (5) must be negative definite (for a point of minimum).
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tion (2), it is convenient to consider function 1, taking into account that low values of transmis-

sion time are achieved with large bandwidth. Then, for the function (4), condition 2 changes to

opposite. Condition 2 for the function (5) is not satisfied due to the fact that ∂2C=∂ðΔFÞ2 ¼ 0,

which implies that:
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It follows that the function in question is not concave. However, the requirement of convexity

or concavity of the function is a serious restriction that is far from always performed in

practical problems. This is why the concept of such functions is generalized by the introduc-

tion of pseudo-convex unimodal functions [21]. The f: X ! R function is called the pseudo-

unimodal in the interim ½a, b�⊂X, if ∃ an arbitrary interval I�⊂½a, b� such that the f function:

• Strictly increasing in the interval [a, b];

• Equals to some constant, ≤min{f ðcÞ, f ðdÞ} on the some interval I*;

• Strictly decreasing in the interval [d, b].

Figure 1. Dependence of the packet transmission time from the signal level and the number of subscribers.

Signal power, db The bandwidth width, hz The transmission time, s

30 4E + 6 2.514E � 4

30 8E + 5 1.257E � 3

30 4.444E + 5 2.263E � 3

Table 5. Values of the time of packet transmission for different ratios of parameters.
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The points c and d determined by the following way:

c ¼ infx
x⊂I�

; d ¼ supx
x⊂I�

: ð7Þ

In this case, the interval I* is the solution of the problem max {f ðxÞ : x⊂½a, b�}. In the particular

case if c = d, then I� ¼ {x0} and x = c = d, the f function is called unimodal. The example of

unimodal function is shown in Figure 2.

Then, if we set

a ¼ ½Δ Fmin, P0�; b ¼ ½Δ Fmin, Pmax�: ð8Þ

Here Pmax is some maximum possible value of S/N ratio, then unimodality of the function (4)

and, consequently, function (5) derived from their definitions. Consequently, the optimiza-

tion problem has a solution in the following formulation: find the minimum of function (4) in

the interval (8). This solution can be found by any of the methods listed above. However,

their use is associated with a large number of calculations (solution of the corresponding

equations), or with a large amount of stored data, requiring constant modification (various

search methods).

In Ref. [18], to solve above-mentioned problem is proposed to use the apparatus of fuzzy

logic, free from above disadvantages. Fuzzy logic operators are very similar to conven-

tional Boolean operators and allow simplified algorithms for solving this problem. Compli-

cated mathematical modeling can be replaced by evaluation of membership functions and

rules of fuzzy logic [22]. Various approaches to solving this type of problems are consid-

ered in Refs. [23, 24]. In Ref. [25] there is an example of controlling the operation of the

charger using intelligent controller which applies various algorithms of fuzzy inference.

One of the most powerful tools for solving such problems is the MATLAB system, which

provides users a various species of software, including the visual ones. With the help of

visual programming, the necessary model can be built, and then can run the simulation in

program mode.

Figure 2. The example of unimodal function.
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3.3. Model of algorithm of determination of the best access point

In accordance with the 802.11 standard, the mobile station scans the individual channels for

the detection of the best signal from the access point. APs periodically send a Beacon signal in a

broadcast mode. Mobile network station accepts these beacon signals and takes note of the

relevant signal level. Thus, the received signal level actually characterizes the relative location

of the subscriber and the access point. During this process, a mobile subscriber searches such

access point. To determine whether channel is free, the well-known algorithm, which is named

clear channel assessment (CCA), is used. Its essence lies in the measurement of the signal

power at the antenna and determining the received signal strength (RSSI). If the received

signal strength is below a certain threshold, then the channel is declared free, and the MAC

layer receives the CTS status. If the power is above the threshold, the data transfer is delayed in

accordance with the protocol rules. The standard provides another opportunity to determine

the idle channel, which can be used either separately or together with the RSSI measurement—

method of checking of the carrier. The most appropriate method to use depends on the level of

interference in the work area. Various 802.11 standards use one of the five possible CCA

modes:

• solution that channel is free and is based on the detection of channel power which exceeds

a certain threshold value;

• the decision that the channel is free based on the detection of a carrier signal corresponding

to the 802.11 standard;

• carrier signal detection and discovering of power (combination of modes 1 and 2);

• carrier signal detection with message that the ether is free, if neither signal is detected

during 3.5 ms timeslot;

• detection of the power corresponding to the increased transmission rate in a physical layer

and carrier detection at mode 3, but with reference to the ERP.

802.11 MAC layer is responsible for the way in which the subscriber is connected to the access

point. When a subscriber enters into the coverage area of one or more access points, it selects

the access point based on signal power values and observed number of errors, selects one of

them and connects thereto. Once the subscriber receives confirmation that it is accepted by the

access point, it tunes to a radio channel in which it operates. From time to time, it checks all the

channels to see if there is another point which provides access services of higher quality. If such

an access point is found, then the subscriber connects to it and readjusts to its frequency.

In accordance with this principle, the diagrams of signal levels and levels of channel diagrams

of signal levels and levels of channel congestion can be constructed for each access point. These

diagrams look like shown in Figure 3.

Analysis of these diagrams and subject area makes it possible to apply fuzzy logic to make a

decision on selecting the best access point to connect. As shown above, a signal power can be

characterized through signal/noise ratio, and a congestion level of AP can be described with

the help of number of connected subscribers. Then it becomes obvious that proposed model
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must have two input linguistic variables (S/N ratio and the degree of loading of the access

point). As the set of terms of the first linguistic variable “signal/noise” the following set is used:

S=N ¼ f‘weak’; ‘medium’; ‘high’g: ð9Þ

As the set of terms of the second linguistic variable “degree of loading” the following set is

used:

NUMUSERS ¼ f‘few’; ‘medium’; ‘many’g: ð10Þ

As the set of terms of the output linguistic variable the following set is used:

RESULT ¼ f‘is a candidate for connection’; ‘is not a candidate for connection’g ð11Þ

Since the algorithm Mamdami is used for fuzzy inference, the following methods of execution

had been chosen for the stages of composition:

1. To perform a logical conjunction in conditions of the fuzzy rules (And method), the

minimum value (min) method was chosen;

2. To perform a logical disjunction in conditions of the fuzzy rules (Or method), the maxi-

mum value (max) method was chosen;

3. To perform a logical conclusion in the every of fuzzy rules (Implication), the minimum

value (min) method was chosen;

4. For aggregation of membership function values of each input variable in conclusions of

fuzzy rules (Aggregation), the maximum (max) method was chosen;

5. To perform defuzzification of output variables (Defuzzification), the method of center of

gravity for a discrete set of values of the membership functions (centroid) was chosen.

In the process of fuzzy inference, it is necessary to select such an access point for which the

convolution of the functions of the accessory of the signal/noise ratio and the degree of

congestion of the access point give the best result. To implement the fuzzy inference, the

creation of the rule base of fuzzy inference system is required. To implement the fuzzy

inference, the creation of the rule base of fuzzy inference system is required. Such base of rules

for the solution of discussed task looks like:

Figure 3. Diagrams of signal levels and levels of channel congestion.
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• If the S/N ratio is weak and access point is lightly loaded (the number of users M is few),

then the access point is not considered as a candidate for connection.

• If the S/N ratio is weak and access point is moderately loaded (the number of users M is

medium), then the access point is not considered as a candidate for connection.

• If the S/N ratio is weak and access point is heavily loaded (the number of users M is

many), then the access point is not considered as a candidate for connection.

• If the S/N ratio is medium and access point is lightly loaded (the number of users M is

few), then the access point is considered as a candidate for connection.

• If the S/N ratio is medium and access point is moderately loaded (the number of users M

is medium), then the access point is not considered as a candidate for connection.

• If the S/N ratio is medium and access point is heavily loaded (the number of users M is

many), then the access point is not considered as a candidate for connection.

• If the S/N ratio is high and access point is lightly loaded (the number of users M is few),

then the access point is considered as a candidate for connection.

• If the S/N ratio is high and access point is moderately loaded (the number of users M is

medium), then the access point is considered as a candidate for connection.

• If the S/N ratio is high and access point is heavily loaded (the number of usersM is many),

then the access point is not considered as a candidate for connection.

The following notations are in use here to simplify the formalization of fuzzy productions:

1. if (S/N is A1) and (Numusers is B1) then (Result is E1) (1);

2. if (S/N is A1) and (Numusers is B2) then (Result is E1) (1);

3. if (S/N is A1) and (Numusers is B3) then (Result is E1) (1);

4. if (S/N is A2) and (Numusers is B1) then (Result is E2) (1);

5. if (S/N is A2) and (Numusers is B2) then (Result is E1) (1);

6. if (S/N is A2) and (Numusers is B3) then (Result is E1) (1);

7. if (S/N is A3) and (Numusers is B1) then (Result is E2) (1);

8. if (S/N is A3) and (Numusers is B2) then (Result is E2) (1);

9. if (S/N is A3) and (Numusers is B3) then (Result is E1) (1).

A1 means the S/N ratio is weak, A2 means the S/N ratio is medium, A3 means the S/N ratio is

high, B1 means the number of users is few, B2 means the number of users is medium, B3 means

the number of users is many, E1 means that the access point is not a candidate for connection, E2

means that the access point is a candidate for connection. Thus, the connection to the access point

occurs only when the access point is not overloaded and has an acceptable signal level. The

numbers in round brackets mean the weight of rule (0 or 1). The next step in the construction of
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the model is to determine the membership functions of input and output variables. Kind of

membership functions for the signal/noise ratio, the number of subscribers, and the output

variable are shown in Figure 4.

For analyzing the adequacy of the developed fuzzy model, the surface fuzzy inference can be

quite useful. It allows assessing the impact of changes in the values of the input fuzzy

variables on the values of the output fuzzy variables. This surface is shown in Figure 5. A

comparison of this figure with Figure 1 allows concluding that the nature of the surface of

the fuzzy inference coincides in general with the frame transmission time dependent on the

signal level and the number of subscribers. This confirms the adequacy of the proposed

model.

Figure 4. Membership functions for input and output variables.

Figure 5. The surface fuzzy inference.
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3.4. Simulation of the algorithm for determining the best access point

For checking the correctness and efficiency of the proposed algorithm, its styling is first carried

out. MATLAB provides the ability to download a model developed with the help of visual aids

into the MATLAB—program and perform simulation in program mode. The data structure of

a software model is shown in Figure 6.

Each access point is represented by the data structure containing the following data fields:

• Index of the access point (its number in a vector of access points).

• The current value of the signal level at that point.

• The current number of connected subscribers at this point.

• The current time of the frame transmission for this point.

At initialization of this model, these structures combine into a vector. Thus, the sequential number of

structure in the vector imitates the Beacon signal. All other fields of structures are set to zero. Also,

the vector of signal levels is forming. This vector simulates a signal power at which every access point

radiates, and thereby, the location of subscriber is relative to access points in the moment of its

connection. The signal levels are forming according with normal distribution and exponential distri-

bution. This adequately reflects the real situation when connecting subscribers grouped in a small

area, for example, when entering a room or in some corner of the room, as it is shown in Figure 7.

Simulation process starts with the loading of model into the program. Further, the current

values of signal level out of the vector of signal levels are moving into the fields of current

values of the signal level in every access point. After this, the values of membership functions

are calculated for every access point. Further, the values of membership functions are calcu-

lated for every access point and their maximum value is looked for. The access point for

which this value is maximal, the value of the field current number of connected subscribers

to this point is increased by 1. This simulates the RSSI level correction for the next simulation

step. Furthermore, the current time of the frame transmission for this point is calculated

according with function (5). This process is repeated for all the elements of the vector of

Figure 6. The data structure of model.
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signal levels. Thus, after the completion of simulation process, total loading and the frame

transmission time in every point would be determined.

The modeling process is based on a method that was considered in Ref. [26]. In this case the

sufficient characteristics are current values of congestion of access point and frame transmis-

sion time on every simulation step; the final characteristics are the distributions of load of

access points, transmission time, mean value, and dispersion of the transmission time. For the

confirmation of efficiency of the proposed algorithm, its result was compared with the result of

simulation of classic, which is based on the measuring of maximal signal power. The results of

the comparison of the analyzed algorithms are shown in Figure 8. In this picture, “Sample

Model” means the model is based on the measuring of maximal signal power. This figure

shows that the algorithm that uses fuzzy logic (the right-hand side of Figure 8), taking into

account the current load on each access point, ensures a more even loading of the entire LAN

as a whole. The frame transmission time for the second algorithm is approximately same for all

access points (the dispersion is equal to 0.0799). For the first algorithm, the transmission time

Figure 7. The example of the subscriber’s location indoors.

Figure 8. The results of the comparison of the analyzed algorithms.
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fluctuates strongly (the dispersion is equal to 0.3129). Hence, it follows that accounting the

degree of congestion of access points increases the efficiency of the wireless LAN.

Developed in the framework of this chapter, MATLAB—the program cannot be used directly

in some hardware for the following reasons:

• Developed program is a model.

• MATLAB—program runs in interpreted mode and cannot be loaded directly into the

controller.

However, there are various possibilities to convert MatLab-program into equivalent program

on one of the high-level programming languages. In particular, there is the possibility of

constructing an equivalent program on high level language such as C# or C++. Such program

can be installed on the controller or other device that will automatically determine the best

access point to connect to the local network.

4. Conclusions

We have reviewed the advanced solutions for indoor navigation and briefly reviewed the

program complex to navigate through radio fingerprints. Navigation software package uses

the model ANN. In addition, by using the MATLAB performed rationale for the selection of

ANN learning algorithm and determine the recommended number of neurons of the hidden

layer for the considered number of Wi-Fi networks.

As a recommendation, to the use of this software system, one should take into account the

importance of using the mac-address of an access point instead of its name because it is not

unique. Emerged collision may disrupt the entire complex.

The general advantages of this approach include the fact that the software package can run on

the existing infrastructure of Wi-Fi networks that are deployed in a variety of areas, such as

residential buildings and shopping malls.

The disadvantages are a feature of this approach lie in the fact that before using it you must

manually map the radio fingerprint.

Further studies, in our opinion, are advisable to continue in the following areas.

• The implementation multivariate classifier for converting radio prints multidimensional

coordinates (x, y, height).

• Conducting research on the influence of other learning algorithms ANN (Quickprop,

Batch, and Incremental) the speed and accuracy of navigation training.

• Development of a method for reducing the dimensionality of the input vector radio finger-

print.

• Improving the quality of navigation when combined with inertial navigation system.

• The addition of processing signals fromBluetooth LE beacons to signals fromWi-Fi access points.
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The task of selection of the access point in WLAN network in the case of high user density is

quite topical. Such selection must take into account not only the level of the signal received by

the mobile device, but also a width in the dedicated channel bandwidth that depends on the

number of connected subscribers to the access point.

• Uneven loading of access points in a wireless LAN tends to reduce the overall effective-

ness of its work. This is manifested in the fact that the frame transmission time for the

overloaded access point may increase significantly.

• Connecting the mobile subscriber to the access point in accordance with the maximum

received signal level leads to that some access points may be overloaded.

• Accounting of degree of current workload of access points when a subscriber connects to

them provides better balancing of total workload in the network.

• To find the best access point for connecting a subscriber with account of its workload is

necessary to solve the optimization task.

• The most effective method for solving this task is to use the apparatus of fuzzy logic.

• The developed model can be used in controllers or in embedded devices by converting

into an executable program on high-level programming language.
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Design and Stability Analysis of Fuzzy‐Based Adaptive
Controller for Wastewater Treatment Plant

Mao Li

Abstract

In this chapter, design and stability analyses of direct model reference control system
based on wastewater treatment plant are addressed. The purpose of controller design
includes input saturation control and two-level control system with fuzzy supervisor
control. The wastewater treatment plant is a highly uncertain non-linear system and the
plant parameter are unknown, therefore controller design are under those condition.

Keywords: fuzzy control, fuzzy supervisor, wastewater treatment plant, adaptive con-
trol, model reference adaptive control, Lyapunov function

1. Introduction

The problem to be solved for this chapter is the dissolved oxygen reference trajectory tracking

in an aerobic reactor for nutrient removal using direct model reference adaptive controller at

the activated sludge wastewater treatment plant (WWTP). The reference trajectory is provided

on-line by upper control layer of the overall control system. The controller design utilizes a

different time scale in the internal dissolved oxygen dynamic and in disturbance inputs. In this

chapter, we introduce two kinds of adaptive control, one is Direct Model Reference Adaptive

Control (DMRAC) and another one is fuzzy logic based on DMRAC with two-level control.

2. Adaptive control

The basic concept of adaptive control is that it comprises of two main types. The first is called

model reference adaptive control (MRAC) mode whereas the second is called self-tuning

mode. An adaptive control characteristic is that the control parameter are variable, and those

parameters are updated online with the signal in the system.

Chapter 3
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2.1. Model reference adaptive control

A model reference adaptive control can be divided into four parts, such as plant, reference

model, control law and controller. A plant includes unknown parameters. The reference model

is described as control system output. The closed-loop control law is adjusting mechanism for

adjustable control parameters. The controller updates the adjustable parameter with time-vary-

ing control system.

The plant is supposed to exist with known system structure, but plant parameters are unknown

in the real. The structure of the dynamic equation is known with some unknown parameters in

the nonlinear plants. The number of poles/zero are supposed to be known with unknown

location poles/zero.

The reference model is used in order to obtain assignation ideal response of adaptive control

system to control output. For the adaptive control system, thatmean it is supply the ideal response

by adjusting ideal plant parameters in the adaptation mechanism. To design the adaptive control

system, first step is choice of the referencemodel. It is needed tomeet two following clauses.

• The reference model should satisfy the performance of adaptive control system such as

rise time, overshoot and settling time.

• The ideal plant parameter should be implemented by the adaptive control system.

The controllers are composition of several adjustable parameters. This implies that the control-

lers are distribution signal to each adjustable parameter with online update. The controller

needs to have good tracking performance which means it can achieve tracking convergence

behaviour. To design controller, two conditions need to be considered.

• If the plant parameters are known, then the plant out should track model reference

trajectory by relevant controller parameters.

• If the plant parameters are unknown, then the plant out should track model reference

trajectory by adjusting the controller parameters.

The linearly parameterized that mean is the control law with linear term of the adjustable

parameters. To guarantee stability and tracking performance, adaptive control design is used

by linear parameterization of the controller.

Adjusting parameters in adaptive control law is call adaptation mechanism. In the MRAC

systems, the adaptation law is used in order to search the plant parameters, therefore the plant

out can track set-point (model reference) with good performance by adaptive controller. The

difference between ideal adaptive control parameter and real plant parameter is call tracking

error. The tracking error converge to zero that implies that adaptive control system is stable.

2.2. Self-tuning model reference adaptive control

The control parameters estimate plant unknown parameters in control system. If a plant param-

eter is unknown, then a parameter estimator provides estimation values to those plant unknown

parameters. If a plant parameter is known, then control parameters would transmit plant param-

eters by on-line update on model reference. The estimator provides estimation control parameters
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with on-line update from model reference, it is called self-tuning controller. The self-tuning

controller is estimation unknown parameter in the plant at the same time.

The self-turning MRAC manipulate processes:

• The estimator transfer estimated plant parameters to controller; therefore, it can compute

the plant corresponding unknown parameters at the same time. The plant estimation

parameters depend on the past plant input and output.

• Computes a control input and rely on control parameters and measured signal, and this

control input rely on new plant output.

• The close-loop parameters and plant input are updated on-line with time-varying adap-

tive control system.

The estimation parameter can be taken from an ideal parameters and real parameters by plant

input/plant output data that are updated on-line with time-varying adaptive control system.

The error dynamic is described as the difference between ideal plant parameters and real plant

parameters; this implies that if tracking errors converge to zero by adjusting parameters

adaptation then plant output complete tracking reference model. It is purpose of self-turning

adaptive control design.

The self-turning control includes two types of adaptive controllers, one is called Indirect Model

Reference Adaptive Control (IMRAC) and the another one is called Direct Model Reference

Adaptive Control. The plant unknown parameters are provided by adaptive controller estima-

tion of those plant parameters. If the estimation plant parameters need transfer into controller

parameters,furthermore control law parameters can influent plant unknown parameters. This

implies that the control parameters can adjust plant unknown parameters with standard

estimation approach. It is called IMRAC. On the other hand, if it does not need transfer process,

this method is called DMRAC.

2.3. Direct model reference control design

The property of adaptive control is used for plant with unknown parameters; therefore, choosing

the adaptive control law is more implicated in controller design. Since we mention before,

adaptive control law produce controller parameters. Also the stability analysis for control system

need to be considered in controller design. In this chapter, we used Lyapunov theory to analyse

control system whether stable or unstable. The process of adaptive control design includes three

steps. The first step is choosing control law (include plant variable parameters). The second step

is choosing adaptation law. The final step is stability analyses to guarantee convergence of

control system.

3. DMRAC with input saturation apply on WWTP

3.1. Introduction

An activated sludge wastewater treatment plant (WWTP) is a complex nonlinear system due

to multiple time scale and unmeasurable state variables. In addition, it has time-varying input
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disturbances and saturation during the WWTP operation; hence, the hierarchical structures

which were considered in Refs. [1, 2]. The two-level controller of tracking prescribed a concen-

tration of the dissolved oxygen (DO) trajectory, while the reference of concentration dissolved

oxygen (DOref) was developed in Refs. [3, 4]. The activated sludge plant contained two main

components, such as bioreactor and settler as illustrated in Figure 1.

The microorganism produced the biomass to nutrient removal in the bioreactor. The concen-

tration of dissolved oxygen control is an important state parameter that feeds the microorgan-

isms. The concentration of DO control was considered in Ref. [5]. The upper level controller

produced airflow Qref
airðtÞ into the aerobic biological reactor zone. The lower level controller

produced the concentration of DO to track the Qref
airðtÞ set-point trajectory. The airflow is the

control input, and the concentration of DO is the control output.

The dissolved oxygen reference trajectory DOrefðtÞ set-point was optimized by the upper

control layer which was the medium control layer in overall WWTP [1]. The clean water came

out from the settler after being separated from the biomass and sludge. The concentration of

substrate and biomass were unmeasurable state variables; hence, they were not able to be on-

line updated. The upper layer control with input saturation was presented in Ref. [6]. The

saturation function was assumed considering that aeration system controller was ideal and

thus the airflow was equal to airflow reference. However, the physical modelling of the

wastewater treatment plant was used to design the controller. In this chapter, we consider the

upper level controller with input saturation by designing the new direct model reference

adaptive control (DMRAC).

3.2. Problem statement

A mathematical model of the WWTP is based on the mass balance equations, which are

illustrated in Figure 1. Hence, they represent the plant variables to produce the model in the

state-space format [8]:

dX

dt
¼ μðtÞXðtÞ �DðtÞð1þ rÞXþ rDðtÞXrðtÞ ð1Þ

dS

dt
¼ �

μðtÞXðtÞ

Y
�DðtÞð1þ rÞSðtÞ þDðtÞSinðtÞ ð2Þ

Figure 1. Structure of WWTP for nutrient removal.
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dDO

dt
¼ �

K0μðtÞXðtÞ

Y
�DðtÞð1þ rÞDOðtÞ þ kLaðQairðtÞÞðDOmax �DOðtÞÞ þDðtÞDOinðtÞ ð3Þ

dXr

dt
¼ DðtÞð1þ rÞXðtÞ �DðtÞðβþ rÞXrðtÞ ð4Þ

μðtÞ ¼ μmax

SðtÞ

Ks þ SðtÞ
�

DOðtÞ

KDO þDOðtÞ
ð5Þ

where

DðtÞ ¼
Qin

Va
; r ¼

Qr

Qin

; β ¼
Qw

Qin

ð6Þ

XðtÞ, SðtÞ,DOmax, XrðtÞ,DðtÞ, SinðtÞ,DOinðtÞ, Y, μðtÞ, μmax, KS, KDO,QairðtÞ, K0, r, β,QinðtÞ,QrðtÞ,

QwðtÞ, Va are biomass concentration, substrate concentration, maximum dissolved concentra-

tion, recycled biomass concentration, dilution rate, substrate concentration in the influent,

dissolved oxygen concentration in the influent, biomass yield factor, biomass growth rate,

maximum specific growth rate, affinity constant, saturation constant, aeration rate, model

constant, recycled sludge rate, removed sludge rate, influent flow rate, effluent flow rate,

recycled flow rate, waste flow rate and aerator volume, respectively.

The function kLaðQairðtÞÞ is the oxygen transfer, which depends on the aeration actuating

system and sludge conditions [4]. In this chapter, it is assumed that

kLaðtÞ ¼ αQairðtÞ þ δ ð7Þ

where α and δ are two known constant values relating to oxygen transfer.

As only the DO output is considered in this chapter, the model is sufficiently accurate. Other-

wise, more detailed model, for example, the ASM3, than it should be utilized as it has been

done in Ref. [7]. In Figure 2, the detailed structure of the activated sludge WWTP for nutrient

removal with the airflow actuator is illustrated. The actuator dynamics are described by a

complex hybrid model. The output of aeration control system airflow output QairðtÞ needs to

Figure 2. Structure of wastewater treatment plant.
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follow the reference airflow input Qref

airðtÞ, which was described in Ref. [8]. The plant input with

time-varying disturbances are dissolved oxygen concentration in the fluent DOinðtÞ, the sub-

strate concentration in the influent SinðtÞ and influent flow rate QinðtÞ. The controller needs to

have high performance to enables the airflow output to track the reference airflow input.

The structure of DO control system for nutrient removal with input saturation at activated

sludge WWTP is illustrated in Figure 3.

The aeration controller designed in this chapter considers the aeration control system as the

input QairðtÞ with input saturation to achieve Qref
airðtÞ ¼ QairðtÞ. This is the main difference in

comparison with Ref. [8]. If the plant dynamics have several serially coupled reactors, the

decentralized controller needs to consider the input saturation [6]. Previous papers [1–3] consid-

ered the two-level controller to remove the nutrient in the activated sludge WWTP. The upper

layer controller generated the expected Qref
airðtÞ into each of the aerobic biological reactor zones.

The input of the lower layer controller was QairðtÞ, which needs to track prescribed upper layer

output Qref
airðtÞ for each of the reactor zones. If the upper layer controller had an input saturation

condition, it influenced global control system stability and performance. As the plant dynamics

have very high order and nonlinear dynamics as in Eqs. (1)–(5). The fixed parameter linear

controller could not continue to keep the expected performance under full range of operating

conditions. This was verified in Ref. [4] by using fixed parameter PI controller in low layer

control. The upper layer controller used a fuzzy supervised controller. It obtained the expected

performance. In practice, if the disturbance of the input becomes large, fast varying and with

saturation input, the PI controller becomes very complex. The DMRAC with input saturation in

upper layer control is considered in this chapter, which is not based on previous papers [7]. The

DOðtÞ of the DMRAC input-output model rearranges the state-space model from Eqs. (1)–(4). As

the state variable are not measureable, the unknown quantities in this input-output model will

integrate into one term known as respiration. The parameter adaptation laws of the adaptive

controller enable the respiration to be estimated indirectly and automatically.

3.3. DMRAC design

The direct state-space model of WWTP is represented in Eqs. (1)–(5). The dynamics are

uncertain and nonlinear. The state variables XrðtÞ, XðtÞ, SðtÞ are unmeasurable. The state

Figure 3. Structure of DO control system with input saturation.

Fuzzy Logic, Systems and Engineering Applications

47

_____________________ WORLD TECHNOLOGIES _____________________



WT

variables QairðtÞ, QinðtÞ, QwðtÞ, DOðtÞ are measured by on-line updates. To design the direct

model reference adaptive controller, we shall derive dissolved oxygen dynamics model in

input-output format of first-order and with input disturbance and input saturation. We shall

rewrite Eq. (3) by substituting Eqs. (5) and (7). The term DðtÞDOinðtÞ can be neglected in state-

space model, since it is very small in comparison with other state variables. The dissolved

oxygen input-output model (DOIOM) is derived as follows:

dDO

dt
¼ �apðtÞDOðtÞ � cpðtÞf ðDOðtÞÞ þ bpðtÞQairðtÞ þ dp ð8Þ

where apðtÞ, cpðtÞ, bpðtÞ, dp are DOIOM parameters and

apðtÞ ¼
Qinð1þ rÞ

Va
þ δ

cpðtÞ ¼
K0XðtÞ

Y

μmaxSðtÞ

ðKS þ SðtÞÞ

f ðDOðtÞÞ ¼
DOðtÞ

ðKDO þDOðtÞÞ

bpðtÞ ¼ αðDOmax �DOðtÞÞ

dp ¼ δDOmax

ð9Þ

The parameters apðtÞ and cpðtÞ are slowly varying and unknown. The parameters apðtÞ is

dependent on upper control layer which operates in the time scale and is slower in comparison

with DOðtÞ control time scale (6) and (9). The parameter cpðtÞ is dependent on X and S, and is

slower in comparison with DOðtÞ (1) and (15). The parameter bpðtÞ is dependent on the fast

internal dynamics of DOðtÞ time scale (9). Hence, DOðtÞ is fast varying and known. The

parameter dp is slowly varying and known. The model reference dynamics (MRD) generate

achieved DOðtÞ dynamics.

The DOðtÞ tracks the prescribed dissolved oxygen trajectory DOrefðtÞ by the controller. The

MRD equation is as follows:

dDOm;ref

dt
¼ �amDOm:refðtÞ þ bmDOrefðtÞ ð10Þ

where DOm:ref ðtÞ is the reference dynamics output and the parameters am and bm are constant.

The DOðtÞ dynamics SISO input-output model with input saturation yields is as follows:

dDO

dt
¼ �apðtÞDOðtÞ � cpðtÞf ðDOðtÞÞ þ bpðtÞWðtÞ þ dp ð11Þ

whereWðtÞ is assumed saturation control input with constraint (SCIC)WðtÞ ¼ saturationðQairðtÞÞ,

WðtÞ ¼

QL
airðtÞ, if QairðtÞ > QL

airðtÞ

QairðtÞ, if QL
airðtÞ ≤QairðtÞ ≤Q

U
airðtÞ

QU
airðtÞ, if QairðtÞ < QU

airðtÞ

8

>

<

>

:

ð12Þ
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where QL
airðtÞ and QU

airðtÞ are actuator lower and upper constant bounds. If under the input

saturation condition, the filter tracking error nðtÞ is increasing, then global stability will be

unstable for the control system. The model reference adaptive control law without input satura-

tion was proposed in Ref. [5]. This motivates us to develop a new control law in comparisonwith

Ref. [8] by explicitly considering the influence of the actuator input saturation nonlinearity.

The filter tracking error is applied as follows:

nðtÞ ¼ eðtÞ � λðtÞ ð13Þ

where eðtÞ represents the difference between DOðtÞ and DOm; refðtÞ with on-line update.

eðtÞ ¼ DOðtÞ �DOm; refðtÞ ð14Þ

We define the auxiliary signal as follows:

dλ

dt
¼ bpΔQairðtÞ �ΦλðtÞ ð15Þ

whereΦ is small position constant parameter. The parameter ΔQairðtÞ is the difference between

SCIC WðtÞ and control input QairðtÞ.

The affine MRAC law is applied as follows:

WðtÞ ¼
1

bp
aDOðtÞDOðtÞ þ

1

bp
af ðtÞf ðDOðtÞÞ

þ
1

bp
aDOref ðtÞDOrefðtÞ �

1

bp
dp

�
1

bp
ΦðtÞðDOðtÞ �DOm; refðtÞÞ

ð16Þ

The MRD in Eq. (10) has linear dynamics. The terms 1
bp
af ðtÞf ðDOðtÞÞ and � 1

bp
dp in Eq. (16) can be

cancelled by closed-loop with an impact of the nonlinear and additive terms in Eq. (8). The

control input saturation is described by the last term in Eq. (16) which is retained in DOIOM.

The fifth term in Eq. (16) is updated on-line. The parameters aDOðtÞ, afðtÞ and aDOref ðtÞ are

updated by adaptive control law. The MRD is achieved in the closed-loop for ideal parameter.

Closing the loop by Eq. (16) yields:

dDO

dt
¼ �ðapðtÞ � aDOðtÞÞDOðtÞ

� ðcpðtÞ � af ðtÞÞf ðDOðtÞÞ

þ aDOref ðtÞDOrefðtÞ

�ΦðDOðtÞ �DOmðtÞÞ

ð17Þ

and
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�ðapðtÞ � âDOðtÞÞ ¼ �am ð18Þ

�ðcpðtÞ � âfðtÞÞ ¼ 0 ð19Þ

âDOref ðtÞ ¼ bm ð20Þ

�ΦðDOðtÞ �DOmðtÞÞ ¼ �ΦeðtÞ ð21Þ

where âDOðtÞ, âf ðtÞ and âDOref ðtÞ are the ideal parameters, which can now be obtained as

follows:

âDOðtÞ ¼ �am þ apðtÞ ð22Þ

âfðtÞ ¼ cpðtÞ ð23Þ

âDOref ðtÞ ¼ bm ð24Þ

The parameter adaption laws which can achieve stability for a DMRAC system with

SISO-controlled plant were derived in Ref. [6]. It was a first-order dynamic system composed

of the mixed linear uncertainty in constant but not time-varying parameters and additive

structured nonlinear. Applying these laws to Eq. (8) yields:

daDO

dt
¼ �γ1eðtÞDOðtÞ ð25Þ

daf

dt
¼ �γ2eðtÞf ðDOðtÞÞ ð26Þ

daDOref

dt
¼ �γ3eðtÞDOrefðtÞ ð27Þ

γ1, γ2 and γ3 are small enough positive constants representing the parameter adaptation gains

which are used to control the parameter adaptation rates. In order to guarantee the stability of

the closed-loop system, these rates shall be harmonized with the process variable rates. The

DMRAC structure is presented in Figure 4.

3.4. Stability analysis

The estimated parameters aDOðtÞ, afðtÞ and aDOref ðtÞ are updated on-line by the adaptation laws

(25)–(27). The error between estimated parameter and ideal parameters are denoted as

ΔaDOðtÞ, ΔafðtÞ and ΔaDOref ðtÞ:

ΔaDOðtÞ ¼ aDOðtÞ � âDOðtÞ ð28Þ

ΔafðtÞ ¼ afðtÞ � âfðtÞ ð29Þ

ΔaDOref ðtÞ ¼ aDOref ðtÞ � âDOref ðtÞ ð30Þ

Fuzzy Logic, Systems and Engineering Applications

50

_____________________ WORLD TECHNOLOGIES _____________________



WT
Considering the following Lyapunov function:

VðtÞ ¼
1

2
n2ðtÞ þ

1

2
ΔaDO

2ðtÞ þ
1

2
Δaf

2ðtÞ þ
1

2
ΔaDOref

2ðtÞ ð31Þ

Hence,

dVðtÞ

dt
¼ nðtÞnðtÞ þ ðaDOðtÞ � âDOðtÞÞðaDOðtÞÞ � aDOðtÞÞ ¼

1

γ1

þ ðafðtÞ � afðtÞÞðâfðtÞ � afðtÞÞ
1

γ2

þ ðaDOref ðtÞÞ � âDOref ðtÞÞðaDOref ðtÞ � aDOref ðtÞÞ
1

γ3

ð32Þ

It follows from Eqs. (13), (15), (10) and (17) that

nðtÞ ¼ ðaDOðtÞ � âDOðtÞDOðtÞÞ

þ ðafðtÞ � afðtÞÞf ðDOðtÞÞ

þ ðaDOref ðtÞÞ � âDOref ðtÞÞDOm;refðtÞ

�ΦnðtÞ

ð33Þ

Applying Eqs. (33), (25) (26) and (27) into (32), yields:

dVðtÞ

dt
¼ �Φn2ðtÞ ð34Þ

Summarizing the result of the Lyapunov function (RLF) with input saturation closed-loop

DOðtÞ dynamic system, it can be seen that RLF progressively approaches zero. If the RLF

approaches zero, then filter tracking error approaches zero, when time approaches infinity, Φ

is small position constant and n2ðtÞ is positive variable. To find the bounded saturation control

input by limiting error between control output and dissolved oxygen trajectory reference with

auxiliary signal, yields:

Figure 4. DMRAC structure.
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limit{eðtÞ � λðtÞ} ≤ 0 ð35Þ

If time approaches infinity, the eðtÞ approaches zero. To confirm whether the auxiliary signal is

negative or positive when time goes to infinity by considering the following Lyapunov func-

tion, yields:

VλðtÞ ¼
1

2
λðtÞ ð36Þ

Hence

dVλðtÞ

dt
¼ λðtÞλðtÞ ð37Þ

Applying Eq. (12) into Eq. (37), yields:

dVλðtÞ

dt
¼ λðtÞbpðtÞΔQairðtÞ � λðtÞλðtÞΦ ð38Þ

dVλðtÞ

dt
¼ λðtÞ

Assume term

bpðtÞΔQairðtÞ ¼ ΔQplant
air

ðtÞ ð39Þ

It follows Eqs. (38) and (39) so that

dVλðtÞ

dt
¼ �λ2ðtÞΦþ

1

2
λ2ðtÞ þ

1

2
ΔQ

plant2

air ðtÞ ð40Þ

Now we assume

Φ ¼
1

2
a0, a0 < 0, ð41Þ

where a0 is small positive constant value. Applying Eq. (41) into Eq. (40) yields:

dVλðtÞ

dt
¼ �2VλðtÞa0 þ

1

2
ΔQ

plant2

air ðtÞ ð42Þ

The second term 1
2ΔQ

plant2

air ðtÞ is bounded. To find bound of first term by integral, yields:

VλðtÞ ¼
ΔQ

plant2

air ðtÞ

4a0
þ ðVλ:0ðtÞ þ

ΔQ
plant2

air

4a0
ÞeðtÞ�2a0 ð43Þ

where the Vλ:0ðtÞ is the initial value of the VλðtÞ. As time approaches infinity and a0 is large

enough for a positive value, then second term is equal to zero in (37).
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VλðtÞ ¼
ΔQ

plant2

air ðtÞ

4a0
ð44Þ

It follows from Eqs. (36) and (44) and the limitation VλðtÞ as negative or zero by squared.

Vλ
2ðtÞ ¼

ΔQ
plant2

air ðtÞ

4a0

1

2
λ2ðtÞ ¼

ΔQ
plant2

air ðtÞ

4a0

λðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ΔQ
plant2

air ðtÞ

2a0

s

ð45Þ

It follows from Eqs. (35) and (41) that

eðtÞ ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ΔQ
plant2

air ðtÞ

2a0

s

ð46Þ

If the value of a0 is large enough, then the tracking error eðtÞ is closer to zero. The control

system will be more stable. Finally, the standard application of the Barbalat’s lemma allows

concluding the adaptive control system that achieves the asymptotic tracking of DOrefðtÞ

under-bounded aDOðtÞ, âD̂ÔðtÞ, afðtÞ, afðtÞ, aDOref ðtÞ, aDOref ðtÞ if (a) the parameter in adaptive

control law are close enough to the set-point in initial condition; (b) the parameter adaptation

rates are positive small enough and (c) the saturation input is small enough, the control

parameters bounded are stabilized

Figure 5. DO and DOref with input saturation.
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WT3.5. Simulation results

The simulation data are based on the real record. We assumed WWTP without disturbance, the

very good DOðtÞ tracking model reference DOrefðtÞ performance has been shown in Figure 5.

The real plant contained some disturbances such as effluent flow rate, recycled flow rate and

waste flow rate. The controller that we have designed still indicated perfect tracking performance

in Figure 6.

4. Fuzzy supervisor based on multiple DMRAC

4.1. Introduction

In this section, we consider that fuzzy control are based on multiple DMRAC. The fuzzy

control represents upper level control and DMRAC represents lower level control. More detail

information are described in the next section.

4.2. Problem statement

In Ref. [4] is descried two-level controller tracking previously set-point of DO trajectory in

several serially coupled reactors for the nutrient removal served by one actuator system with

several air blower at WWTP. The upper level control delivers airflow into each bioreactors to

be bioreactor set-point trajectory close to ideal trajectory. The lower level control is used for the

concentration of DO trajectory flowing the set-point. The structure of WWTP with coupled

reactors is illustrated in Figure 7. The structure of WWTP is different from Section 5 that

Figure 6. DO and DOref with input saturation and disturbances.
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contains two bioreactors. The capacity limit is that total airflow Qmax

air ðtÞ should be small or

equal to sum of all the adaptive control signals Qair:kðtÞ.

X

q

k ¼ 1

Qair:kðtÞ ≤Q
max
air ðtÞ ð47Þ

where k is the number of bioreactor.

4.3. Controller design

4.3.1. Lower DMRAC design

As mentioned in Section 3, the process of DMRAC design is explained in detail; therefore, in

this section we provide essential equations. The state-space format is same with last section for

single reactor as in Eqs. (1)–(6).

• The dissolved oxygen input-output model (DOIOM) with coupled bioreactors is derived

as follows:

dDOi

dt
¼ �ap:iðtÞDOiðtÞ � cp:iðtÞf ðDOiðtÞÞ þ bp:iðtÞQair:iðtÞ þ dp:i ð48Þ

where ap:iðtÞ, cp:iðtÞ, bp:iðtÞ, dp:i are DOIOM parameters and

ap:i ¼
Qinð1þ r1Þ

Va:i
þ δi

cp:i ¼
K0:iXiðtÞ

Yi

μmax:iSiðtÞ

Ks:i þ SiðtÞ

bp:i ¼ αiðDOmax:i �DOiðtÞÞ

dp:i ¼ δiDOmax:i

ð49Þ

where i ¼ 1, 2

• The plant parameters status are exactly same with single reactor. The model reference

dynamics equation is set as:

Figure 7. The structure of wastewater treatment plant for nutrient removal with coupled reactors.
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dDOm:ref:j

dt
¼ �am:jDOm:ref:jðtÞ þ bm:jDOref

j ðtÞ ð50Þ

where j ¼ 1, 2

• The affine model reference adaptive control law is applied as follows:

Qair:kðtÞ ¼ aDO:kðtÞDOkðtÞ þ af :kðtÞf ðDOkðtÞÞ þ aDOref
k
ðtÞDOref

k ðtÞ �
δkDOmax:k

bp:kðtÞ
ð51Þ

where k ¼ 1, 2

• Model reference adaptive control law is used as:

daDOn

dt
¼ �γzone:z:1elðtÞDOiðtÞ ð52Þ

daf n

dt
¼ �γzone:z:2elðtÞf ðDOiðtÞÞ ð53Þ

where n ¼ 1, 2; z ¼ 1, 2; l ¼ 1, 2; i ¼ 1, 2.

4.3.2. Fuzzy supervisor design

The purpose of fuzzy supervisor is to divide total airflowQmax
air ðtÞ into two lower control signal,

but those should satisfy capacity limit (47). Each of the bioreactors airflow restrict lower

control output by MRAC. This implies that if fuzzy supervisor delivers airflow big enough

then bioreactor output is more close to set-point trajectories (model reference). The error

dynamic described each bioreactors output approaching uniform level. The fuzzy supervisor

is designed as following:

4.3.2.1. Step 1: Fuzzification

Linguistic variable is at lower level for each DMRAC error dynamics. Those error dynamics

are divided into three types such as small, medium and big by percentage of lower level error

dynamics (54). Membership function used in this chapter are Sigmoidal condition (55) and

Gauss condition (56).

VðtÞ ¼ eiðtÞ
�1g

X

q

i¼2

eiðtÞ ð54Þ

where VðtÞ is percentage of lower level error dynamics for each airflow.

eiðtÞ is DMRAC error dynamics for each bioreactors.

μðvðtÞÞ ¼
1

1þ exp ð�aðvðtÞÞ � cÞ
ð55Þ
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where a, c are membership function shape parameters.

μðvðtÞÞ ¼
exp ð�ðvðtÞÞ � c1Þ

2
=σ21Þ

1;
exp ð�ðvðtÞÞ � c2Þ

2
=σ22Þ

8

<

:

ð56Þ

where a, σ are membership function shape parameters.

4.3.2.2. Step 2: Fuzzy rule

4.3.2.2.1. First rule

If error dynamics is small and sum of level airflow is greater than total airflow,

Then bioreactor receives corresponding percentage of total airflow.

If VðtÞ is small and
X

q

i ¼ 1

Qair:iðtÞ ≥ Qmax
air ðtÞ

Then

Q
supervisor
air:i:2 ðtÞ ¼

Qmax
air ðtÞ

X

q

i ¼ 1

Qair:iðtÞ

�Qair:i g10% ð57Þ

4.3.2.2.2. Second rule

If error dynamic medium and sum of level airflow is greater than total airflow,

Then bioreactor receives corresponding percentage of total airflow.

If VðtÞ is medium and
X

q

i ¼ 1

Qair:iðtÞ ≥ Qmax
air ðtÞ

Then

Q
supervisor
air:1:2 ðtÞ ¼

Qmax
air ðtÞ

X

q

i ¼ 1

Qair:iðtÞ

�Qair:i g30% ð58Þ

4.3.2.2.3. Third rule

If error dynamic is big and sum of level airflow is greater than total airflow,

Then bioreactor receive corresponding percentage of total airflow.

If VðtÞ is big and
X

q

i ¼ 1

Qair:iðtÞ ≥ Qmax
air ðtÞ

Then
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Qsupervisor
air

ðtÞ ¼
Qmax

air ðtÞ

X

q

i ¼ 1

Qair:iðtÞ

�Qair:i g60% ð59Þ

4.3.2.3. Step 3: Defuzzification

Each of the bioreactors obtain airflow by a fuzzy value.

5. Summary

In this chapter, we considered two different adaptive control. The first adaptive control is

applied on WWTP with control input saturation. The second adaptive control descried that

how upper level fuzzy control working is based on lower level DMRC applied on the coupling

bioreactors of WWTP.
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Non-Fragile Guaranteed Cost Control of Nonlinear
Systems with Different State and Input Delays Based
on T-S Fuzzy Local Bilinear Models

Junmin Li, Jinsha Li and Ruirui Duan

Abstract

This paper focuses on the non-fragile guaranteed cost control problem for a class of Takagi-
Sugeno (T-S) fuzzy time-varying delay systems with local bilinear models and different
state and input delays. A non-fragile guaranteed cost state-feedback controller is designed
such that the closed-loop T-S fuzzy local bilinear control system is delay-dependent asymp-
totically stable, and the closed-loop fuzzy system performance is constrained to a certain
upper bound when the additive controller gain perturbations exist. By employing the
linear matrix inequality (LMI) technique, sufficient conditions are established for the
existence of desired non-fragile guaranteed cost controllers. The simulation examples
show that the proposed approach is effective and feasible.

Keywords: fuzzy control, non-fragile guaranteed cost control, delay-dependent, linear
matrix inequality (LMI), T-S fuzzy bilinear model

1. Introduction

In recent years, T-S (Takagi-Sugeno) model-based fuzzy control has attracted wide attention,

essentially because the fuzzy model is an effective and flexible tool for the control of nonlinear

systems [1–8]. Through the application of sector nonlinearity approach, local approximation in

fuzzy partition spaces or other different approximation methods, T-S fuzzy models will be

used to approximate or exactly represent a nonlinear system in a compact set of state variables.

The merit of the model is that the consequent part of a fuzzy rule is a linear dynamic

subsystem, which makes it possible to apply the classical and mature linear systems theory to

nonlinear systems. Further, by using the fuzzy inference method, the overall fuzzy model will
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be obtained. A fuzzy controller is designed via the method titled ‘parallel distributed compen-

sation (PDC)’ [3–6], the main idea of which is that for each linear subsystem, the corresponding

linear controller is carried out. Finally, the overall nonlinear controller is obtained via fuzzy

blending of each individual linear controller. Based on the above content, T-S fuzzy model has

been widely studied, and many results have been obtained [1–8]. In practical applications,

time delay often occurs in many dynamic systems such as biological systems, network sys-

tems, etc. It is shown that the existence of delays usually becomes the source of instability and

deteriorating performance of systems [3–8]. In general, when delay-dependent results were

calculated, the emergence of the inner product between two vectors often makes the process of

calculation more complicated. In order to avoid it, some model transformations were utilized

in many papers, unfortunately, which will arouse the generation of an inequality, resulting in

possible conservatism. On the other hand, due to the influence of many factors such as finite

word length, truncation errors in numerical computation and electronic component parameter

change, the parameters of the controller in a certain degree will change, which lead to impre-

cision in controller implementation. In this case, some small perturbations of the controllers’

coefficients will make the designed controllers sensitive, even worse, destabilize the closed-

loop control system [9]. So the problem of non-fragile control has been important issues.

Recently, the research of non-fragile control has been paid much attention, and a series of

productions have been obtained [10–13].

As we know, bilinear models have been widely used in many physical systems, biotechnology,

socioeconomics and dynamical processes in other engineering fields [14, 15]. Bilinear model is

a special nonlinear model, the nonlinear part of which consists of the bilinear function of the

state and input. Compared with a linear model, the bilinear models have two main advan-

tages. One is that the bilinear model can better approximate a nonlinear system. Another is

that because of nonlinearity of it, many real physical processes may be appropriately modeled

as bilinear systems. A famous example of a bilinear system is the population of biological

species, which can be showed by
dθ

dt
¼ θv. In this equation, v is the birth rate minus death rate,

and θ denotes the population. Obviously, the equation cannot be approximated by a linear

model [14].

Most of the existing results focus on the stability analysis and synthesis based on T-S fuzzy

model with linear local model. However, when a nonlinear system has of complex nonlinear-

ities, the constructed T-S model will consist of a number of fuzzy local models. This will lead to

very heavy computational burden. According to the advantages of bilinear systems and T-S

fuzzy control, so many researchers paid their attentions to the T-S fuzzy models with bilinear

rule consequence [16–18]. From these papers, it is evident that the T-S fuzzy bilinear model

may be suitable for some classes of nonlinear plants. In Ref. [16], a nonlinear system was

transformed into a bilinear model via Taylor’s series expansion, and the stability of T-S fuzzy

bilinear model was studied. Moreover, the result was stretched into the complex fuzzy system

with state time delay [17]. Ref. [18] presented robust stabilization for a class of discrete-time

fuzzy bilinear system. Very recently, a class of nonlinear systems is described by T-S fuzzy

models with nonlinear local models in Ref. [19], and in this paper, the scholars put forward a

new fuzzy control scheme with local nonlinear feedbacks, the advantage of which over the
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existing methods is that a fewer fuzzy rules and less computational burden. The non-fragile

guaranteed cost controller was designed for a class of T-S discrete-time fuzzy bilinear systems

in Ref. [20]. However, in Refs. [19, 20], the time-delay effects on the system is not considered.

Ref. [17] is only considered the fuzzy system with the delay in the state and the derivatives of

time-delay, _dðtÞ < 1 is required. Refs. [21–23] dealt with the uncertain fuzzy systems with time-

delay in different ways. It should be pointed out that all the aforementioned works did not

take into account the effect of the control input delays on the systems. The results therein are

not applicable to systems with input delay. Recently, some controller design approaches have

been presented for systems with input delay, see [2, 3, 4, 18, 24–32] for fuzzy T-S systems

and [8, 15, 33, 34] for non-fuzzy systems and the references therein. All of these results are

required to know the exact delay values in the implementation. T-S fuzzy stochastic systems

with state time-vary or distributed delays were studied in Refs. [35–39]. The researches of

fractional order T-S fuzzy systems on robust stability, stability analysis about “0 < α < 1”, and

decentralized stabilization in multiple time delays were presented in Refs. [40–42], respec-

tively. For different delay types, the corresponding adaptive fuzzy controls for nonlinear

systems were proposed in Refs. [33, 43, 44]. In Refs. [45, 46], to achieve small control ampli-

tude, a new T-S fuzzy hyperbolic model was developed, moreover, Ref. [46] considered the

input delay of the novel model. In Ref. [25, 47], the problems of observer-based fuzzy control

design for T-S fuzzy systems were concerned.

So far, the problem of non-fragile guaranteed cost control for fuzzy system with local bilinear

model with different time-varying state and input delays has not been discussed.

In this paper, the problem of delay-dependent non-fragile guaranteed cost control is studied

for the fuzzy time-varying delay systems with local bilinear model and different state and

input delays. Based on the PDC scheme, new delay-dependent stabilization conditions for the

closed-loop fuzzy systems are derived. No model transformation is involved in the derivation.

The merit of the proposed conditions lies in its reduced conservatism, which is achieved by

circumventing the utilization of some bounding inequalities for the cross-product between two

vectors as in Ref. [17]. The three main contributions of this paper are the following: (1) a non-

fragile guaranteed cost controller is presented for the fuzzy system with time-varying delay in

both state and input; (2) some free-weighting matrices are introduced in the derivation pro-

cess, where the constraint of the derivatives of time-delay, _dðtÞ < 1 and _hðtÞ < 1, is eliminated;

and (3) the delay-dependent stability conditions for the fuzzy system are described by LMIs.

Finally, simulation examples are given to illustrate the effectiveness of the obtained results.

The paper is organized as follows. Section 2 introduces the fuzzy delay system with local

bilinear model, and non-fragile controller law for such system is designed based on the parallel

distributed compensation approach in Section 3. Results of non-fragile guaranteed cost control

are given in Section 4. Two simulation examples are used to illustrate the effectiveness of the

proposed method in Section 5, which is followed by conclusions in Section 6.

Notation: Throughout this paper, the notation P > 0(P ≥ 0) stands for P being real symmetric

and positive definite (or positive semi-definite). In symmetric block matrices, the asterisk (*)

refers to a term that is induced by symmetry, and diag{….} denotes a block-diagonal matrix.
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The superscript T means matrix transposition. The notion
Ps

i, j¼1 is an abbreviation of
Ps

i¼1

Ps
j¼1. Matrices, if the dimensions are not explicitly stated, are assumed to have compat-

ible dimensions for algebraic operations.

2. System description and assumptions

In this section, we introduce the T-S fuzzy time-delay system with local bilinear model. The ith

rule of the fuzzy system is represented by the following form:

Plant Rule i :

IF ϑ1ðtÞ is Fi1 and… and ϑvðtÞ is Fiv; THEN

_xðtÞ ¼ AixðtÞ þ Adixðt� dðtÞÞ þ BiuðtÞ þ Bhiuðt� hðtÞÞ þNixðtÞuðtÞ þNdixðt� dðtÞÞuðt� hðtÞÞ

xðtÞ ¼ φðtÞ, t∈ ½�τ1, 0� ; i ¼ 1, 2,…, s

(1)

where Fij is the fuzzy set, s is the number of fuzzy rules, x(t) ∈ Rn is the state vector, and u(t) ∈ R

is the control input, ϑ1(t), ϑ2(t),…,ϑv(t) are the premise variables. It is assumed that the premise

variables do not depend on the input u(t). Ai, Adi, Ni, Ndi ∈Rn�n, Bi, Bhi ∈Rn�1 denote the system

matrices with appropriate dimensions. d(t) is a time-varying differentiable function that satisfies

0 ≤ d(t) ≤ τ1, 0 ≤ h(t) ≤ τ2, where τ1, τ2 are real positive constants as the upper bound of the time-

varying delay. It is also assumed that _dðtÞ ≤ σ1, _hðtÞ ≤σ2, and σ1, σ2 are known constants. The

initial conditions φ(t), ϕ(t) are continuous functions of t, t∈ ½�τ, 0�, τ ¼ minðτ1, τ2Þ.

Remark 1: The fuzzy system with time-varying state and input delays will be investigated in

this paper, which is different from the system in Ref. [17]. In Ref. [17], only state time-varying

delay is considered. And also, here, we assume that the derivative of time-varying delay is less

than or equal to a known constant that may be greater than 1; the assumption on time-varying

delay in Ref. [17] is relaxed.

By using singleton fuzzifier, product inferred and weighted defuzzifier, the fuzzy system can

be expressed by the following globe model:

_xðtÞ ¼
X

s

i¼1

hiðϑðtÞÞ½AixðtÞ þ Adixðt� dðtÞÞ þ BiuðtÞ þ Bhiuðt� hðtÞÞ þNixðtÞuðtÞ

þNdixðt� dðtÞÞuðt� hðtÞÞ�

(2)

where

hiðϑðtÞÞ ¼ ωiðϑðtÞÞ=
Xs

i¼1
ωiðϑðtÞÞ,ωiðϑðtÞÞ ¼

Yv

j¼1
μijðϑðtÞÞ, μij (ϑ(t)) is the grade of member-

ship of ϑi(t) in Fij. In this paper, it is assumed that ωiðϑðtÞÞ ≥ 0,
Xs

i¼1
ωiðϑðtÞÞ > 0 for all t. Then,

we have the following conditions hi(ϑ(t)) ≥ 0,
Xs

i¼1
hiðϑðtÞÞ ¼ 1 for all t. In the consequent, we

use abbreviation hi, hhi, xd(t), ud(t), xh(t), uh(t), to replace hi(ϑ(t)), hi(ϑ(t� h(t))), x(t� d(t)), u(t� d

(t)), x(t � h(t)), u(t � h(t)), respectively, for convenience.
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The objective of this paper is to design a state-feedback non-fragile guaranteed cost control law

for the fuzzy system (2).

3. Non-fragile guaranteed cost controller design

Extending the design concept in Ref. [17], we give the following non-fragile fuzzy control law:

IF ϑ1ðtÞ is F
i
1 and… and ϑvðtÞ is F

i
v

THEN uðtÞ ¼
ρðKi þ ΔKiÞxðtÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ xTðKi þ ΔKiÞ
TðKi þ ΔKiÞx

q ¼ ρ sinθi ¼ ρ cosθiðKi þ ΔKiÞxðtÞ (3)

where ρ > 0 is a scalar to be assigned, and Ki ∈ Rl�n is a local controller gain to be determined.

ΔKi represents the additive controller gain perturbations of the form ΔKi = HiFi(t)Eki with

Hi and Eki being known constant matrices, and Fi(t) the uncertain parameter matrix

satisfying Fi
TðtÞFiðtÞ ≤ I. sinθi ¼

KixðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þxTK
T

i Kix

q , cosθi ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þxTK
T

i Kix

q , θi ∈ ½�π

2 ,
π

2�, Ki ¼ Ki þ ΔKiðtÞ ¼

Ki þHiFiðtÞEki.

The overall fuzzy control law can be represented by

uðtÞ ¼
X

s

i¼1

hi
ρKixðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ xTKi
T
Kix

q ¼
X

s

i¼1

hiρ sinθi ¼
X

s

i¼1

hiρ cosθiKixðtÞ (4)

When there exists an input delay h(t), we have that

uhðtÞ ¼
X

s

l¼1

hhlρ sinϕl ¼
X

s

l¼1

hhlρ cosϕl
~K lxhðtÞ (5)

where sinϕl ¼
~K lxhðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þxT
h
~K

T

l
~K lxh

q , cosϕl ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þxT
h
~K

T

l
~K lxh

q , ϕl ∈ ½�π

2 ,
π

2�,
~K l ¼ Kl þ ΔKlðt� hðtÞÞ ¼ Klþ

HlFlðt� hðtÞÞEkl.

So, it is natural and necessary to make an assumption that the functions hi are well defined all t

∈ [�τ2, 0], and satisfy the following properties:

hiðϑðt� hðtÞÞÞ ≥ 0, for i = 1,2,…,s, and
Ps

i¼1 hiðϑðt� hðtÞÞÞ ¼ 1.

By substituting Eq. (5) into Eq. (2), the closed-loop system can be given by

_xðtÞ ¼
X

s

i, j, l¼1

hihjhhlðΛijxðtÞ þ ΛdijxdðtÞ þ ΛhilxhðtÞÞ (6)

where

Λij ¼ Ai þ ρ sinθjNi þ ρ cosθjBiKj, Λdil ¼ Adi þ ρ sinϕlNdi, Λhil ¼ ρ cosϕlBhi
~K l.
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Given positive-definite symmetric matrices S ∈ Rn�n and W ∈ R, we take the cost function

J ¼

ð

∞

0

½xTðtÞSxðtÞ þ uTðtÞWuðtÞ�dt (7)

Definition 1. The fuzzy non-fragile control law u(t) is said to be non-fragile guaranteed cost

if for the system (2), there exist control laws (4) and (5) and a scalar J0 such that the closed-

loop system (6) is asymptotically stable and the closed-loop value of the cost function (7)

satisfies J ≤ J0.

4. Analysis of stability for the closed-loop system

Firstly, the following lemmas are presented which will be used in the paper.

Lemma 1 [20]: Given any matrices M and N with appropriate dimensions such that ε > 0, we have

MT N + NT M ≤ ε MT M + ε
�1 NT N.

Lemma 2 [21]: Given constant matrices G, E and a symmetric constant matrix S of appropriate

dimensions. The inequality S + GFE + ETFTGT < 0 holds, where F(t) satisfies FT(t) F(t) ≤ I if and only

if, for some ε > 0, S + εGGT + ε
�1ET E < 0.

The following theorem gives the sufficient conditions for the existence of the non-fragile

guaranteed cost controller for system (6) with additive controller gain perturbations.

Theorem 1. Consider system (6) associated with cost function (7). For given scalars ρ > 0, τ1 > 0, τ2 >

0, σ1 > 0, σ2 > 0, if there exist matrices P > 0, Q1 > 0, Q2 > 0, R1 > 0, R2 > 0, Ki, i = 1, 2,…, s, X1, X2,

X3, X4, Y1, Y2, Y3, Y4, and scalar ε > 0 satisfying the inequalities (8), the system (6) is asymptotically

stable and the control law (5) is a fuzzy non-fragile guaranteed cost control law, moreover,

J ≤ xTð0ÞPxð0Þ þ

ð0

�dð0Þ

xTðsÞQ1xðsÞdsþ

ð0

�τ1

ð0

θ

_xTðsÞR1 _xðsÞdsdθ

þ

ð0

�hð0Þ

xTðsÞQ2xðsÞdsþ

ð0

�τ2

ð0

θ

_xTðsÞR2 _xðsÞdsdθ ¼J0

Tijl � �

τ1X
T �τ1R1 �

τ2Z
T 0 �τ2R2

2

6

4

3

7

5
< 0; i, j, l ¼ 1, 2,…, s (8)

where Tijl ¼

T11, ij � � �

T21, i T22, i � �

T31, i T32, ij T33, il �

T41, i T42, i T43 T44

2

6

6

6

6

4

3

7

7

7

7

5

,
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T11, ij ¼ Q1 þQ2 þ X1 þ XT
1 þ Y1Ai þ AT

i Y
T
1 þ Sþ 2ερ2Y1Y1

T þ 4ε�1ðNT
i Ni þ ðBiKjÞ

TðBiKjÞÞ

þ ZT
1 þ Z1 þ ρ

2K
T

i WKi,

T21, i ¼ �XT
1 þ X2 þ Z2 þ Y2Ai þ AT

diY
T
1 , T31, i ¼ Z3 � Z1 þ X3 þ Y3Ai,

T22, ij ¼ �ð1� σ1ÞQ1 � X2 � XT
2 þ Y2Adi þ AT

diY
T
2 þ 2ερ2Y2Y2

T þ 4ε�1NT
diNdi,

T32, i ¼ �X3 þ Y3Adi � ZT
2 , T33, il ¼ �ð1� σ2ÞQ2 � Z3 � ZT

3 þ 2ερ2Y3Y3
T þ 4ε�1ðBhi

~K lÞ
TBhi

~K l

T41, i ¼ Pþ X4 þ Z4 þ Y4Ai � YT
1 , T42, i ¼ �X4 þ Y4Ai � YT

2 ,

T43 ¼ �Z4 � YT
3 , T44 ¼ τ1R1 þ τ2R2 � Y4 � Y4

T þ 2ερ2Y4Y
T
4 :

Proof: Take a Lyapunov function candidate as

VðxðtÞ, tÞ ¼ xTðtÞPxðtÞ þ

ðt

t�dðtÞ

xTðsÞQ1xðsÞdsþ

ð0

�τ1

ðt

tþθ

_xTðsÞR1 _xðsÞdsdθ

þ

ðt

t�hðtÞ

xTðsÞQ2xðsÞdsþ

ð0

�τ2

ðt

tþθ

_xTðsÞR2 _xðsÞdsdθ

(9)

The time derivatives of V(x(t),t), along the trajectory of the system (6), are given by

_V ðxðtÞ, tÞ ¼ 2xTðtÞP _xðtÞ þ xTðtÞðQ1 þQ2ÞxðtÞ

�ð1� _dðtÞÞxTd ðtÞQ1xdðtÞ þ _xTðtÞðτ1R1 þ τ2R2Þ _xðtÞ

�

ðt

t�τ1

_xTðsÞR1 _xðsÞds� ð1� _hðtÞÞxTh ðtÞQ2xhðtÞ �

ðt

t�τ2

_xTðsÞR2 _xðsÞds

(10)

Define the free-weighting matrices as X ¼ ½XT
1 XT

2 XT
3 XT

4 �
T, Y ¼ ½YT

1 YT
2 YT

3 YT
4 �

T ,

Z ¼ ½ZT
1 ZT

2 ZT
3 ZT

4 �
T, where Xk ∈ Rn�n, Yk ∈ Rn�n, Zk ∈ Rn�n, k = 1, 2, 3, 4 will be

determined later.

Using the Leibniz-Newton formula and system equation (6), we have the following identical

equations:

½xTðtÞX1 þ xTd ðtÞX2 þ xTh ðtÞX3 þ _xTðtÞX4�½xðtÞ � xdðtÞ �

ðt

t�dðtÞ

_xðsÞds� � 0,

½xTðtÞZ1 þ xTd ðtÞZ2 þ xTh ðtÞZ3 þ _xTðtÞZ4�½xðtÞ � xhðtÞ �

ðt

t�hðtÞ

_xðsÞds� � 0,

X

s

i, j¼1

hihjhl½x
TðtÞY1 þ xTd ðtÞY2 þ xTh ðtÞY4 þ _xTðtÞY4�½ΛijxðtÞ þ ΛdilxdðtÞ þ ΛhilxhðtÞ � _xðtÞ� � 0

(11)

Then, substituting Eq. (12) into Eq. (11) yields
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_V ðxðtÞ, tÞ ¼ 2xTðtÞP _xðtÞ þ xTðtÞðQ1 þQ2ÞxðtÞ þ _xTðtÞðτ1R1 þ τ2R2Þ _xðtÞ

�ð1� _dðtÞÞxTd ðtÞQ1xdðtÞ � ð1� _hðtÞÞxTh ðtÞQ2xhðtÞ

�

ðt

t�τ1

_xTðsÞR1 _xðsÞdsþ 2ηTðtÞX½xðtÞ � xdðtÞ �

ðt

t�dðtÞ

_xðsÞds�

�

ðt

t�τ2

_xTðsÞR2 _xðsÞdsþ 2ηTðtÞZ½xðtÞ � xhðtÞ �

ðt

t�hðtÞ

_xðsÞds�

þ 2ηTðtÞY
X

s

i, j, l¼1

hihjhhl½ΛijxðtÞ þ ΛdilxdðtÞ þ ΛhilxhðtÞ � _xðtÞ�

≤ 2xTðtÞP _xðtÞ þ xTðtÞðQ1 þQ2ÞxðtÞ þ _xTðtÞðτ1R1 þ τ2R2Þ _xðtÞ

�ð1� σ1Þx
T
d ðtÞQ1xdðtÞ � ð1� σ2Þx

T
h ðtÞQ2xhðtÞ

�

ðt

t�dðtÞ

_xTðsÞR1ðsÞ _xðsÞdsþ 2ηTðtÞX½xðtÞ � xdðtÞ �

ðt

t�dðtÞ

_xðsÞds�

�

ðt

t�hðtÞ

_xTðsÞR2ðsÞ _xðsÞdsþ 2ηTðtÞZ½xðtÞ � xhðtÞ �

ðt

t�hðtÞ

_xðsÞds�

þ 2ηTðtÞY
X

s

i, j, l¼1

hihjhhl½ΛijxðtÞ þ ΛdilxdðtÞ þ ΛhilxhðtÞ � _xðtÞ� þ xTðtÞSxðtÞ

þ
X

s

i, j¼1

hihjρ
2xTðtÞK

T

i cosθiWKj cosθjxðtÞ � ½xTðtÞSxðtÞ þ uTðtÞWuðtÞ�

(12)

where ηðtÞ ¼ ½xTðtÞ, xTd ðtÞ, x
T
h ðtÞ, _xTðtÞ�T.

Applying Lemma 1, we have the following inequalities:

2xTðtÞY1ΛijxðtÞ ≤ 2x
TðtÞY1AixðtÞ þ ερ

2xTðtÞY1Y1
TxðtÞ þ ε

�1xTðtÞðNT
i Ni þ ðBiKjÞ

TðBiKjÞÞxðtÞ,

2xTðtÞY1ΛdilxdðtÞ ≤ 2x
TðtÞY1AdixdðtÞ þ ερ

2 sin 2
φlx

TðtÞY1Y1
TxðtÞ þ ε

�1xTd ðtÞN
T
diNdixdðtÞ,

2xTðtÞY1ΛhilxhðtÞ ≤ ερ
2 cos 2

φlx
TðtÞY1Y1

TxðtÞ þ ε
�1xTh ðtÞðBhi

~K lÞ
TðBhi

~K lÞxhðtÞ,

2xTd ðtÞY2ΛijxðtÞ ≤ 2x
T
d ðtÞY2AixðtÞ þ ερ

2xTd ðtÞY2Y2
TxdðtÞ þ ε

�1xTðtÞðNT
i Ni þ ðBiKjÞ

TðBiKjÞÞxðtÞ,

2xTðtÞY1ΛhilxhðtÞ ≤ ερ
2 cos 2

φlx
TðtÞY1Y1

TxðtÞ þ ε
�1xTh ðtÞðBhi

~K lÞ
TðBhi

~K lÞxhðtÞ,

2xTd ðtÞY2ΛijxðtÞ ≤ 2x
T
d ðtÞY2AixðtÞ þ ερ

2xTd ðtÞY2Y2
TxdðtÞ þ ε

�1xTðtÞðNT
i Ni þ ðBiKjÞ

TðBiKjÞÞxðtÞ,

2xTd ðtÞY2ΛdilxdðtÞ ≤ 2x
T
d ðtÞY2AdixdðtÞ þ ερ

2 sin 2
φlx

T
d ðtÞY2Y2

TxdðtÞ þ ε
�1xTd ðtÞN

T
diNdixdðtÞ,

2xTd ðtÞY2ΛhilxhðtÞ ≤ ερ
2 cos 2

φlx
T
d ðtÞY2Y2

TxdðtÞ þ ε
�1xTh ðtÞðBhi

~K lÞ
TðBhi

~K lÞxhðtÞ,

2xTh ðtÞY3ΛijxðtÞ ≤ 2x
T
h ðtÞY3AixðtÞ þ ερ

2xTh ðtÞY3Y3
TxhðtÞ þ ε

�1xTðtÞðNT
i Ni þ ðBiKjÞ

TðBiKjÞÞxðtÞ,

2xTh ðtÞY3ΛdilxdðtÞ ≤ 2x
T
d ðtÞY3AdixdðtÞ þ ερ

2 sin 2
φlx

T
h ðtÞY3Y3

TxhðtÞ þ ε
�1xTd ðtÞN

T
diNdixdðtÞ,

2xTh ðtÞY3ΛhilxhðtÞ ≤ ερ
2 cos 2

φlx
T
h ðtÞY3Y3

TxhðtÞ þ ε
�1xTh ðtÞðBhi

~K lÞ
TðBhi

~K lÞxhðtÞ,

2 _xTðtÞY4ΛijxðtÞ ≤ 2 _x
TðtÞY4AixðtÞ þ ερ

2 _xTðtÞY4Y4
T _xðtÞ þ ε

�1xTðtÞðNT
i Ni þ ðBiKjÞ

TðBiKjÞÞxðtÞ,

2 _xTðtÞY4ΛdilxdðtÞ ≤ 2 _x
TðtÞY4AdixdðtÞ þ ερ

2 _xTðtÞY4Y4
T _xðtÞ þ ε

�1xTd ðtÞN
T
diNdixdðtÞ,

2 _xTðtÞY4ΛhilxhðtÞ ≤ ερ
2 cos 2

φl
_xTðtÞY4Y4

T _xðtÞ þ ε
�1xTh ðtÞðBhi

~K lÞ
TðBhi

~K lÞxhðtÞ

(13)
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Substituting Eq. (13) into Eq. (12) results in

_V ðxðtÞ, tÞ ≤

X

s

i, j, l¼1

hihjhhlη
TðtÞTijηðtÞ �

ðt

t�dðtÞ

_xTðsÞR1 _xðsÞds�

ðt

t�hðtÞ

_xTðsÞR2 _xðsÞds

�2ηTðtÞX

ðt

t�dðtÞ

_xðsÞds� 2ηTðtÞZ

ðt

t�hðtÞ

_xðsÞds� ½xTðtÞSxðtÞ þ uTðtÞWuðtÞ�

≤

X

s

i, j, l¼1

hihjhhlη
TðtÞðTijl þ τ1XR

�1
1 XT þ τ2ZR

�1
2 ZTÞηðtÞ

�

ðt

t�dðtÞ

�

η
TðtÞXþ _xTðsÞR1

�

R�1
1

�

η
TðtÞXþ _xTðsÞR1

�T

ds

�

ðt

t�hðtÞ

�

η
TðtÞZþ _xTðsÞR2

�

R�1
2

�

η
TðtÞXþ _xTðsÞR2

�T

ds� ½xTðtÞSxðtÞ þ uTðtÞWuðtÞ�

≤

X

s

i, j, l¼1

hihjhhlη
TðtÞð~T ijl þ τ1XR

�1
1 XT þ τ2ZR

�1
2 ZTÞηðtÞ � ½xTðtÞSxðtÞ þ uTðtÞWuðtÞ�

(14)

where

~T ijl ¼

~T 11, ij � � �

T21, i T22, i � �

T31, i T32, ij T33, il �

T41, i T42, i T43 T44

2

6

6

6

6

4

3

7

7

7

7

5

, ~T 11, ij ¼ T11, ij þ ρ
2K

T

i cosθiWKj cosθj � ρ
2K

T

i WKj:

In light of the inequality K
T

i WKj þ K
T

j WKi ≤K
T

i WKi þ K
T

j WKj, we have

_V ðxðtÞ, tÞ ≤
X

s

i, j, l¼1

hihjhhlη
TðtÞðΤijl þ τ1XR

�1
1 XT þ τ2ZR

�1
2 ZTÞηðtÞ � ½xTðtÞSxðtÞ þ uTðtÞWuðtÞ� (15)

Applying the Schur complement to Eq. (8) yields

Τii þþτ1XR
�1
1 XT þ τ2ZR

�1
2 ZT

< 0,Τij þ Τji þ 2τ1XR
�1
1 XT þ 2τ2ZR

�1
2 ZT

< 0:

Therefore, it follows from Eq. (15) that

_V ðxðtÞ, tÞ ≤ � ½xTðtÞSxðtÞ þ uTðtÞWuðtÞ� < 0 (16)

which implies that the system (6) is asymptotically stable.

Integrating Eq. (16) from 0 to T produces

ðT

0

½xTðtÞSxðtÞ þ uTðtÞWuðtÞ�dt ≤ � VðxðTÞ, TÞ þ Vðxð0Þ, 0Þ < Vðxð0Þ, 0Þ
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Because of V (x(t),t) ≥ 0 and _V ðxðtÞ, tÞ < 0, thus lim
T!∞

VðxðTÞ, TÞ ¼ c, where c is a nonnegative

constant. Therefore, the following inequality can be obtained:

J ≤ xTð0ÞPxð0Þ þ

ð0

�dð0Þ

xTðsÞQ1xðsÞdsþ

ð0

�τ1

ð0

θ

_xTðsÞR1 _xðsÞdsdθþ

ð0

�hð0Þ

xTðsÞQ2xðsÞds

þ

ð0

�τ2

ð0

θ

_xTðsÞR2 _xðsÞdsdθ ¼J0

(17)

This completes the proof.

Remark 2: In the derivation of Theorem 1, the free-weighting matrices Xk ∈ Rn�n, Yk ∈ Rn�n, k =

1, 2, 3, 4 are introduced, the purpose of which is to reduce conservatism in the existing delay-

dependent stabilization conditions, see Ref. [17].

In the following section, we shall turn the conditions given in Theorem 1 into linear matrix

inequalities (LMIs). Under the assumptions that Y1, Y2, Y3, Y4 are non-singular, we can define

the matrix Yi
�T ¼ λZ, i = 1, 2, 3, 4, Z = P�1,λ > 0.

Pre- and post-multiply (8) and (9) with Θ ¼ diag{Y�1
1 , Y�1

2 , Y�1
3 , Y�1

4 , Y�1
4 , Y�1

4 } and

Θ
T ¼ diag{Y�T

1 , Y�T
2 , Y�T

3 , Y�T
4 , Y�T

4 , Y�T
4 }, respectively, and letting Q1 ¼ Y1

�1Q1Y1
�T ,

Q2 ¼ Y1
�1Q2Y1

�T , Rk ¼ Y4
�1RkY4

�T, k ¼ 1, 2, Xi ¼ Yi
�1XiYi

�T, Zi ¼ Yi
�1ZiYi

�T, i = 1, 2, 3, 4,

we obtain the following inequality (18), which is equivalent to (8):

T11, ij � � � � �

T21, i T22, i � � � �
T31, i T32, i T33, il � � �
T41, i T42, i T43 T44 � �
τ1X1 τ1X2 τ1X3 τ1X4 �τ1R1 �
τ2Z1 τ2Z2 τ2Z3 τ2Z4 0 �τ2R2

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

< 0, i, j, l ¼ 1, 2,…, s (18)

where

Τ11, ij ¼ Q1 þQ2 þ X1 þ X
T

1 þ λAiZþ λZAT
i þ λ

2ZSZþ 2ερ2I þ 4ε�1
λ
2ZNT

i NiZ

þ Z1 þ ZT
1 þ 4ε�1

λ
2ðBiKjZÞ

TðBiKjZÞ þ ρ
2
λ
2ZK

T

i WKiZ,

Τ21, i ¼ �X
T

1 þ X2 þ Z2 þ λAiZþ λZAT
di, Τ31, i ¼ Z3 � Z1 þ X3 þ λAiZ,

Τ41, i ¼ λ
2Zþ λAiZ� λZþ X4 þ Z4,

Τ22, i ¼ �ð1� σ1ÞQ1 � X2 � X
T

2 þ λAdiZþ λZAT
di þ 2ερ2I þ 4ε�1

λ
2ZNT

diNdiZ,

Τ32, i ¼ �X3 � Z2 þ λAdiZ� λZAT
di, Τ42, i¼ � X4þλAiZ� λZ,

Τ33, il ¼ �ð1� σ2ÞQ2 � Z3 � Z
T

3 þ 4ε�1
λ
2ðBhi

~K lZÞ
TBhi

~K lZþ 2ερ2I,

Τ43 ¼ �Z4 � λZ, Τ44 ¼ τ1R1 þ τ2R2 � λZ� λZT þ 2ερ2I:

Applying the Schur complement to Eq. (18) results in
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Γijl ¼
Φ11, i � �
Φ21, ij Φ22 �
Φ31, il 0 Φ33

2

4

3

5 < 0, i, j, l ¼ 1, 2,…, s (19)

where

Φ11, i ¼

T 11, i � � � � �

T21, i T 22, i � � � �

T31, i T32, i T 33, il � � �
T41, i T42, i T43 T44 � �
τ1X1 τ1X2 τ1X3 τ1X4 �τ1R1 �
τ2Z1 τ2Z2 τ2Z3 τ2Z4 0 �τ2R2

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

With

Τ11, i ¼ Q1 þQ2 þ X1 þ X
T

1 þ λAiZþ λZAT
i þ Z1 þ ZT

1 þ 2ερ2I,

Τ22, i ¼ �ð1� σ1ÞQ1 � X2 � X
T

2 þ λAdiZþ λZAT
di þ 2ερ2I,

Τ33 ¼ �ð1� σ2ÞQ2 � Z3 � Z
T

3 þ 2ερ2I:

Φ21, ij ¼

λZ 0 0 0

λNiZ 0 0 0

λBiKjZ 0 0 0

ρλKjZ 0 0 0

2

6

6

6

4

3

7

7

7

5

Φ31, il ¼
0 λBhi

~K lZ 0 0

0 0 λNdiZ 0

" #

Φ22 ¼

�S�1 0 0 0

0 �
ε

4
I 0 0

0 0 �
ε

4
I 0

0 0 0 �W�1

2

6

6

6

6

6

4

3

7

7

7

7

7

5

Φ33 ¼
�
ε

4
I 0

0 �
ε

4
I

2

6

4

3

7

5

Obviously, the closed-loop fuzzy system (6) is asymptotically stable, if for some scalars λ > 0, there

exist matrices Z > 0, Q > 0, R > 0 and X1, X2, X3, Ki, i ¼ 1, 2, ::, s satisfying the inequality (19).

Theorem 2. Consider the system (6) associated with cost function (7). For given scalars ρ > 0, τ1 > 0,

τ2 > 0, σ1 > 0, σ2 > 0 and λ > 0, δ > 0, if there exist matrices Z > 0, Q1 > 0, R1 > 0, Q2 > 0, R2 > 0

and X1, X2, X3, X4, Mi, i = 1,2,…,s and scalar ε > 0 satisfying the following LMI (20), the system (6) is

asymptotically stable and the control law (5) is a fuzzy non-fragile guaranteed cost control law

Θ1, ijl ∗

Θ2, ijl Θ3

� �

< 0, i, j, l ¼ 1, 2,…, s (20)

Moreover, the feedback gains are given by
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Ki ¼ MiZ
�1, i ¼ 1, 2,…, s

and

J ≤ xTð0ÞPxð0Þ þ

ð0

�dð0Þ

xTðsÞQ1xðsÞdsþ

ð0

�τ1

ð0

θ

_xTðsÞR1 _xðsÞdsdθþ

ð0

�hð0Þ

xTðsÞQ2xðsÞds

þ

ð0

�τ2

ð0

θ

_xTðsÞR2 _xðsÞdsdθ ¼J0

where

Θ2, ijl ¼

λEkjZ 0 0 0 0 0 0 0 0 0 0 0
λEkiZ 0 0 0 0 0 0 0 0 0 0 0
0 0 λEklZ 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 ðBiHjÞ

T 0 0 0

0 0 0 0 0 0 0 0 0 ρHT
i 0 0

0 0 0 0 0 0 0 0 0 0 0 ðBhiHlÞ
T

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

,

Θ3 ¼ diag{� δI, � δI, � δI, � δ
�1I, � δ

�1I, � δ
�1I},

Θ1, ijl ¼

Τ11, i � � � � � � � � � � �

Τ21, i Τ22, i � � � � � � � � � �
Τ31, i Τ32, i Τ33 � � � � � � � � �
Τ41, i Τ42, i Τ43, i Τ44 � � � � � � � �
τ1X1 τ1X2 τ1X3 τ1X4 �τ1R1 � � � � � � �
τ2Z1 τ2Z2 τ2Z3 τ2Z4 0 �τ2R21 � � � � � �
λZ 0 0 0 0 0 �S�1 � � � � �

λNiZ 0 0 0 0 0 0 �ε

4I � � � �
λBiMj 0 0 0 0 0 0 0 �ε

4I � � �

ρλMi 0 0 0 0 0 0 0 0 �W�1 � �
0 λNdiZ 0 0 0 0 0 0 0 0 �ε

4I �
0 0 λBhiMl 0 0 0 0 0 0 0 0 �ε

4I

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

Proof: At first, we prove that the inequality (20) implies the inequality (19). Applying the Schur

complement to Eq. (20) results in

Φ1, ijl þ δ

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

BiHj 0 0
0 ρHi 0
0 0 0
0 0 BhiHl

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

0 0 0 0 0 0 0 0 ðBiHjÞ
T 0 0 0

0 0 0 0 0 0 0 0 0 ρHT
i 0 0

0 0 0 0 0 0 0 0 0 0 0 ðBhiHiÞ
T

2

6

4

3

7

5
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þδ

�1

ðλEkjZÞ
T ðλEkiZÞ

T 0
0 0 0
0 0 ðλEklZÞ

T

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

λEkjZ 0 0 0 0 0 0 0 0 0 0 0
λEkiZ 0 0 0 0 0 0 0 0 0 0 0
0 0 λEklZ 0 0 0 0 0 0 0 0 0

2

4

3

5

< 0

(21)

Using Lemma 2 and noting Mi = KiZ, by the condition (21), the following inequality holds:

Φ1, ijl þ

0 � � � � � � � � � � �
0 0 � � � � � � � � � �
0 0 0 � � � � � � � � �
0 0 0 0 � � � � � � � �
0 0 0 0 0 � � � � � � �
0 0 0 0 0 0 � � � � � �
0 0 0 0 0 0 0 � � � � �
0 0 0 0 0 0 0 0 � � � �

λBiΔKjZ 0 0 0 0 0 0 0 0 � � �

ρλΔKiZ 0 0 0 0 0 0 0 0 0 � �
0 0 0 0 0 0 0 0 0 0 0 �
0 0 λBhiΔ

~K lZ 0 0 0 0 0 0 0 0 0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

< 0 (22)

where Δ~K i ¼ ΔKiðt� dðtÞÞ.

Therefore, it follows from Theorem 1 that the system (6) is asymptotically stable and the

control law (5) is a fuzzy non-fragile guaranteed cost control law. Thus, we complete the proof.

Now consider the cost bound of

J ≤ xTð0ÞPxð0Þ þ

ð0

�dð0Þ

xTðsÞQ1xðsÞdsþ

ð0

�τ1

ð0

θ

_xTðsÞR1 _xðsÞdsdθþ

ð0

�hð0Þ

xTðsÞQ2xðsÞds

þ

ð0

�τ2

ð0

θ

_xTðsÞR2 _xðsÞdsdθ ¼J0

Similar to Ref. [23], we supposed that there exist positive scalars α1, α2, α3, α4, α5, such that

Z�1
≤ α1I,

1
λ
2 PQ1P ≤ α2I,

1
λ
2 PQ2P ≤ α3I,

1
λ
2 PR1P ≤ α4I,

1
λ
2 PR2P ≤ α5I.

Then, define SQ1¼Q1
�1, SQ2¼Q2

�1, SR1¼R1
�1, SR2¼R2

�1, by Schur complement lemma, we

have the following inequalities:
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�α1I I

I �Z

" #

≤ 0,
�α2I 1

λ
P

1
λ
P SQ1

" #

≤ 0,
�α3I 1

λ
P

1
λ
P SQ2

" #

≤ 0,
�α4I 1

λ
P

1
λ
P SR1

" #

≤ 0,

�α5I 1
λ
P

1
λ
P SR2

" #

≤ 0,
Z I

I Z

" #

≥ 0,
SQ1 I

I Q1

" #

≥ 0,
SQ2 I

I Q2

" #

≥ 0,

SR1 I

I R1

" #

≥ 0,
SR2 I

I R2

" #

≥ 0,

(23)

Using the idea of the cone complement linear algorithm in Ref. [24], we can obtain the solution

of the minimization problem of upper bound of the value of the cost function as follows:

minimizeftraceðPZþ SQ1Q1 þ SQ2Q2 þ SR1R1 þ SR2R2 þ α1x
Tð0Þxð0Þ þ α2

ð0

�dð0Þ

xTðsÞxðsÞds

þα4

ð0

�τ1

ð0

θ

_xTðsÞ _xðsÞdsdθþ α3

ð0

�hð0Þ

xTðsÞxðsÞdsþ α5

ð0

�τ2

ð0

θ

_xTðsÞ _xðsÞdsdθg

subject to ð20Þ; ð23Þ; ε> 0;Q1 > 0, Q2 > 0, R1 > 0, R2 > 0, Z > 0,αi > 0, i ¼ 1,…, 5

(24)

Using the following cone complement linearization (CCL) algorithm [24] can iteratively solve

the minimization problem (24). □

5. Simulation examples

In this section, the proposed approach is applied to the Van de Vusse system to verify its

effectiveness.

Example: Consider the dynamics of an isothermal continuous stirred tank reactor for the Van

de Vusse

_x1 ¼ �50x1 � 10x31 þ uð10� x1Þ þ uðt� hÞ þ uðt� hÞð0:5x1ðt� dÞ þ 0:2x2ðt� dÞÞ þ 5x2ðt� dÞ

_x2 ¼ 50x1 � 100x2 � uðt� hÞ þ uðt� hÞð0:3x1ðt� dÞ � 0:2x2ðt� dÞÞ þ 10x2ðt� dÞ � 5x1ðt� dÞ
(25)

From the system equation (25), some equilibrium points are tabulated in Table 1. According to

these equilibrium points, [xe ue], which are also chosen as the desired operating points, ½x0e u
0
e�,

we can use the similar modeling method that is described in Ref. [16].

xT
e

xT
de

ue ude

[2.0422 1.2178] [2.0422 1.2178] 20.3077 20.3077

[3.6626 2.5443] [3.6626 2.5443] 77.7272 77.7272

[5.9543 5.5403] [5.9543 5.5403] 296.2414 296.2414

Table 1. Data for equilibrium points.

Fuzzy Logic, Systems and Engineering Applications

73

_____________________ WORLD TECHNOLOGIES _____________________



WT

Thus, the system (25) can be represented by

R1
: if x1 is about 2:0422 then

_xδðtÞ ¼ A1xδðtÞ þ Ad1xdδðtÞ þ B1uδðtÞ þ Bh1udδðtÞ þN1xδðtÞuδðtÞ þNd1xdδðtÞuhδðtÞ

R2
: if x1 is about 3:6626, then
_xδðtÞ ¼ A2xδðtÞ þ Ad2xdδðtÞ þ B2uδðtÞ þ Bd2uhδðtÞ þN2xδðtÞuδðtÞ þNd2xdδðtÞuhδðtÞ

R3
: if x1 is about 5:9543, then
_xδðtÞ ¼ A3xδðtÞ þ Ad3xdδðtÞ þ B3uδðtÞ þ Bd3uhδðtÞ þN3xδðtÞuδðtÞ þNd3xdδðtÞuhδðtÞ

(26)

where

A1 ¼
�75:2383 7:7946

50 �100

� �

, A2 ¼
�98:3005 11:7315

50 �100

� �

, A3 ¼
�122:1228 8:8577

50 �100

� �

,

N1 ¼ N2 ¼ N3 ¼
�1 0
0 �1

� �

; B1 ¼ B2 ¼ B3 ¼
10
0

� �

; Ad1 ¼ Ad2 ¼ Ad3 ¼
0 5
10 �5

� �

,

Nd1 ¼ Nd2 ¼ Nd3 ¼
0:5 0:2
0:3 �0:2

� �

, Bh1 ¼ Bh2 ¼ Bh3 ¼
1
0

� �

, xδ ¼ xðtÞ � x
0

e,

uδ ¼ uðtÞ � u
0

e, xdδ ¼ xðt� dÞ � x
0

de, uhδ ¼ uðt� dÞ � u
0

he:

The cost function associated with this system is given with S ¼
1 0
0 1

� �

,W ¼ 1. The controller

gain perturbation ΔK of the additive form is give with H1 = H2 = H3 = 0.1, Ek1 = [0.05 �0.01],

Ek2 = [0.02 0.01], Ek3 = [�0.01 0].

0 1 2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

x1

Rule 2Rule 1 Rule 3

Figure 1. Membership functions.
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Figure 2. State responses of x1(t).
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Figure 3. State responses of x2(t).
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Then, solving LMIs (23) and (24) for ρ = 0.45, λ = 1.02 and δ ¼ 0:11, τ1 ¼ τ2 ¼ 2,σ1 ¼ 0, σ2 ¼ 0

gives the following feasible solution:

P ¼
4:2727 �1:3007

�1:3007 6:4906

� �

, Q1 ¼
14:1872 �1:9381

�1:9381 13:0104

� �

, Q2 ¼
3:1029 1:2838

1:2838 2:0181

� �

,

R1 ¼
8:3691 �1:3053

�1:3053 7:0523

� �

, R1 ¼
5:2020 2:2730

2:2730 1:0238

� �

, ε ¼ 1:8043,

K1 ¼ �0:4233 � 0:5031�, K2 ¼ ½�0:5961 � 0:7049�, K1 ¼ ½�0:4593 � 0:3874�:½

Figures 2–4 illustrate the simulation results of applying the non-fragile fuzzy controller to the

system (25) with x0e ¼ ½ 3:6626 2:5443 �T and u0e ¼ 77:7272 under initial condition ϕ(t) = [1.2

�1.8]T, t ∈ [�2 0]. It can be seen that with the fuzzy control law, the closed-loop system is

asymptotically stable and an upper bound of the guaranteed cost is J0 = 292.0399. The simulation

results show that the fuzzy non-fragile guaranteed controller proposed in this paper is effective.

6. Conclusions

In this paper, the problem of non-fragile guaranteed cost control for a class of fuzzy time-

varying delay systems with local bilinear models has been explored. By utilizing the Lyapunov

0 0.1 0.2 0.3 0.4
77

77.5

78

78.5

79

79.5

time

u

Figure 4. Control trajectory of system.
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stability theory and LMI technique, sufficient conditions for the delay-dependent asymptoti-

cally stability of the closed-loop T-S fuzzy local bilinear system have been obtained. Moreover,

the designed fuzzy controller has guaranteed the cost function-bound constraint. Finally, the

effectiveness of the developed approach has been demonstrated by the simulation example.

The robust non-fragile guaranteed cost control and robust non-fragile H-infinite control based

on fuzzy bilinear model will be further investigated in the future work.
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Stabilizing Fuzzy Control via Output Feedback

Dušan Krokavec and Anna Filasová

Abstract

The chapter presents new conditions suitable in design of stabilizing static as well as
dynamic output controllers for a class of continuous-time nonlinear systems represented
by Takagi-Sugeno models. Taking into account the affine properties of the TS model
structure, and applying the fuzzy control scheme relating to the parallel-distributed out-
put compensators, the sufficient design conditions are outlined in the terms of linear
matrix inequalities. Depending on the proposed procedures, the Lyapunov matrix can be
decoupled from the system parameter matrices using linear matrix inequality techniques
or a fuzzy-relaxed approach can be applied to make closed-loop dynamics faster. Numer-
ical examples illustrate the design procedures and demonstrate the performances of the
proposed design methods.

Keywords: continuous-time nonlinear systems, Takagi-Sugeno fuzzy systems, linear
matrix inequality approach, parallel-distributed compensation, output feedback

1. Introduction

Contrarily to the linear framework, nonlinear systems are too complex to be represented by

unified mathematical resources and so, a generic method has not been developed yet to design

a controller valid for all types of nonlinear systems. An alternative to nonlinear system models

is Takagi-Sugeno (TS) fuzzy approach [1], which benefits from the advantages of suitable

linear approximation of sector nonlinearities. Using the TS fuzzy model, each rule utilizes the

local system dynamics by a linear model and the nonlinear system is represented by a collec-

tion of fuzzy rules. Recently, TS model-based fuzzy control approaches are being fast and

successfully used in nonlinear control frameworks. As a result, a range of stability analysis

conditions [2–5] as well as control design methods have been developed for TS fuzzy sys-

tems [6–9], relying mostly on the feasibility of an associated set of linear matrix inequalities
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(LMI) [10]. An important fact is that the design problem is a standard feasibility problem with

several LMIs, potentially combined with one matrix equality to overcome the problem of

bilinearity. In consequence, the state and output feedback control based on fuzzy TS systems

models is mostly realized in such structures, which can be designed using numerical tech-

niques based on LMIs.

The TS fuzzy model-based state control is based on an implicit assumption that all states are

available for measurement. If it is impossible, TS fuzzy observers are used to estimate the

unmeasurable state variables, and the state controller exploits the system state variable esti-

mate values [11–14]. The nonlinear output feedback design is so formulated as two LMI set

problem, and treated by the two-stage procedure using the separation principle, that is,

dealing with a set of LMIs for the observer parameters at first and then solving another set of

LMIs for the controller parameters [15]. Since, the fuzzy output control does not require the

measurement of system state variables and can be formulated as a one LMI set problem, such

structure of feedback control is preferred, of course, if the system is stabilizable.

From a relatively wide range of problems associated with the fuzzy output feedback control

design for the continuous-time nonlinear MIMO systems approximated by a TS model, the

chapter deals with the techniques incorporating the slack matrix application and fuzzy

membership-relaxed approaches. The central idea of the TS fuzzy model-based control design,

that is, to derive control rules so as to compensate each rule of a fuzzy system and construct the

control strategy based on the parallel-distributed compensators (PDC), is reflected in the

approach of output control. Motivated by the above mentioned observations, the proposed

design method respects the results presented in Refs. [16, 17], and is constructed on an enhanced

form of quadratic Lyapunov function. Comparing with the approaches based only on quadratic

Lyapunov matrix [18], which are particular in the case of large number of rules, that are very

conservative as a common symmetric positive definite matrix, is used to verify all Lyapunov

inequalities, presented principle naturally extends the affine TS model properties using slack

matrix variables to decouple Lyapunov matrix and the system matrices in LMIs, and gives

substantial reducing of conservativeness. Moreover, extra quadratic constraints are included to

incorporate fuzzymembership functions relaxes [19, 20] and applied for static as well as dynamic

TS fuzzy output controllers design. Note, other constraints with respect to, for example, to decay

rate and closed-loop pole clustering can be utilized to extend the proposed design procedures.

The remainder of this chapter is organized as follows. In Section 2, the structure of TS model for

considered class of nonlinear systems is briefly described, and some of its properties are outlined.

The output feedback control design problem for systems with measurable promise variables is

given in Section 3, where the design conditions that guarantees global quadratic stability are

formulated and proven. To complete the solutions, Section 4 formulate the static decoupling

principle in static TS fuzzy output control, and themethod is reformulated in Section 5 in defined

criteria for TS fuzzy dynamic output feedback control design. Section 6 gives the numerical

examples to illustrate the effectiveness of the proposed approach, and to confirm the validity of

the control scheme. The last section, Section 7, draws conclusions and some future directions.

Throughout the chapter, the following notations are used: xT, XT denotes the transpose of the

vector x and matrix X, respectively, for a square matrix X = X
T

> 0 (respectively, X = X
T

< 0)
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means that X is a symmetric positive definite matrix (respectively, negative definite matrix),

the symbol In represents the n-th order unit matrix, IR denotes the set of real numbers, and

IRn � r denotes the set of all n � r real matrices.

2. Takagi-Sugeno fuzzy models

The systems under consideration are from one class of multi-input and multi-output (MIMO)

dynamic systems, which are nonlinear in sectors and represented by TS fuzzy model.

Constructing the set of membership functions hi (θ(t)), i = 1, 2, …, s, where

θ tð Þ ¼ θ1 tð Þ θ2 tð Þ ⋯ θq tð Þ
� �

; ð1Þ

is the vector of premise variables, the final states of the systems are inferred in the TS fuzzy

system model as follows

_q tð Þ ¼
X

s

i¼1

hi θ tð Þð Þ Aiq tð Þ þ Biu tð Þð Þ ; ð2Þ

with the output given by the relation

y tð Þ ¼ Cq tð Þ ; ð3Þ

where q(t) ∈ IRn, u(t) ∈ IRr, y(t) ∈ IRm are vectors of the state, input, and output variables,

Ai ∈ IRn � n, Bi ∈ IRn � r, C ∈ IRm � n are real finite values matrix, and where hi(θ(t)) is the

averaging weight for the i-th rule, representing the normalized grade of membership (mem-

bership function).

By definition, the membership functions satisfy the following convex sum properties.

0 ≤ hi θ tð Þð Þ ≤ 1,
X

s

i¼1

hi θ tð Þð Þ ¼ 1 ∀i∈ 1; …; sh i : ð4Þ

It is assumed that the premise variable is a system state variable or a measurable external

variable, and none of the premise variables depends on the inputs u(t).

It is evident that a general fuzzy model is achieved by fuzzy amalgamation of the linear

system models. Using a TS model, the conclusion part of a single rule consists no longer of

a fuzzy set [21], but determines a function with state variables as arguments, and the

corresponding function is a local function for the fuzzy region that is described by the

premise part of the rule. Thus, using linear functions, a system state is described locally (in

fuzzy regions) by linear models, and at the boundaries between regions an interpolation is

used between the corresponding local models.

Note, the models, Eqs. (2) and (3), are mostly considered for analysis, control, and state

estimation of nonlinear systems.
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Assumption 1 Each triplet (Ai, Bi, C) is locally controllable and observable, the matrix C is the same

for all local models.

It is supposed in the next that the aforementioned model does not include parameter uncer-

tainties or external disturbances, and the premise variables are measured.

3. Static fuzzy output controller

In the next, the fuzzy output controller is designed using the concept of parallel-distributed

compensation, in which the fuzzy controller shares the same sets of normalized membership

functions like the TS fuzzy system model.

Definition 1 Considering Eqs. (2) and (3), and using the same set of normalized membership function

Eq. (4), the fuzzy static output controller is defined as

u tð Þ ¼
X

s

j¼1

hj θ tð Þð ÞKjy tð Þ ¼
X

s

j¼1

hj θ tð Þð ÞKjCq tð Þ : ð5Þ

Note that the fuzzy controller Eq. (5) is in general nonlinear.

Considering the system, Eqs. (2) and (3), and the control law, Eq. (5), yields

_q tð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ Ai þ BiKjC
� �

q tð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞAcijq tð Þ ; ð6Þ

Acij ¼ Ai þ BiKjC , Acji ¼ Aj þ BjKiC : ð7Þ

Proposition 1 (standard design conditions). The equilibrium of the fuzzy system Eqs. (2) and (3),

controlled by the fuzzy controller Eq. (5), is global asymptotically stable if there exist a positive definite

symmetric matrix W ∈ IRn � n and matrices Yj ∈ IRr � m, H ∈ IRm � m such that

W ¼ W
T
> 0 ; ð8Þ

AiW þWA
T
i þ BiY iC þ C

T
Y
T
i B

T
i < 0 ; ð9Þ

AiW þWA
T
i

2
þ
AjW þWA

T
j

2
þ
BiY jC þ C

T
Y
T
j B

T
i

2
þ
BjY iC þ C

T
Y
T
i B

T
j

2
< 0 ; ð10Þ

CW ¼ HC ð11Þ

for i = 1, 2, …, s as well as i = 1, 2, …, s � 1, j = i + 1, i + 2, …, s, and hi(θ(t))hj(θ(t)) 6¼ 0.

When the above conditions hold, the control law gain matrices are given as

Fuzzy Logic, Systems and Engineering Applications

84

_____________________ WORLD TECHNOLOGIES _____________________



WT

Ki ¼ Y iH
�1
: ð12Þ

Proof. (compare, for example, Ref. [16]) Prescribing the Lyapunov function candidate of the form

ν q tð Þð Þ ¼ q
T tð ÞPq tð Þ > 0 ; ð13Þ

where P ∈ IRn � n is a symmetric positive definite matrix, the time derivative of Eq. (13) along

the system trajectory is

_ν q tð Þð Þ ¼ _q
T tð ÞPq tð Þ þ q

T tð ÞP _q tð Þ < 0 : ð14Þ

Inserting Eq. (6) into Eq. (14), it has to be satisfied

_ν q tð Þð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞqT tð ÞPcijq tð Þ < 0 ; ð15Þ

Pcij ¼ PAcij þ A
T
cijP : ð16Þ

Since P is positive definite, the state coordinate transform can be defined as

q tð Þ ¼ Wp tð Þ , W ¼ P
�1
; ð17Þ

and subsequently, Eqs. (15) and (16) can be rewritten as

_ν p tð Þð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞpT tð ÞWcijp tð Þ < 0 ; ð18Þ

Wcij ¼ AcijW þWA
T
cij: ð19Þ

Permuting the subscripts i and j in Eq. (18), also it can write

_ν q tð Þð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞpT tð ÞWcjip tð Þ < 0 ; ð20Þ

Wcji ¼ AcjiW þWA
T
cji: ð21Þ

Thus, adding Eqs. (17) and (19), it yields

2 _ν p tð Þð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞpT tð Þ Wcij þWcji

� �

p tð Þ < 0 ð22Þ

and subsequently,
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_ν p tð Þð Þ ¼
X

s

i¼1

h2i θ tð Þð ÞpT tð ÞWciip tð Þ þ 2
X

s�1

i¼1

X

s

j¼iþ1

hi θ tð Þð Þhj θ tð Þð ÞpT tð Þ
Wcij þWcji

2
p tð Þ < 0 ; ð23Þ

which leads to the set of inequalities.

Ai þ BiKiCð ÞW þW Ai þ BiKiCð ÞT < 0 ; ð24Þ

Ai þ BiKjC
� �

W

2
þ

Aj þ BjKiC
� �

W

2
þ
W Ai þ BiKjC

� �T

2
þ
W Aj þ BjKiC

� �T

2
< 0 ð25Þ

for i = 1, 2, …, s as well as i = 1, 2, …, s � 1, j = 1 + 1, i + 2, …, s and hi(θ(t))hj(θ(t)) 6¼ 0.

Thus, setting here

KjCW ¼ KjHH
�1
CW ; ð26Þ

where H is a regular square matrix of appropriate dimension and defining

H
�1
C ¼ CW

�1, Y j ¼ KjH ; ð27Þ

the LMI forms of Eqs. (9) and (10) are obtained from Eqs. (24) and (25), respectively, and

Eq. (27) implies Eq. (11). This concludes the proof.

Trying to minimize the number of LMIs owing to the limitation of solvers, Proposition 1 is

presented in the structure, in which the number of stabilization conditions, used in fuzzy

controller design, is equal to N = (s2 + s)/2 + 1. Evidently, the number of stabilization conditions

is substantially reduced if s is large.

Proposition 2 (enhanced design conditions). The equilibrium of the fuzzy system Eqs. (2) and (3),

controlled by the fuzzy controller Eq. (5), is global asymptotically stable if for given a positive δ ∈ IR,

there exist positive definite symmetric matrices V, S ∈ IRn � n, and matrices Yj ∈ IRr � m, H ∈ IRm � m

such that

S ¼ S
T
> 0 , V ¼ V

T
> 0 ; ð28Þ

AiSþ SA
T
i þ BiY iC þ C

T
Y
T
i B

T
i ∗

V � Sþ δAiSþ δBiY iC �2δS

" #

< 0 ; ð29Þ

Φij ∗

V � Sþ δ

AiSþ AjS

2
þ δ

BiY j þ BjY i

2
C �2δS

2

6

4

3

7

5
< 0 ; ð30Þ

CS ¼ HC ; ð31Þ

for i = 1, 2, …, s, as well as i = 1, 2, …, s � 1, j = 1 + 1, i + 2, …, s, hi(θ(t))hj(θ(t)) 6¼ 0, and
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Φij ¼
AiSþ SA

T
i

2
þ
AjSþ SA

T
j

2
þ
BiY jC þ C

T
Y
T
j B

T
i

2
þ
BjY iC þ C

T
Y
T
i B

T
j

2
: ð32Þ

When the above conditions hold, the control law gain matrices are given as

Ki ¼ Y iH
�1
: ð33Þ

Here and hereafter, ∗ denotes the symmetric item in a symmetric matrix.

Proof. Writing Eq. (6) in the form

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ Acijq tð Þ � _q tð Þ
� �

¼ 0 ; ð34Þ

then with an arbitrary symmetric positive definite matrix S ∈ IRn � n and a positive scalar

δ ∈ IR, it yields

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ q
T tð ÞSþ δ _q

T tð ÞS
� �

Acijq tð Þ � _q tð Þ
� �

¼ 0 : ð35Þ

Since S is positive definite, the new state variable coordinate system can be introduced so that

p tð Þ ¼ Sq tð Þ , _p tð Þ ¼ S _q tð Þ , V ¼ S
�1
PS

�1
: ð36Þ

Therefore, Eq. (14) can be rewritten as

_ν p tð Þð Þ ¼ _p
T tð ÞVp tð Þ þ p

T tð ÞV _p tð Þ < 0 ð37Þ

and Eq. (35) takes the form

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ p
T tð Þ þ δ _p

T tð Þ
� �

AcijSp tð Þ � S _p tð Þ
� �

¼ 0 : ð38Þ

Thus, adding Eq. (38) as well as the transposition of Eq. (38) to Eq. (37), it yields

_ν p ið Þð Þ ¼ _p
T tð ÞVp tð Þ þ p

T tð ÞV _p tð Þ

þ
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ p
T tð Þ þ δ _p

T tð Þ
� �

AcijSp tð Þ � S _p tð Þ
� �

þ
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ AcijSp tð Þ � S _p tÞð ÞT p tð Þ þ δ _p tð Þð Þ < 0 :
�

ð39Þ
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Using the notation

p
T
c tð Þ ¼ pT tð Þ _pT tð Þ

� �

; ð40Þ

the inequality Eq. (39) can be written as

_ν pc tð Þ
� �

¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞpTc tð ÞScijpc tð Þ < 0 ; ð41Þ

Scij ¼
Ai þ BiKjC
� �

Sþ S Ai þ BiKjC
� �T

∗

V � Sþ δ Ai þ BiKjC
� �

S �2δS

" #

< 0 : ð42Þ

Permuting the subscripts i and j in Eq. (41), and following the way used above, analogously it

can obtain

_ν pc tð Þ
� �

¼
X

s

i¼1

h2
i θ tð Þð ÞpTc tð ÞSciipc tð Þ þ 2

X

s�1

i¼1

X

s

j¼iþ1

hi θ tð Þð Þhj θ tð Þð ÞpTc tð Þ
Scij þ Scji

2
pc tð Þ < 0 : ð43Þ

Since r = m, it is now possible to set

KjCS ¼ KjHH
�1
CS ; ð44Þ

where H is a regular square matrix of appropriate dimension and introducing

H
�1
C ¼ CS

�1, Y j ¼ KjH ð45Þ

then Eqs. (42) and (45) imply Eqs. (29)–(31). This concludes the proof.

Note, Eq. (42) leads to the set of LMIs only if δ is a prescribed constant. (δ can be considered as

a tuning parameter). Considering δ as a LMI variable, Eq. (42) represents the set of bilinear

matrix inequalities (BMI).

Theorem 1 (enhanced relaxed design conditions). The equilibrium of the fuzzy system Eqs. (2) and (3),

controlled by the fuzzy controller Eq. (5), is global asymptotically stable if for given a positive δ ∈ IR

there exist positive definite symmetric matrices V, S ∈ IRn � n, the matrices X ij ¼ X
T
ji ∈ IRr�n

, and

Yj ∈ IRr � m, H ∈ IRm � m such that

S ¼ S
T
> 0 , V ¼ V

T
> 0 ,

X11 X12 ⋯ X1s

X21 X22 ⋯ X2s

⋮ ⋮ ⋱ ⋮

Xs1 Xs2 ⋯ Xss

2

6

6

6

6

4

3

7

7

7

7

5

> 0 ; ð46Þ

AiSþ SA
T
i þ BiY iC þ C

T
Y
T
i B

T
i þ X ii ∗

V � Sþ δAiSþ δBiY iC �2δS

� �

< 0 ; ð47Þ

Φij ∗

V � Sþ δ

AiSþ AjS

2
þ δ

BiY j þ BjY i

2
C �2δS

2

4

3

5 < 0 ; ð48Þ
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CS ¼ HC ; ð49Þ

for i = 1, 2, …, s, as well as i = 1, 2, …, s � 1, j = 1 + 1, i + 2, …, s, hi(θ(t))hj(θ(t)) 6¼ 0 and

Φij ¼
AiSþ SA

T
i

2
þ
AjSþ SA

T
j

2
þ
BiY jC þ C

T
Y
T
j B

T
i

2
þ
BjY iC þ C

T
Y
T
i B

T
j

2
þ
X ij þ X ji

2
: ð50Þ

When the above conditions hold, the control law gain matrices are given as

Ki ¼ Y iH
�1
: ð51Þ

Proof. Introducing the positive real term

νν θ tð Þð Þ ¼ q
T tð ÞZ θ tð Þð Þq tð Þ > 0 ; ð52Þ

Z θ tð Þð Þ ¼ Z
T
θ tð Þð Þ ¼

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞZij > 0 ; ð53Þ

where Zij ¼ Z
T
ji ∈ IRn�n, i, j = 1, 2, …, s is the set of associated matrices and using the state

coordinate transform Eq. (36), then Eq. (53) can be rewritten as

νν p tð Þð Þ ¼
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞpT tð ÞX ijp tð Þ > 0 , X ij ¼ S
�1
ZijS

�1 ¼ X
T
ji ; ð54Þ

where

Z θ tð Þð Þ ¼ h1ðθ tð Þp tð Þ h2ðθ tð Þp tð Þ ⋯ hsðθ tð Þp tð Þ½ �

X11 X12 ⋯ X1s

X21 X22 ⋯ X2s

⋮ ⋮ ⋱ ⋮

Xs1 Xs2 ⋯ Xss

2

6

6

4

3

7

7

5

h1ðθðtÞp tð Þ
h2ðθðtÞpðtÞ

⋮

hsðθðtÞpðtÞ

2

6

6

4

3

7

7

5

ð55Þ

is symmetric, an positive definite if Eq. (46) is satisfied. Then, in the sense of the Krasovskii

theorem (see, for example, Ref. [22]), it can be set up in Eq. (39)

_ν p ið Þð Þ ¼ _p
T tð ÞVp tð Þ þ p

T tð ÞV _p tð Þ

þ
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þ p
T tð Þ þ δ _p

T tð Þ
� �

AcijSp tð Þ � S _p tð Þ
� �

þ
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞðAcijSp tð Þ � S _p tÞð ÞT p tð Þ þ δ _p tð Þð Þ

< �
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞpT tð ÞX ijp tð Þ

< 0,

ð56Þ

which in the consequence, modifies Eq. (42) as follows
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Scij ¼
Ai þ BiKjC
� �

Sþ S Ai þ BiKjC
� �T

þ X ij ∗

V � Sþ δ Ai þ BiKjC
� �

S �2δS

" #

< 0 : ð57Þ

Following the same way as in the proof of Proposition 2, then Eqs. (47) and (48) can be derived

from Eq. (57), while Eq. (55) implies Eq. (46). This concludes the proof.

This principle naturally exploits the affine TS model properties. Introducing the slack matrix

variable S into the LMIs, the system matrices are decoupled from the equivalent Lyapunov

matrix V. Note, to respect the conditions X1j ¼ XT
ji , the set of inequalities Eqs. (47) and (48) have

to be constructed. In the opposite case, constructing a set on s2 LMIs, the constraint conditions

have to be set as X1j ¼ XT
ij > 0, that is, the weighting matrices have to be symmetric positive

definite.

Corollary 1 Prescribing S = V and using the Schur complement property, then Eq. (57) implies

AcijSþ SA
T
cij þ X ij þ 0:5δSAT

cijδ
�1S�1

δAcijS < 0 ð58Þ

and for δ = 0 evidently, it has to be

AcijSþ SA
T
cij þ X ij < 0 : ð59Þ

Evidently, then Eqs. (47) and (48) imply

S Ai þ BiKiCð ÞT þ Ai þ BiKiCð ÞSþ X ii < 0 ; ð60Þ

Ai þ BiKjC
� �

S

2
þ

Aj þ BjKiC
� �

S

2
þ
S Ai þ BiKjC
� �T

2
þ
S Aj þ BjKiC
� �T

2
þ
X ij þ X ji

2
< 0 : ð61Þ

Considering S = W and comparing with Eqs. (23) and (24), then Eqs. (60) and (61) are the

extended set of inequalities Eqs. (23) and (24). The result is that the equilibrium of the fuzzy

system Eqs. (2) and (3), controlled by the fuzzy controller Eq. (5), is global asymptotically

stable if there exist a positive definite symmetric matrices S ∈ IRn � n, the matrices X1j ¼ XT
ji

∈ IRr�n, and Yj ∈ IRr � n, H ∈ IRm � m such that

S ¼ ST > 0 ,

X11 X12 ⋯ X1s

X21 X22 ⋯ X2s

⋮ ⋮ ⋱ ⋮

Xs1 Xs2 ⋯ Xss

2

6

6

4

3

7

7

5

> 0 ; ð62Þ

AiSþ SA
T
i þ BiY iC þ CTY

T
i B

T
i þ X ii < 0 ; ð63Þ

AiSþ SA
T
i

2
þ
AjSþ SA

T
j

2
þ
BiY jC þ CTY

T
j B

T
i

2
þ
BjY iC þ CTY

T
i B

T
j

2

X ij þ X ji

2
< 0 ; ð64Þ

CS ¼ HC ; ð65Þ
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for i = 1, 2, …, s, as well as i = 1, 2, …, s � 1, j = 1 + 1, i + 2, …, s, and hi(θ(t))hj(θ(t)) 6¼ 0.

Subsequently, if this set of LMIs is satisfied, the set of control law gain matrices is given as

Ki ¼ Y iH
�1

: ð66Þ

These LMIs form relaxed design conditions.

Note the derived results are linked to some existing finding when the design problem involves

additive performance requirements and the relaxed quadratic stability conditions of fuzzy

control systems (see, e.g., Refs. [11, 19]) are equivalently steered.

4. Forced mode in static output control

In practice, the plant with r = m (square plants) is often encountered, since in this case, it is

possible to associate with each output signal as a reference signal, which is expected to

influence this wanted output. Such mode, reflecting nonzero set working points, is called the

forced regime.

Definition 2 A forced regime for the TS fuzzy system Eqs. (2) and (3) with the TS fuzzy static output

controller Eq. (5) is foisted by the control policy

u tð Þ ¼
X

s

j¼1

hj θ tð Þð ÞKjy tð Þ þ
X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞW ijw tð Þ ; ð67Þ

where r =m,w(i) ∈ IRm is desired output signal vector, andWij ∈ IRm � m, i, j = 1, 2, … s is the set

of the signal gain matrices.

Lemma 1. The static decoupling challenge is solvable if (Ai, Bi) is stabilizable and

rank
Ai Bi

C 0

� �

¼ nþm : ð68Þ

Proof. If (Ai, Bi) is stabilizable, it is possible to find Kj such that matrices Acij = Ai + BiKjC are

Hurwitz. Assuming that for such Kj, it yields

rank
Ai Bi

C 0

� �

¼ rank
Ai Bi

C 0

� �

In 0
KjC Im

� �

¼ rank
Ai þ BiKjC Bi

C 0

� �

; ð69Þ

rank
Ai þ BiKjC Bi

C 0

� �

¼ rank
In 0

�C Ai þ BiKjC
� ��1

Im

� �

Ai þ BiKjC Bi

C 0

� �

; ð70Þ

respectively, then

rank
Ai Bi

C 0

� �

¼ rank
Ai þ BiKjC Bi

0 �C Ai þ BiKjC
� ��1

Bi

� �

¼ nþm ; ð71Þ

since rank(Ai + BiKjC) = n, and rankBi = m.
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Thus, evidently, it has to be satisfied

rank C Ai þ BiKjC
� ��1

Bi

� 	

¼ m : ð72Þ

This concludes the proof.

Theorem 2. To reach a forced regime for the TS fuzzy system Eqs. (2) and (3) with the TS fuzzy control

policy Eq. (67), the signal gain matrices have to take the forms

W ij ¼ C Ai þ BiKjC
� ��1

Bi

� 	�1
; ð73Þ

where Wij ∈ IRm � m, i, j = 1, 2, … s.

Proof. In a steady state, which corresponds to _q tð Þ ¼ 0, the equality yo = wo must hold, where

qo ∈ IRn, θo ∈ IRq, yo, wo ∈ IRm are the vectors of steady state values of q(t), θ(t), y(t), w(t),

respectively.

Substituting Eq. (67) in Eq. (2) yields the expression

X

s

i¼1

X

s

j¼1

hi θoð Þhj θoð Þ Ai þ BiKjC
� �

qo þ BiW ijwo

� �

¼ 0 ; ð74Þ

�
X

s

i¼1

X

s

j¼1

hi θoð Þhj θoð Þqo ¼ �qo ¼
X

s

i¼1

X

s

j¼1

hi θoð Þhj θoð Þ Ai þ BiKjC
� ��1

BiW ijwo ; ð75Þ

respectively, and it can be set

yo ¼ Cqo ¼ �
X

s

i¼1

X

s

j¼1

hi θoð Þhj θoð ÞC Ai þ BiKjC
� ��1

BiW ijwo ¼ Imwo : ð76Þ

Thus, Eq. (76) gives the solution

W
�1
ij ¼ �C Ai þ BiKjC

� ��1
Bi ; ð77Þ

which implies Eq. (68). Hence, declaredly,

rankW j ¼ rank C Ai þ BiKjC
� ��1

Bi

� 	

¼ m : ð78Þ

This concludes the proof.

The forced regime is basically designed for constant references and is very closely related to

shift of origin. If the command value w(t) is changed “slowly enough,” the above scheme can

do a reasonable job of tracking, that is, making y(t) follow w(t) [23].
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5. Bi-proper dynamic output controller

The full order biproper dynamic output controller is defined by the equation

_p tð Þ ¼
X

s

j¼1

hj θ tð Þð Þ J jp tð Þ þ Ljy tð Þ
� 	

; ð79Þ

u tð Þ ¼
X

s

j¼1

hj θ tð Þð Þ Mjp tð Þ þN jy tð Þ
� �

; ð80Þ

where p(t) ∈ IRh is the vector of the controller state variables and the parameter matrix

K
∘

j ¼
J j Lj

Mj N j

� �

; ð81Þ

K
∘

j ∈ IR nþrð Þ� hþmð Þ, is considered in this block matrix structure with respect to the matrices

Jj ∈ IRh � h, Lj ∈ IRh � m, Mj ∈ IRr � h, and Nj ∈ IRr � m. For simplicity, the full order p = n

controller is considered in the following.

To analyze the stability of the closed-loop system structure with the dynamic output controller,

the closed-loop system description implies the following form

_q
∘ tð Þ ¼

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞA∘

cijq
∘ tð Þ ; ð82Þ

y
∘ tð Þ ¼ I

∘
C
∘
q
∘ tð Þ ; ð83Þ

where

q
∘T tð Þ ¼ qT tð Þ pT tð Þ

� �

; ð84Þ

A
∘

cij ¼
Ai þ BiN jC BiMj

LjC N j

� �

, I
∘ ¼ 0 Im½ �, C

∘ ¼
0 In

C 0

� �

ð85Þ

and A
∘

cij ∈ IR2n�2n, I∘ ∈ IRm � (n + m), C∘
∈ IR(n + m) � 2n.

Introducing the notations

A
∘

i ¼
Ai 0
0 0

� �

, B
∘

i ¼
0 Bi

In 0

� �

; ð86Þ

where A∘

i ∈ IR2n�2n, B∘

i ∈ IR2n� nþrð Þ, the closed-loop system matrices take the equivalent forms
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A
∘

cij ¼ A
∘

i þ B
∘

iK
∘

jC
∘
: ð87Þ

In the sequel, it is supposed that A
∘

i ;B
∘

i

� �

is stabilizable, A
∘

i ;C
∘

i

� �

is detectable [24].

Note this kind of controllers can be preferred in fault tolerant control (FTC) structures with

virtual actuators [25].

Theorem 3 (relaxed design conditions). The equilibrium of the fuzzy system Eqs. (2) and (3) controlled

by the fuzzy dynamic output controller Eqs. (79) and (80) is global asymptotically stable if there exist a

positive definite symmetric matrix S
∘
∈ IR2n � 2n, symmetric matrices X∘

ij ¼ X
∘

ji ∈ IR2n�2n, a regular

matrix H
∘
∈ IR(n + m) � (n + m)

, and matrices Y ∘

j ∈ IR nþrð Þ� nþmð Þ such that

S
∘ ¼ S

∘T
> 0 ,

X
∘

11 X
∘

12 ⋯ X
∘

1s

X
∘

21 X
∘

22 ⋯ X
∘

2s

⋮ ⋮ ⋱ ⋮

X
∘

s1 X
∘

s2 ⋯ X
∘

ss

2

6

6

4

3

7

7

5

> 0 ; ð88Þ

A
∘

iS
∘ þ S

∘
A

∘T
i þ B

∘

iY
∘

iC
∘ þ C

∘T
Y
∘T
i B

∘T
i þ X

∘

ii < 0 ; ð89Þ

A
∘

i þ A
∘

j

2
S
∘ þ S

∘
A

∘T
i þ A

∘T
j

2
þ
B
∘

iY
∘

j þ B
∘

jY
∘

i

2
C
∘ þ C

∘T
Y
∘T
j B

∘T
i þ Y

∘T
i B

∘T
j

2
þ
X

∘

ij þ X
∘

ji

2
< 0 ; ð90Þ

C
∘
S
∘ ¼ H

∘
C
∘
; ð91Þ

for all i ∈ 〈1, 2, … s〉, i < j ≤ s, i, j ∈ 〈1, 2, … s〉, respectively, and hi(θ(t))hj(θ(t)) 6¼ 0.

When the above conditions hold, the set of control law gain matrices are given as

K
∘

j ¼ Y
∘

j H
∘ð Þ�1, j ¼ 1, 2,…, s ð92Þ

Proof. Defining the Lyapunov function as follows

ν q
∘ tð Þð Þ ¼ q

∘T tð ÞP∘
q
∘ tð Þ > 0 ; ð93Þ

where P
∘
∈ IR2n � 2n is a positive definite matrix, then the time derivative of ν(q(t)) along a

closed-loop system trajectory is

_ν q
∘ tð Þð Þ ¼ _q

∘T tð ÞP∘
q
∘ tð Þ þ q

∘T tð ÞP∘
_q
∘ tð Þ < 0 : ð94Þ

Substituting Eq. (87), then Eq. (94) implies

_ν q
∘ tð Þð Þ ¼

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þq∘T tð ÞP∘

cijq
∘ tð Þ < 0 ; ð95Þ

P
∘

cij ¼ P
∘
A

∘

cij þ A
∘T
cijP

∘
: ð96Þ

Since P∘ is positive definite, the state coordinate transform can now be defined as
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q
∘ tð Þ ¼ S

∘
p
∘ tð Þ , S

∘ ¼ P
∘ð Þ�1

; ð97Þ

and subsequently Eqs. (95) and (96) can be rewritten as

_ν p
∘ tð Þð Þ ¼

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þp∘T tð ÞS⋄cijp
∘ tð Þ < 0 ; ð98Þ

S
⋄

cij ¼ A
∘

cijS
∘ þ S

∘
A

∘T
cij : ð99Þ

Introducing, analogously to Eqs. (54) and (55), the positive term

νν p
∘ tð Þð Þ ¼ p

∘T tð ÞZ∘
θ tð Þð Þp∘ tð Þ > 0 ; ð100Þ

defined by the set of matrices X
∘

ij ¼ X
∘T
ji ∈ IRn�n, i, j ¼ 1, 2,…, s

n o

in the structure Eq. (88) such

that

Z
∘
θ tð Þð Þ ¼ Z

∘T
θ tð Þð Þ ¼

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð ÞX∘

ij > 0 ; ð101Þ

then, in the sense of Krasovskii theorem, it can be set up

_ν p
∘ tð Þð Þ ¼

X

s

i¼1

X

s

j¼1

hi θ tð Þð Þhj θ tð Þð Þp∘T tð ÞS∘cijp
∘ tð Þ < 0 ; ð102Þ

where

S
∘

cij ¼ A
∘

cijS
∘ þ S

∘
A

∘T
cij þ X

∘

ij : ð103Þ

Therefore, Eq. (102) can be factorized as follows

_ν p
∘ tð Þð Þ ¼

X

s

i¼1

h2i θ tð Þð Þp∘T tð ÞS∘ciip
∘ tð Þ þ 2

X

s�1

i¼1

X

s

j¼iþ1

hi θ tð Þð Þhj θ tð Þð Þp∘T tð Þ
S
∘

cij þ S
∘

cji

2
p
∘ tð Þ < 0 ; ð104Þ

which, using Eq. (87), leads to the following sets of inequalities

A
∘

iS
∘ þ S

∘
A

∘T
i þ B

∘

iK
∘

jC
∘
S
∘ þ S

∘
C
∘T
K

∘T
j B

∘T
i þ X

∘

ij < 0 ; ð105Þ

A
∘

i þ B
∘

iK
∘

jC
∘

� 	

S
∘

2
þ

A
∘

j þ B
∘

jK
∘

iC
∘

� 	

S
∘

2
þ
S
∘
A

∘

i þ B
∘

iK
∘

jC
∘

� 	T

2

þ
S
∘
A

∘

j þ B
∘

jK
∘

iC
∘

� 	T

2
þ
X

∘

ij þ X
∘

ji

2
< 0 ;

ð106Þ

for i = 1, 2, …, s, as well as i = 1, 2, …, s � 1, j = 1 + 1, i + 2, …, s, and hi(θ(t))hj(θ(t)) 6¼ 0.
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Analyzing the product B∘

iK
∘

jC
∘S∘ , it can set

B∘

iK
∘

jC
∘S∘ ¼ B∘

iK
∘

jH
∘ H∘ð Þ�1

C∘S∘ ¼ B∘

iY
∘

jC
∘
; ð107Þ

where

K∘

jH
∘ ¼ Y

∘

j , H∘ð Þ�1
C∘ ¼ C∘ S∘ð Þ�1 ð108Þ

and H
∘
∈ IR(m + n) � (m + n) is a regular square matrix. Thus, with Eq. (108), then Eqs. (105) and

(106) implies Eqs. (89) and (90) and Eq. (108) gives Eq. (91). This concludes the proof.

This theorem provides the sufficient condition under LMIs and LME formulations for the

synthesis of the dynamic output controller reflecting the membership function properties.

For the same reasons as in Theorem 1, the following theorem is proven.

Theorem 4 (enhanced relaxed design conditions). The equilibrium of the fuzzy system Eqs. (2) and (3)

controlled by the fuzzy dynamic output controller Eqs. (79) and (80) is global asymptotically stable if for

given a positive δ ∈ IR there exist positive definite symmetric matrices V∘, S∘ ∈ IRn � n, and matrices

Y
∘

j ∈ IRr�n, H∘
∈ IRm � m such that

S∘ ¼ S∘T > 0 , V ∘ ¼ V ∘T
> 0 ,

X∘

11 X∘

12 ⋯ X∘

1s

X∘

21 X∘

22 ⋯ X∘

2s

⋮ ⋮ ⋱ ⋮

X∘

s1 X∘

s2 ⋯ X∘

ss

2

6

6

4

3

7

7

5

> 0 ; ð109Þ

A
∘

iS
∘ þ S∘A

∘T
i þ B∘

iY
∘

iC
∘ þ C∘TY

∘T
i B∘T

i ∗

V ∘ � S∘ þ δA
∘

iS
∘ þ δB∘

iY
∘

iC
∘ �2δS∘

� �

< 0 ; ð110Þ

Φ
∘

ij ∗

V ∘ � S∘ þ δ
A

∘

iS
∘ þ A

∘

jS
∘

2
þ δ

B∘

iY
∘

j þ B∘

jY
∘

i

2
C∘ �2δS∘

2

4

3

5 < 0 ; ð111Þ

C∘S∘ ¼ H∘C∘
; ð112Þ

for i = 1, 2, …, s, as well as i = 1, 2, …, s � 1, j = 1 + 1, i + 2, …, s, hi(θ(t))hj(θ(t)) 6¼ 0, and

Φ
∘

ij ¼
A

∘

iS
∘ þ S∘A

∘T
i

2
þ
A

∘

jS
∘ þ S∘A

∘T
j

2
þ
B∘

iY
∘

jC
∘ þ C∘TY

∘T
j B∘T

i

2
þ
B∘

jY
∘

iC
∘ þ C∘TY

∘T
i B∘T

j

2
: ð113Þ

When the above conditions hold, the control law gain matrices are given as

K∘

i ¼ Y
∘

i H
∘ð Þ�1

: ð114Þ

Proof. Since Eq. (82), Eq. (87) takes formally the same structure as Eqs. (6) and (7), following the

same way as in the proof of Theorem 1, the conditions given in Theorem 4 can be obtained.

From this reason, the proof is omitted. Compare, for example, Ref. [17].

Following the presented results, it is evident that the standard as well as the enhanced conditions

for biproper dynamic output controller design can be derived from Theorem 3 and Theorem 4 in

a simple way.
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6. Illustrative example

The nonlinear dynamics of the system is represented by TS model with s = 3 and the system

model parameters [20]

A1 ¼

�1:0522 �1:8666 0:5102

�0:4380 �5:4335 0:9205

�0:5522 0:1334 �0:4898

2

6

4

3

7

5
,A2 ¼

�1:0565 �1:8661 0:5116

�0:4380 �5:4359 0:9214

�0:5565 0:1339 �0:4884

2

6

4

3

7

5
,

A3 ¼

�1:0602 �1:8657 0:5133

�0:4381 �5:4353 0:9216

�0:5602 0:1343 �0:4867

2

6

4

3

7

5
,B ¼

�0:1765 0:0000

0:0000 0:0000

0:1176 0:4721

2

6

4

3

7

5
,C ¼

1 0 0

0 1 0

" #

:

To the statevectorq(t) are associated thepremisevariables and themembership functions as follows

θ tð Þ ¼
θ1 tð Þ
θ2 tð Þ
θ3 tð Þ

2

4

3

5,θi tð Þ ¼
θ1 tð Þ if q1 tð Þ is about 2:5,
θ2 tð Þ if q1 tð Þ is about 0,
θ3 tð Þ if q1 tð Þ is about � 2:5,

h1 θ2 tð Þð Þ ¼ 1�
1

2:5
jθ2 tð Þ � 2:5j

h2 θ1 tð Þð Þ ¼ 1�
1

2:5
jθ1 tð Þj

h3 θ3 tð Þð Þ ¼ 1�
1

2:5
jθ3 tð Þ þ 2:5j

8

>

>

>

>

>

<

>

>

>

>

>

:

while the generalized premise variable is θ(t) = q1(t).

Thus, solving Eqs. (46)–(49) for prescribed δ = 1.2 with respect to the LMI matrix variables S, V

H, Yi, j = 1, 2, 3, and Xij, i, j = 1, 2, 3 using Self–Dual–Minimization (SeDuMi) package for

Matlab [26], then the feedback gain matrix design problem was feasible with the results

S ¼

0:3899 �0:0102 �0:0000

�0:0102 0:1596 �0:0000

�0:0000 �0:0000 0:4099

2

6

4

3

7

5
,V ¼

0:9280 0:1235 �0:1525

0:1235 1:1533 �0:3979

�0:1525 �0:3979 0:7574

2

6

4

3

7

5
,

H ¼
0:3899 �0:0102

�0:0102 0:1596

� �

,

X ¼

0:4567 0:0983 �0:0517 0:0694 0:0463 �0:0174 0:0694 0:0463 �0:0174

0:0983 0:7153 �0:1118 0:0463 0:1906 �0:0441 0:0463 0:1905 �0:0440

�0:0517 �0:1118 0:1883 �0:0175 �0:0442 0:0143 �0:0175 �0:0442 0:0142

0:0694 0:0463 �0:0175 0:4573 0:0981 �0:0515 0:0695 0:0463 �0:0174

0:0463 0:1906 �0:0442 0:0981 0:7154 �0:1115 0:0463 0:1905 �0:0440

�0:0174 �0:0441 0:0143 �0:0515 �0:1115 0:1876 �0:0175 �0:0441 0:0142

0:0694 0:0463 �0:0175 0:0695 0:0463 �0:0175 0:4578 0:0978 �0:0514

0:0463 0:1905 �0:0442 0:0463 0:1905 �0:0441 0:0978 0:7152 �0:1111

�0:0174 �0:0440 0:0142 �0:0174 �0:0440 0:0142 �0:0514 �0:1111 0:1868

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

,

Y1 ¼
0:5607 �0:4590

0:1544 �0:1191

� �

,Y2 ¼
0:5558 �0:4577

0:1579 �0:1207

� �

,Y3 ¼
0:5518 �0:4566

0:1606 �0:1222

� �

;

Substituting the above parameters into Eq. (51) to solve the controller parameters, the follow-

ing gain matrices are obtained
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K1 ¼

1:3653 �2:7895

0:3772 �0:7224

" #

,K2 ¼
1:3530 �2:7823

0:3860 �0:7318

" #

,K3 ¼
1:3428 �2:7761

0:3925 �0:7406

" #

,

Ac22 ¼

�1:2953 �1:3750 0:5116

�0:4380 �5:4359 0:9214

�0:2152 �0:5388 �0:4884

2

6

4

3

7

5

,Ac31 ¼

�1:3012 �1:3734 0:5133

�0:4381 �5:4353 0:9216

�0:2216 �0:5348 �0:4867

2

6

4

3

7

5

;

For simplicity, other closed-loop matrices of subsystem dynamics are not listed here.

Since the diagonal elements of Acij, i, j = 1, 2, 3, are dominant, in terms of Gerschgorin

theorem [27, 28], all eigenvalues of Acij are real, resulting in the aperiodic dynamics, that is,

Figure 1. TS fuzzy static output control structure in a forced mode.
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ñ Ac11ð Þ ¼ �0:6751, � 1:0816, � 5:4598f g , ñ Ac21ð Þ ¼ �0:6756, � 1:0842, � 5:4620f g ,

ñ Ac31ð Þ ¼ �0:6757, � 1:0861, � 5:4613f g , ñ Ac12ð Þ ¼ �0:6745, � 1:0805, � 5:4593f g ,

ñ Ac22ð Þ ¼ �0:6750, � 1:0831, � 5:4615f g , ñ Ac32ð Þ ¼ �0:6751, � 1:0851, � 5:4609f g ,

ñ Ac13ð Þ ¼ �0:6742, � 1:0795, � 5:4588f g , ñ Ac23ð Þ ¼ �0:6748, � 1:0820, � 5:4610f g ,

ñ Ac33ð Þ ¼ �0:6748, � 1:0840, � 5:4604f g :

Figure 1 gives the associated TS fuzzy static output control structure in a forced mode.

For Eqs. (88)–(91), it can find the following feasible solutions by using the given design procedure

S∘ ¼

0:6194 �0:0614 0:0000 0:0000 0:0000 0:0000

�0:0614 0:1305 0:0000 0:0000 0:0000 0:0000

0:0000 0:0000 0:8724 0:0000 0:0000 0:0000

0:0000 0:0000 0:0000 0:7066 0:0000 0:0000

0:0000 0:0000 0:0000 0:0000 0:7066 0:0000

0:0000 0:0000 0:0000 0:0000 0:0000 0:7066

2

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

5

,

H∘ ¼

0:7066 0:0000 0:0000 0:0000 0:0000

0:0000 0:7066 0:0000 0:0000 0:0000

0:0000 0:0000 0:7066 0:0000 0:0000

0:0000 0:0000 0:0000 0:6808 �0:0614

0:0000 0:0000 0:0000 0:4889 0:0691

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

,

Y1 ¼

�0:5668 0:0000 0:0000 0:0000 0:0000

0:0000 �0:5668 0:0000 �0:0001 0:0000

0:0000 0:0000 �0:5667 0:0000 0:0000

0:0000 0:0000 0:0000 0:3612 �0:2783

0:0000 0:0000 0:0000 0:7396 �1:1397

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

,

Y2 ¼

�0:5668 0:0000 0:0000 0:0000 0:0000

0:0000 �0:5668 0:0000 �0:0001 0:0000

0:0000 0:0000 �0:5667 0:0000 0:0000

0:0000 0:0000 0:0000 0:3615 �0:2784

0:0000 0:0000 0:0000 0:7397 �1:1397

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

,

Y3 ¼

�0:5667 �0:0001 0:0000 0:0000 0:0000

�0:0001 �0:5667 0:0000 �0:0001 0:0000

0:0000 0:0000 �0:5668 0:0000 0:0000

0:0000 0:0000 0:0000 0:3519 �0:2859

�0:0001 0:0000 �0:0001 0:7486 �1:1421

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

and, computing the biproper dynamic output controller parameters, then
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J1 ¼

�0:8022 0:0000 0:0000

0:0000 �0:8021 0:0000

0:0000 0:0000 �0:8021

2

6

4

3

7

5

, L1 ¼ 10�3

0:0394 0:0048

�0:3143 0:3318

0:0221 �0:0508

2

6

4

3

7

5

,

M1 ¼ 10�4
�0:2041 0:1504 �0:0600

�0:5318 0:0915 �0:3275

" #

, N1 ¼
2:0889 �2:1701

7:8914 �9:4765

" #

,

J2 ¼

�0:8022 0:0001 0:0000

0:0001 �0:8022 0:0000

0:0000 0:0000 �0:8021

2

6

4

3

7

5

, L2 ¼ 10�3

�0:2009 0:3531

0:0453 �0:2017

�0:1903 0:1765

2

6

4

3

7

5

,

M2 ¼ 10�4
�0:2022 0:1779 0:1796

�0:4575 0:0413 0:2985

" #

, N2 ¼
2:0897 �2:1707

7:8915 �9:4766

" #

,

J3 ¼

�0:8020 �0:0001 0:0000

�0:0001 �0:8021 0:0000

0:0000 0:0000 �0:8022

2

6

4

3

7

5

, L3 ¼ 10�3

�0:0641 0:0139

�0:1516 0:2382

�0:2116 0:2630

2

6

4

3

7

5

,

M3 ¼ 10�4
�0:0135 0:0020 �0:0238

�0:0917 0:0218 �0:1102

" #

, N3 ¼
2:1286 �2:2445

7:9148 �9:4907

" #

:

It is evident that all matrices Ji, i = 1.2.3 are Hurwitz, which rise up a TS fuzzy stable dynamic

output controller, and based on the solutions obtained, the TS fuzzy dynamic controller can be

designed via the concept of PDC.

Verifying the closed-loop stability, it can compute the eigenvalue spectra as follows

ñ Ac11ð Þ ¼ �0:8022, � 0:8021, � 0:8021, � 4:3774, � 1:2919� 0:2804 if g ,

ñ Ac21ð Þ ¼ �0:8022, � 0:8021, � 0:8021, � 4:3774, � 1:2919� 0:2804 if g ,

ñ Ac21ð Þ ¼ �0:8022, � 0:8021, � 0:8021, � 4:3774, � 1:2919� 0:2804 if g ,

ñ Ac12ð Þ ¼ �0:8022, � 0:8021, � 0:8021, � 4:3774, � 1:2919� 0:2805 if g ,

ñ Ac22ð Þ ¼ �0:8022, � 0:8021, � 0:8021, � 4:3774, � 1:2919� 0:2805 if g ,

ñ Ac32ð Þ ¼ �0:8022, � 0:8021, � 0:8021, � 4:3788, � 1:2946� 0:2963 if g ,

ñ Ac13ð Þ ¼ �0:8020, � 0:8023, � 0:8023, � 4:3713, � 1:2919� 0:2797 if g ,

ñ Ac23ð Þ ¼ �0:8020, � 0:8023, � 0:8023, � 4:3713, � 1:2919� 0:2797 if g ,

ñ Ac33ð Þ ¼ �0:8020, � 0:8023, � 0:8023, � 4:3728, � 1:2945� 0:2958 if g :

7. Concluding remarks

New approach for static and dynamic output feedback control design, taking into account the

affine properties of the TS fuzzy model structure, is presented in the chapter. Applying the

fuzzy output control schemes relating to the parallel-distributed output compensators, the

method presented methods that significantly reduces the conservativeness in the control
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design conditions. Sufficient existence conditions of the both output controller realization,

manipulating the global stability of the system, implies the parallel decentralized control

framework which stabilizes the nonlinear system in the sense of Lyapunov, and the design of

controller parameters, resulting directly from these conditions, is a feasible numerical problem.

An additional benefit of the method is that controllers use minimum feedback information

with respect to desired system output and the approach is flexible enough to allow the

inclusion of additional design conditions. The validity and applicability of the approach is

demonstrated through numerical design examples.
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A Fuzzy Logic Approach for Separation Assurance and

Collision Avoidance for Unmanned Aerial Systems

Brandon Cook, Tim Arnett and Kelly Cohen

Abstract

In the coming years, operations in low altitude airspace will vastly increase as the
capabilities and applications of small unmanned aerial systems (sUAS) continue to
multiply. Therefore, finding solutions to managing sUAS in highly congested airspace
will facilitate sUAS operations. In this study, a fuzzy logic-based approach was used to
help mitigate the risk of collisions between aircraft using separation assurance and
collision avoidance techniques. The system was evaluated for its effectiveness at miti-
gating the risk of mid-air collisions between aircraft. This system utilizes only current
state information and can resolve potential conflicts without knowledge of intruder
intent. The avoidance logic was verified using formal methods and shown to select the
correct action in all instances. Additionally, the fuzzy logic controllers were shown to
always turn the vehicles in the correct direction. Numerical testing demonstrated that
the avoidance system was able to prevent a mid-air collision between two sUAS in all
tested cases. Simulations were also performed in a three-dimensional environment with
a heterogeneous fleet of sUAS performing a variety of realistic missions. Simulations
showed that the system was 99.98% effective at preventing mid-air collisions when
separation assurance was disabled (unmitigated case) and 100% effective when enabled
(mitigated case).

Keywords: fuzzy logic,UAS, collision avoidance, separation assurance, formal methods,
satisfiability modulo theories

1. Introduction

In recent times, there have been substantial advances in the capability of mobile robots in several

aerospace applications. These advances include autonomous intelligence, surveillance, and

reconnaissance (ISR) efforts [1], aerial firefighting [2], and aerial delivery services [3]. However,

despite the potential benefits, these advancements are currently being under-utilized due to
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several unresolved safety issues with integrating these platforms into the National Airspace

System (NAS). As a result of these shortcomings, there is a need to develop algorithms that

allow a heterogeneous team of small unmanned aerial systems (sUAS) to interact autonomously

and perform time-critical tasks in complex environments. As the applications and capabilities of

sUAS continue to proliferate, it is imperative to address the safe integration of these vehicles into

the NAS.

Most of the work in this area deals with separation assurance, as it typically takes priority in

NAS conflict resolution scenarios [4, 5]. However, most methods necessitate the communica-

tion of state information between the vehicles in order to properly select resolution actions [6].

For collision avoidance, several intelligent systems have been developed with promising

results [7–12], but few have also shown behavioral verification using formal methods [13, 14].

To facilitate real-time control of a large number of sUAS, a fuzzy logic approach was implemented.

This approach was utilized to mitigate the risk of losses of separation and ultimately collisions,

between the sUAS. In order to generate scenarios to test the sUAS's ability to avoid collisions, a

realistic simulation environment was created. This simulation environment was developed in a

modular fashion, such that various algorithms could be implemented to coordinate sUAS maneu-

vers. This enables various vehicle platforms, sensor models, software packages, and traffic manage-

ment methodologies to be tested and evaluated.

The main goal of this research is to develop a high-level concept of operations for a UAS traffic

management (UTM) system. This system must address the challenges of collision avoidance

and separation assurance. Each of these platforms will utilize fuzzy logic controllers (FLCs) to

enable real-time decision-making and dynamic control. Additionally, the confidence in correct

decision-making and avoidance control outputs needs to be extremely high. Therefore, formal

methods were employed for behavioral verification.

The remainder of the paper is as follows. In Section 2, background material on some of the

methods and tools used in this work is described. Section 3 details the proposed solution,

which includes the separation assurance and collision avoidance methods. This includes

detailed development procedures for the decision-making and fuzzy avoidance controllers.

Section 4 presents the methodology for implementing and evaluating the decision-making and

fuzzy avoidance controllers using formal methods. Section 5 then explains the test cases, their

implementations, and an overview of the simulation environment and constraints. Section 6

presents results from the formal methods evaluations and simulation runs, and finally, Sec-

tion 7 discusses conclusions and opportunities for future work.

2. Background

2.1. Hybrid fuzzy systems

Most fuzzy inference systems (FISs) involve multiple operations that associate inputs to out-

puts based on multiple if-then rules that are resolved to a singleton. The output space is

typically nonlinear and difficult to describe as a function of the input variables. However, by
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constraining the FIS to have particular properties and association methods, an explicit expres-

sion can be more easily found.

Hybrid systems are systems that have regions of continuous behavior separated by discrete

transitions [15]. This is analogous to a subset of FISs that contain membership functions that

are constrained to a finite domain. Such FISs can be represented as hybrid systems after an

explicit expression is found. This expression maps an input set to an output set using a set of

mathematical functions. This is useful due to the number of low-level tools that have been

developed for analyzing hybrid systems. Among these are formal methods tools [16], which

are described in the following section.

2.2. Formal methods

In systems such as UTM collision avoidance algorithms, the level of confidence that they will

always behave as intended needs to be extremely high. Typical methods for evaluating these

algorithms usually involve simulation, but simulation and other numerical methods can miss

critical cases that result in undesired behavior. To increase the confidence that the avoidance

algorithms presented work as intended, formal methods were employed. Formal methods are

defined by NASA as “mathematically rigorous techniques and tools for the specification,

design, and verification of software and hardware systems.” [17] There are numerous types of

tools that fall under this definition, but in this work, satisfiability modulo theories (SMT)

solvers and model checkers were used.

SMT solvers are tools that extend the Boolean Satisfiability (SAT) problem to first order logic

(FOL) sentences and incorporate other theories for evaluating the truth assignments of vari-

ables (real values, bitvectors, etc.). If a behavior can be described in FOL, it can be encoded and

evaluated by an SMT solver to find truth assignments that violate this behavior. If a behavior is

found, it is returned as satisfying the behavioral specification. If there are no possible assign-

ments to the variables that render the specification true, it is then said to be unsatisfiable.

Therefore, “safety” properties, properties which should always hold true, can be evaluated by

negating a specification that encapsulates the respective behavior. If a satisfying case is found

for the negated specification, this means that there are conditions that violate the original

specification. If no satisfying cases are found, then the original specification will hold for all

possible conditions.

Model checkers are tools that exhaustively check the states of a system to search for combina-

tions of variable assignments that violate behavioral specifications. In finite state systems, they

use deductive proofs, and in infinite state systems, they can use inductive methods. These tools

can also use SAT or SMT solvers in conjunction with their own search methods for finding

counterexample cases. Encoding safety properties in model checkers is slightly different,

however, as model checkers typically use some type of temporal operator in conjunction with

logical sentences. However, there are methods for relating quantified FOL sentences for safety

properties to temporal representations for use in model checkers [18].

In this work, an infinite-state model checker named JKind [19, 20] was used. JKind is a Java

implementation of the Kind model checker which uses k-induction. To evaluate the truth
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assignments for variables within each state, JKind employs SMT solvers. The SMT solver used

for this work is Z3 [21], a state-of-the-art SMT solver developed by Microsoft.

3. Proposed solution

To ensure that two or more sUAS do not collide with one another, an intruder avoidance

system was developed. This avoidance problem is broken down into two sub-systems: strate-

gic (separation assurance) and tactical (collision avoidance). The strategic separation assurance

platform uses a centralized approach to coordinate trajectory modifications for sUAS to ensure

that vehicles do not get too close to one another. This separation assurance technique is

employed when two or more vehicles come within 0.4 nmi laterally of one another (separation

alert threshold), 100 ft. vertically, and are predicted to have a loss of separation (LOS), defined

by when vehicles come within 0.1 nmi laterally and 100 ft. vertically of one another. This LOS

threshold was determined based on the characteristics of the vehicle platforms and feasible

sensing abilities of sUAS. Based on the system constraints, the avoidance platform would have

roughly 2 sec to resolve maximum closure rate encounters. If the separation assurance system

fails to prevent an LOS, the vehicles will employ their onboard sense and avoid systems to

prevent a mid-air collision. A mid-air collision occurs when two vehicles come within 60 m of

one another. This collision threshold is intentionally conservative to introduce a notion of

spatial uncertainty. Since the sensor models provide perfect state information, as described in

Section 5, all vehicle locations are precisely known. For this study, the collision avoidance

platform uses a de-centralized approach, that is, all vehicles attempt to avoid intruding vehi-

cles independently. Thus, no communication between aircraft is available (i.e., uncoordinated

maneuvers). In Table 1, the various distance thresholds used to describe the separation bound-

aries are shown.

Prior to presenting the details of each avoidance sub-system, Section 3.1 provides an overview

of the avoidance system architecture. This overarching logic is used to determine when a

vehicle should perform an avoidance maneuver. When deemed necessary, the system will

activate the appropriate avoidance platform. In each avoidance platform, a set of heuristics

are used to determine the appropriate action to resolve a conflict. These details are presented in

Sections 3.2 and 3.3. Once the appropriate action has been decided, an FLC is used to control

the vehicle's turn rate in the desired direction. The details of each FLC are shown in Section 3.4.

Finally, it is important to note that these two sub-systems use different approaches when

trying to resolve conflicts between aircraft. This is primarily due to the overall purpose each

Threshold label Lateral distance Vertical distance

Separation alert 0.4 nmi 100 ft.

LOS 0.1 nmi 100 ft.

Collision 60 m 50 ft.

Table 1. Separation threshold values.

Fuzzy Logic, Systems and Engineering Applications

107

_____________________ WORLD TECHNOLOGIES _____________________



WT

sub-system serves, and the information that is available to each. If vehicles are reporting their

state information to a ground-based station, a centralized separation assurance platform could

be used to coordinate a trajectory modification to one or more of the vehicles. Thus, coordi-

nated maneuvers are possible. However, when two vehicles are within seconds away from a

collision, minimizing the time between sensing the vehicle and performing an action is critical.

Therefore, when the collision avoidance system is activated, the vehicles must independently

choose the appropriate action using onboard processors. In these collision avoidance scenarios,

there is no communication between aircraft. Thus, each sub-system requires a different set of

rules to determine the appropriate action.

3.1. Overarching control logic

The overarching control logic determines whether to perform a separation assurance maneu-

ver, activate the collision avoidance system, or allow vehicles to continue along their desired

trajectories. This logic is shown in flow chart form in Figure 1. First, the system will find the

distance separating all aircraft pairs. With this information, a calculation is made to see how

much time can pass prior to two vehicles coming within 0.4 nmi. To calculate this value, the

current separation, minus the 0.4 nmi threshold, is divided by the maximum closure rate of the

aircraft pair. Therefore, if both vehicles moved directly toward one another at their maximum

allowable speeds, this is the time it would take them to reach the 0.4 nmi separation threshold.

This future time is known as the “time threshold”, as shown in Figure 1. Using this time

threshold, if two vehicles cannot possibly be within 0.4 nmi of one another, the system will

not unnecessarily check if the two aircraft are in conflict. Rather, it remains idle between checks

to improve the performance of the system.

Once enough time has passed and an aircraft pair reaches their assigned time threshold, the

system will again check their separation. If the two aircraft are still more than 0.4 nmi apart,

a new time threshold is calculated and set. However, if the aircraft pair has reached the 0.4

nmi threshold, it will next check to see if an LOS has occurred. If the vehicles have violated

the 0.1 nmi LOS threshold, the collision avoidance system is enabled. Otherwise, the separa-

tion assurance system may be needed to ensure that two vehicles do not have an LOS. This

decision is based on two criteria: if the predicted closest point of approach (pCPA) creates an

LOS and if the time to LOS (tLOS) is within 2 min.

If both criteria are met, a final check is used to see if the aircraft pair has already been assigned

a separation assurance maneuver. If neither vehicle has been assigned a maneuver to avoid an

impending LOS, a resolution advisory is sent from the centralized system to one of the sUAS.

However, if the sUAS was already assigned a maneuver and is currently in the middle of its

resolution, a check is used to see if turning back toward its preferred heading will cause

another predicted LOS. If resuming its originally intended mission will not cause an LOS, it

will do so, otherwise, the sUAS will continue on its current bearing.

If neither criterion (pCPA and tLOS) is met, then no separation assurance command is given

and the aircraft will continue toward its respective target using its navigation controller. After

determining the appropriate separation assurance action, or deciding that no action is needed,

the algorithm calculates another time threshold for each aircraft pair.
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Figure 1. Control logic flow chart.
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3.2. Separation assurance logic

The centralized separation assurance system observes only the current position, heading, and

velocity of each vehicle. With this limited information, vehicle intent is unknown. Therefore,

the system must be robust to dynamic scenarios and resolve conflicts without the knowledge

of other vehicles' goals.

The separation assurance platform will be enabled if three criteria are met: separation less than

0.4 nmi, the pCPA is less than 0.1 nmi, and the tLOS is within 2 min. If two aircraft meet all

three of these criteria, the separation assurance platform will activate and assign one of the

vehicles a new trajectory in an effort to avoid the predicted LOS.

To determine what action the separation assurance platform should use to avoid a potential

LOS, a series of conflict classification techniques are used. For this study, three pieces of

information are used to classify all conflict scenarios: relative heading, relative angle, and

crossing time. These parameters can be described using the more common parameters: loca-

tion, speed, and heading. In Figure 2, a sample conflict scenario is shown. Here, the triangular

objects each represent an sUAS, the arrows represent the velocities of each aircraft (both

magnitude and direction), and the “x” represents the heading intersection point location. The

heading intersection point is not to be confused with the pCPA. It is simply the point where the

projected headings intersect with one another. For this example, the vehicle with the small

circle represents aircraft 1, and the other represents aircraft 2.

The relationship used to describe the heading of vehicle 2 relative to vehicle 1's perspective is

shown in Eq. (1).

RH1
¼ H2 �H1 ð1Þ

whereH1 is the heading of vehicle 1,H2 is the heading of vehicle 2, and RH1
is the relative heading

from vehicle 1's perspective. In this study, 0� ≤ Rhi
< 360� for all vehicles, where i represents the

index for each vehicle. Therefore, if H1 > H2, a 360� phase shift must be added to RH1
to remain

within the constrained range. Computing the relative heading for the example shown in Figure 2,

RH1
would be 140� (i.e., moving to the left with respect to vehicle 1), whereas, from vehicle 2's

perspective, RH2
would be roughly 220� after applying the 360� phase shift (i.e., moving to the

right with respect to vehicle 2).

Similarly, the relative angle between two vehicles describes the relative position of one vehicle

with respect to the other. This relationship has been shown in Eq. (2).

Figure 2. Conflict scenario classification information.
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RA1
¼ tan �1 y2 � y1

x2 � x1

� �

�H1 ð2Þ

where x2 and y2 are the two-dimensional coordinates of vehicle 2 in the global frame, x1 and y1
are the two-dimensional coordinates of vehicle 1 in the global frame, H1 is the heading of vehicle

1, and RA1
is the relative angle of vehicle 2 from vehicle 1's perspective. Like the relative heading,

the relative angle is constrained. Here, we constrain the relative angle by the following relation-

ship: �180� ≤RA1
≤ 180�. Therefore, if the relative angle is less than �180�, a 360� phase shift is

added to meet this constraint, or if the angle is greater than 180�, a 360� phase shift is subtracted.

Again, using Figure 2 as an example, RA1
would be roughly �15� after subtracting a 360� phase

shift (i.e., vehicle 2 is to the right of vehicle 1 from vehicle 1's perspective), and RA2
would be

roughly 25� (i.e., vehicle 1 is on the left of vehicle 2 from vehicle 2's perspective).

Lastly, the crossing time, t1, can be defined by the relationship shown in Eq. (3). This relation-

ship defines how long it would take for vehicle 1 to reach the heading intersection point, as

shown in Figure 2, if they remained on their current trajectory.

t1 ¼ sign V1

!
� C1

!� � c1
v1

ð3Þ

where sign is a function used to determine the sign (positive or negative) of an expression, V1

!
is

the velocity of vehicle 1, C1

!
is the vector used to describe the location of the heading intersec-

tion point relative to the vehicle's current position, v1 is the speed of vehicle 1, and c1 is the

magnitude of the vector C1

!
.

With these relationships, all possible encounter scenarios can be described. To aid in under-

standing what each of these parameters represent, Table 2 describes, in linguistic terms, what

each range of values represents in the physical conflict scenarios. Here, the term crossing point

Parameter Range Meaning

Relative heading 0� < RH1
< 180� Moving from right to left

180� < RH1
< 360� Moving from left to right

RH1
¼ 0� Same direction

RH1
¼ 180� Head-on

Relative angle RA1
> 0� On left

RA1
< 0� On right

RA1
¼ 0� Straight ahead

Time to crossing point t1 > 0 Crossing point in front

t1 < 0 Crossing point behind

t1 > t2 Farther from crossing point

t1 < t2 Closer to crossing point

Table 2. Linguistic descriptions of encounter scenarios.
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is synonymous to the heading intersection point. Each of these descriptions has been listed to

describe the motion, location, or crossing time of vehicle 2 from vehicle 1's perspective.

Although the primary goal of this system is to ensure safe separation of vehicles, it is also

important to try and limit the number of unnecessary flight adjustments. This is particularly

important when operating sUAS due to their typical limitations in power and endurance.

Because vehicle intent is unknown in this study, a predicted LOS does not guarantee an LOS

is imminent. Therefore, there is a tradeoff between using strict and relaxed criteria when

determining if a trajectory modification is necessary. The criteria should be relaxed to ensure

sUAS do not repetitively perform unnecessary adjustments but strict enough to ensure safe

operation.

Aside from optimizing this time to predicted LOS threshold, a second way to limit the number

of vehicles that divert from their desired flight paths is to assign vehicles priority. This priority

assignment ranks all vehicles in conflict from highest priority to lowest priority. Therefore, the

vehicle with the highest priority will continue on its preferred trajectory without modification.

However, all vehicles with a lower priority must avoid all other vehicles with a higher priority.

To determine which aircraft has a lower priority, a series of evaluations are made. First, the

system will be checked to see if the two aircraft are moving in a similar direction. If two

vehicles have a heading within 5� of one another, that is, 355�
≤RH1

< 360� or 0�
≤RH1

≤ 5�, the

trailing aircraft will have lower priority. This encounter scenario can be seen in Figure 3. If

several aircraft have similar headings, the aircraft furthest behind will be assigned the lowest

priority so must avoid all other aircraft. However, the vehicle in the front of the group will

have the highest priority and will disregard all other aircraft.

If the vehicles in conflict do not have similar headings (i.e., more than a 5� difference), the

vehicle closest to its next waypoint is given priority. Since the separation assurance system

logic does not use the location of a vehicle's next waypoint (i.e., intent is unknown), this

priority assignment was simply a means to an end. In practice, the priority of each vehicle in

these scenarios would be randomly assigned.

To predict whether an LOS will occur, the separation assurance algorithm uses the current

location and velocity of each aircraft to calculate a projected flight path for each. Using these

projected trajectories, the pCPA between the aircraft is found. If the pCPAwill result in an LOS

within the next 2 min, a resolution is calculated and employed to prevent the predicted LOS.

Recalling the sample encounter scenario shown in Figure 2, the definitions described by Eqs. (1)

through (3), and the constraints shown in Table 2, all encounter scenarios can be described.

Figure 4 depicts all the possible conflict scenarios when vehicle 2 is located to the right of vehicle

Figure 3. Encounter example with relative heading within 5�.
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1. In each diagram, the aircraft with the small circle represents vehicle 1 and the other is vehicle 2.

Thus, all parameters used to describe a particular conflict scenario are from the perspective of

vehicle 1. Within the scope of the separation assurance system, vehicle 2 is classified as the

vehicle that has been assigned the higher priority. Thus, vehicle 1 (lower priority) must perform

a maneuver to prevent an LOS.

In Figure 4(a), vehicle 2 is moving to the left, vehicle 1 is approaching from behind, and vehicle

1 is more than 45 sec closer to the heading intersection point. In this case, vehicle 1 would

decide to go in front of vehicle 2. However, if vehicle 1 is not at least 45 sec closer, it will go

behind.

In Figure 4(b), vehicle 2 is still going to the left, but in this case, it is coming toward vehicle 1.

In these scenarios, vehicle 1 must be more than 30 sec closer to the intersection point to go in

front. In Figure 4(c), vehicle 2 is to the right of vehicle 1 but is also going to the right. In these

instances, the logic will determine vehicle 1 should turn left to avoid a potential LOS. This also

holds for when vehicle 2 is located directly in front of vehicle 1. If, however, vehicle 2 is located

on the left of vehicle 1 and going left, it will be instructed to turn right. (NOTE: The 30 and

45 sec buffers were selected after testing a handful of design iterations. Optimizing these buffer

thresholds is left to future work.)

In Figure 4(d), vehicle 2's heading is parallel and coming toward vehicle 1. If vehicle 2 is

directly in front of, or to the left of, vehicle 1, the logic will instruct vehicle 1 to turn right.

However, if vehicle 2 is located to the right of vehicle 1, it will be instructed to turn left.

To prevent an aircraft from prematurely exiting an avoidance maneuver, the system checks if

reverting to the navigation controller generates another predicted LOS. Since the avoidance

controller has only local sensor knowledge (i.e., �90� ≤RA1
≤ 90�), switching back to the navi-

gation controller can result in a turning action that generates another predicted LOS. If turning

back to its desired target would create another predicted LOS, the avoiding aircraft will

continue with its trajectory until authorized to resume its desired mission.

Figure 4. Separation assurance conflict scenario classifications: (a) from behind, (b) coming toward, (c) diverging, and

(d) head-on.

Fuzzy Logic, Systems and Engineering Applications

113

_____________________ WORLD TECHNOLOGIES _____________________



WTA summary of the separation assurance logic can be found in Table 3. For all cases, the

crossing time is strictly positive. That is, the absolute value of the true crossing time found

using Eq. (3) is used for all separation assurance logic.

3.3. Collision avoidance logic

When two vehicles have an LOS, are converging, and are within one another's sensor ranges,

the collision avoidance system will be activated. In this study, each sUAS will attempt to avoid

all intruders within its sensor range; therefore, no vehicle priority will be assigned. Like the

approach used for the separation assurance platform to classify conflict scenarios, the collision

avoidance system will use the same inputs to decide the appropriate action (i.e., relative angle,

relative heading, and time to crossing point). Here, it is important to note that no two vehicles

can communicate with one another. Therefore, the same logic is used onboard each system

independently. This means that from each vehicle's perspective, we need to ensure that both

vehicles will choose complementary actions, that is, the action will not force the vehicles to

turn toward one another.

In Figure 5, all possible encounter scenarios are shown. Here, the black triangle and arrow

represent the “ownship” (vehicle 1) location and heading respectively, the filled circle repre-

sents the “intruder” (vehicle 2) location, the dashed line connecting the two vehicles represents

the relative position, and the other two dashed lines represent intruder headings that are either

parallel or perpendicular to the ownship's heading. In this figure, the intruder can have any

heading between 0� and 360�.

Condition Relative angle or time to cross Connector Relative heading Action

IF Any angle within sensor range

(�90� ≤RA1
≤ 90�)

AND Similar direction

(RH1
< 5� OR RH1

> 355�)

Go behind

ElseIF On right OR straight ahead

(RA1
≤ 0�)

AND Going right

(180� < RH1
< 360�)

Go behind

ElseIF On left

(RA1
> 0�)

AND Going left

(0� < RH1
< 180�)

Go behind

ElseIF On right

(RA1
< 0�)

AND Head-on

(RH1
¼ 180�)

Turn left

ElseIF On left OR straight ahead

(RA1
≥ 0�)

AND Head-on

(RH1
¼ 180�)

Turn right

ElseIF I’m more than 45+ seconds closer

(t1 < (t2 � 45))

AND Approaching from behind

(RH1
< 90� OR RH1

> 270�)

Go in front

ElseIF I’m NOT 45+ seconds closer

(t1 ≥ (t2 � 45))

AND Approaching from behind

(RH1
< 90� OR RH1

> 270�)

Go behind

ElseIF I’m more than 30+ seconds closer

(t1 < (t2 � 30))

AND Coming towards

(90� ≤RH1
≤ 270�)

Go in front

ElseIF I’m NOT 30+ seconds closer

(t1 ≥ (t2 � 30))

AND Coming towards

(90� ≤RH1
≤ 270�)

Go behind

Table 3. Summary of separation assurance logic.
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Using these dashed lines to divide the possible intruder heading into cases, the geometry of

each encounter scenario can be broken down into twelve cases, provided that two of the three

dashed lines do not coincide with one another. In Figure 5(a), the twelve cases are depicted:

two cases where the intruder has a parallel relative heading (vertical line), two cases where the

headings are perpendicular (horizontal line), two cases where the intruder heading is directly

toward or away from the ownship position (line connecting the two vehicles), and all headings

that lie in between these angles each count as one case (i.e., six angle ranges in between the

lines). If two of the three dashed lines coincide, this possible geometric space reduces to eight

possible cases, as shown in Figure 5(b) and c).

Now that the geometric configurations have been defined, let us now introduce the third

characteristic, time to heading intersection point. Unlike the separation assurance platform, the

time to the heading intersection point, or “crossing time,” can be either positive or negative.

Therefore, if the crossing point lies behind the vehicle, the crossing time becomes negative. Using

Figure 5. Classification of all possible encounter scenarios: (a) intruder not straight ahead or on side, (b) intruder on side,

(c) intruder straight ahead.
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the crossing time, there are up to three possible new situations for each of the twelve cases (or

eight cases): the times are equal, the ownship crossing time is greater than that of the intruder, or

the intruder crossing time is greater than that of the ownship. All possible crossing time scenar-

ios based on the relative heading and angle have been shown. All instances where the ownship

can have a crossing time less than the intruder crossing time have been marked by an “x.” The

black cross represents scenarios where the intruder crossing time can be less than the ownship

crossing time. Finally, the square represents the situations where the two vehicles can have equal

crossing times.

Using these three designations, all pairwise encounters where an intruder is not directly in

front of or beside the ownship can be described by 20 possible cases, as shown in Figure 5(a).

In Figure 5(b), cases where the intruder is directly beside the ownship are shown, resulting in

12 possible cases. Lastly, if the intruder is directly in front of the ownship, 8 additional cases

can be attained, as shown in Figure 5(c). Thus, a total of 40 cases can be attained using these

three parameters to describe the pairwise encounter space.

Knowing that 40 possible cases have been shown, a total of four conflict classifications can be

used to solve all possible encounter scenarios. In Figure 5, the number above each icon

represents which of the four conflict classifications the scenario belongs. In Figures 6 and 7,

the four conflict scenarios have been shown. In each figure, the ownship (vehicle 1) location is

marked by a black triangle and its heading is designated by the black arrow. The small circle

represents the location of the intruder (vehicle 2). This intruder can have any heading, but the

Figure 6. Conflict classification #1 where (t1 > 0) ∨ (t2 > 0) and: (a) t1 < t2, (b) t1 > t2.

Figure 7. Conflict classifications #2, #3, and #4: (a) (t1 < 0) ∧ (t2 < 0), (b) (t1 = t2) ∧ (t1 6¼ ∞) ∧ (t1 > 0), (c) (t1 = t2) ∧ (t1 = ∞).
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different headings have been separated into different sections, as designated by the shaded

regions. In each figure, the shaded regions represent the intruder headings that are excluded

by that particular encounter scenario, whereas, the unshaded regions are the possible intruder

headings allowed by that encounter scenario. In addition, like Figure 5, there is a dashed line

connecting the two vehicles to represent the relative position. Lastly, if a dashed black line is on

the boundary of the included and excluded regions, this represents an inclusive boundary (i.e.,

that heading is included in the possible headings allowed), whereas, the solid black line

between the regions represents an exclusive boundary.

Figure 6 shows the first conflict classification scenario. Here, at least one of the vehicles must

have a positive crossing time (ti), and they are not equal to one another. As shown in Figure 6(a),

the ownship crossing time must be strictly less than that of the intruder. Thus, the intruder

crossing time can be negative, or equal to zero (i.e., pointed directly at the ownship). If the

intruder heading passes into the excluded region, either both values are negative, or the ownship

value must be greater than the intruder value. For all the cases that satisfy this relationship, the

ownship would determine to go in front of the intruder. Including the instances where the

intruder is to the left of the ownship.

In Figure 6(b), the ownship crossing time must be strictly greater than that of the intruder

crossing time. As seen in the figure, the boundary along the relative position line is excluded

when the intruder is pointing toward the ownship (i.e., the ownship crossing time is zero, but the

intruder crossing time is positive), violating the relationship. However, when the intruder is

pointed directly away from the ownship, the boundary is inclusive. In all possible instances, the

ownship will determine to go behind the intruder. This includes the cases when the intruder is

located to the left of the ownship or is directly in front of the ownship (i.e., t2 = 0). For all cases

represented by conflict classification #1, if one vehicle decides to go in front, the other will decide

to go behind, given that they are both within one another's sensor field of view.

In the second conflict classification, as shown in Figure 7(a), both the intruder and the ownship

have crossing times less than zero. These negative crossing times, and the fact that the vehicles

cannot have the same heading, result in the intruder never sensing the ownship. In these

scenarios, if the intruder is on the left, the ownship will turn right. But, if the intruder is on

the right, the ownship will turn left.

In Figure 7(b), the scenarios where both the ownship and the intruder have the same time to

the crossing point are shown. In this classification case, the intruder cannot have the same

heading as the ownship, thus it must be crossing the ownship's path. In addition, this case is

restricted to instances where both vehicles have strictly positive crossing times. For these

instances, regardless of whether the vehicle is on the left, or on the right, both vehicles will

decide to turn right. Since the crossing times are equivalent, and there is no coordination of

intent with the other vehicle, both vehicles must choose the same action.

There is one remaining aircraft orientation in the encounter space. This occurs when an intruder

is parallel to the ownship, either traveling in the same or opposite direction. This scenario has

been shown in Figure 7(c). As seen from this figure, only intruder headings that lie on the

dashed line are included. If the intruder is to the right of the ownship, each vehicle will turn to
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the left (given that the intruder can see the ownship as well). However, if the intruder is directly

in front of, or to the left of the ownship, both vehicles will be instructed to turn right.

Although the above classifications describe all possible encounters between moving aircraft,

the quad-rotor vehicles can stop and hover. Therefore, a final classification must be described.

If an intruder is stationary, the intruder crossing time is set to negative infinity. When this is the

case, if the intruder is to the left or directly in front of the ownship, the controller will instruct

the vehicle to turn right. However, if the intruder is to the right of the ownship, the logic will

instruct the vehicle to turn left.

Table 4 describes the different encounter scenarios using both linguistic and mathematical

descriptions, as well as the decided actions. Each of the above conflict classification numbers

numerically matches the respective cases in this table. However, the encounter scenario where

the intruder vehicle is stationary is referred to as case 0. Like Table 3, the linguistic descriptions

in Table 4 represent how the ownship perceives the intruder. Furthermore, all values with the

subscript 1 represent the ownship, whereas, all values with the subscript 2 represent the intruder.

(NOTE: the * designation indicates that the crossing time is negative infinity for that vehicle.)

3.4. Fuzzy inference systems

Using the methodology described in Sections 3.2 and 3.3, four possible actions can be used to

avoid an intruding sUAS: go behind, go in front, turn right, and turn left. When the command

Case Position Direction Time to cross Crossing point location Action

0 On left or straight

(0� ≤RA1
≤ 90�)

N/A More

(t1 > t2
�)

N/A Turn right

On right

(�90� ≤RA1
< 0�)

N/A More

(t1 > t2
�)

N/A Turn left

1 Any

(�90� ≤RA1
≤ 90�)

Not parallel

(RH1
6¼ {180, 0})

Less

(t1 < t2)

Not behind both

(t1 ≥ 0 OR t2 ≥ 0)

Go in front

Any

(�90� ≤RA1
≤ 90�)

Not parallel

(RH1
6¼ {180, 0})

More

(t1 > t2)

Not behind both

(t1 ≥ 0 OR t2 ≥ 0)

Go behind

2 On left

(RA1
> 0�)

Going left away

(RH1
< 90�)

Any Behind both

(t1 < 0 AND t2 < 0)

Turn right

On right

(RA1
< 0�)

Going right away

(RH1
> 270�)

Any Behind both

(t1 < 0 AND t2 < 0)

Turn left

3 On left

(RA1
> 0�)

Going right

(180� < RH1 < 360�)

Equal

(t1 = t2)

In front of both

(t1 > 0 AND t2 > 0)

Turn right

On right

(RA1
< 0�)

Going left

(0� < RH1
< 180�)

Equal

(t1 = t2)

In front of both

(t1 > 0 AND t2 > 0)

Turn right

4 On left or straight

(RA1
≥ 0�)

Head-on or same

(RH1
¼ {180, 0})

Equal

(t1 = t2)

N/A Turn right

On right

(RA1
< 0�)

Head-on or same

(RH1
¼ {180, 0})

Equal

(t1 = t2)

N/A Turn left

Table 4. Summary of collision avoidance logic.
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action is either go in front or go behind, the corresponding FIS is activated to execute the

maneuver. Therefore, two FISs were developed for this study: go in front and go behind. If a

turn left or turn right command is selected, the turn rate of the vehicle will always be a

constant value, either positive or negative, depending on which way it should turn. This

constant value is one half of the maximum turn rate for collision avoidance maneuvers and

one eighth of the maximum turn rate for separation assurance maneuvers.

Both the go in front and go behind fuzzy systems are of Mamdani-type and were constructed

in such a way that the input-output relationship can be described using a simple mathematical

representation. By using a hybrid representation, as described in Section 2.1, the fuzzy system

can easily be expressed mathematically. In this study, the fuzzy systems have a common

architecture: triangular membership functions, normalized inputs and outputs, membership

function partitioning, product “and” method, minimum implication method, sum aggrega-

tion, and mean of maximum defuzzification. If more than one membership function exists for a

particular input or output, membership functions are partitioned such that the endpoints of

one membership function coincides with the center points of the neighboring membership

functions.

Each FIS was developed using a three-input one-output structure. Each FIS uses the distance

separating the two aircraft, their relative heading, and their closure rate as inputs to determine

the appropriate turn rate output. Since a heterogeneous system is used in this study, the FIS

must provide a sufficient turn rate output to avoid a collision for all vehicle type combinations.

By considering the separation and closure rate, the conflict can be solved without expelling

more energy than required.

In order to use the FISs for both the separation assurance and the collision avoidance plat-

forms, all inputs and outputs must be normalized. Regardless of the avoidance platform being

used, the relative heading and closure rate inputs are always normalized by the same values.

The relative heading which falls between 0� and 360� is divided by 360�. Thus, a normalized

relative heading of 0.5 would represent a head-on encounter. The closure rate is normalized by

dividing the true closure rate by the maximum possible closure rate between two vehicles (i.e.,

61.762 m/sec in this study). This maximum closure rate would be a result of two fixed wing

vehicles approaching one another in a head-on scenario.

The third input, distance, is normalized by 0.4 nmi for separation assurance cases and 0.1 nmi

for collision avoidance cases. Lastly, the turn rate output is always between �1 and 1. This

output is then scaled by the respective vehicle platform's maximum turn rate. In the case of the

collision avoidance system, the output is also multiplied by 1.58. This is to compensate for the

fuzzy output not providing a sufficient turn rate command to avoid a collision, especially in

head-on scenarios.

Figure 8 shows the structure of each avoidance FIS. Here, the number of membership func-

tions and the corresponding classification can be seen for each input and output. Both the

relative heading and the turn rate are partitioned such that the endpoints of the center mem-

bership functions coincide with the center points of the adjacent membership functions. As a

result of this, and using a product “and” connector, for all possible inputs, at most two of the
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three rules will be active at one time. This drastically reduces the possible solution space,

making it much easier to represent the system mathematically.

The input and output membership function sets for both the go behind and go in front FISs are

identical. However, the rule bases associating the inputs and outputs are opposite, therefore,

when one FIS outputs “turn right” (i.e., negative turn rate), the other FIS would output “turn

left” (i.e., positive turn rate), and vice versa. In Table 5, the respective rule bases can be seen.

Because the other two inputs only have one membership function, they have been excluded

from the table.

Rule # Input 1:

relative heading

Go in front output Go behind output

1 Left Left Right

2 Center Center Center

3 Right Right Left

Table 5. FIS logic.

Figure 8. Avoidance FIS structure: (a) Input 1, (b) Input 2, (c) Input 3, (d) Output.
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To map the fuzzy system to a set of nonlinear expressions, the following process was used.

First, the system was discretized into three possible modes based on the domain of the ith

input, Di. These modes are described in Table 6. Here, let a square bracket represent an

inclusive bound and a round bracket represent an exclusive bound. Based on the structure of

the FIS, if input 1 is exactly 0.5 (Mode 2 in Table 6), the output will yield a turn rate of 0. It

remains to find the explicit input-to-output mappings for modes 1 and 3.

When the FIS is in mode 1, only the “Left” and “Center” membership functions are active.

Thus, the output will be independent of rule 3. Therefore, given that a product “and” method

and a mean of maximum aggregation technique is used, the following relationship describes

how the output is calculated.

_Ψ ¼
Y

3

i¼1

hi1

 !

þ 1�
Y

3

i¼1

hi2

 !" #

=2 ð4Þ

where, _Ψ , is the turn rate, hi1 is the degree of membership for the ith input membership

function when using rule 1 (i.e., left, close, fast membership functions), and hi2 is the degree of

membership for each input when using rule 2. When substituting the equation of each mem-

bership function into Eq. (4), the expression shown in Eq. (5) is found, which can be reduced to

the polynomial shown in Eq. (6).

_Ψ ¼ �2μ1 þ 1
� �

�μ2 þ 1
� �

μ3

� �� 	

þ 1� 2μ1

� �

�μ2 þ 1
� �

μ3

� �� 	
 �

=2 ð5Þ

_Ψ ¼ 4μ1μ2μ3 � 4μ1μ3 � μ2μ3 þ μ3 þ 1
� �

=2 ð6Þ

where μ1, μ2, and μ3 are inputs 1, 2, and 3, respectively. The polynomial shown in Eq. (6) can be

used to map any combination of inputs that belong to D1 to an output for the go in front FIS.

Using the same methodology for mode 3, Eqs. (7) through (9) can be found.

_Ψ ¼ �
Y

3

i¼1

hi3

 !

þ
Y

3

i¼1

hi2 � 1

 !" #

=2 ð7Þ

_Ψ ¼ � 2μ1 þ 1
� �

�μ2 þ 1
� �

μ3

� �� 	

þ �2μ1 þ 2
� �

�μ2 þ 1
� �

μ3

� �

� 1
� 	
 �

=2 ð8Þ

_Ψ ¼ 4μ1μ2μ3 � 4μ1μ3 � 3μ2μ3 þ 3μ3 � 1
� �

=2 ð9Þ

Mode # D1 D2 D3

1 [0,0.5) [0,1] [0,1]

2 [0.5] [0,1] [0,1]

3 (0.5,1] [0,1] [0,1]

Table 6. Input domains.
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The polynomial shown in Eq. (9) will map any combination of inputs belonging to D3 to an

output for the go in front FIS.

This same approach was used to map any combination of inputs for the go behind FIS to an

output using a polynomial function. Since the rule bases are exactly opposite to one another,

the output is the negation of Eqs. (6) and (9). Eqs. (10) and (11) describe the input-output

relationships for modes 1 and 3, respectively, for the go behind FIS.

_Ψ ¼ �4μ1μ2μ3 þ 4μ1μ3 þ μ2μ3 � μ3 � 1
� �

=2 ð10Þ

_Ψ ¼ �4μ1μ2μ3 þ 4μ1μ3 þ 3μ2μ3 � 3μ3 þ 1
� �

=2 ð11Þ

It is important to note that if three or more vehicles are in conflict, each pair of vehicles will

be evaluated separately. Thus, for a single ownship, several turn rate outputs will be

obtained. Once all respective turn rates are calculated for each intruder, the values are

averaged into a single value. This mean turn rate serves as the final vehicle turn rate

command.

4. Avoidance algorithm verification

To verify that the avoidance algorithm performed as intended, two levels of avoidance control

were evaluated. The first was the high-level, decision-making logic that determined which

action a vehicle would take during potential collision scenarios as shown in Table 4. The

second that was evaluated was the low-level logic in the avoidance FLCs. These FLCs deter-

mine the actual vehicle turn rate output after being selected by the decision-making heuristics.

For each of these levels, specifications about their behavior were developed and then trans-

lated into FOL sentences that could be evaluated by an SMT solver. For the first cases that deal

with the avoidance decision-making logic, the specifications and system model were

implemented in JKind, with Z3 being used as the SMT solver. The evaluation of the avoidance

FISs was performed directly in Z3. The difference was purely a practical one, as the language

JKind uses, Lustre [22], is more conducive to easily create a more detailed environment model.

4.1. Collision avoidance decision-making logic

As shown in Table 4, there are several conditions for which there are different output actions

for avoidance. The specifications were first translated into FOL sentences. The sentences are

shown in the following equations. Note that RAL is a predicate that acts on the relative angle

limit to represent the vehicle's sensors detecting an intruder. Since they can only sense

intruders between �90�, the relative angle values were limited in the specifications such that

being in that range implied that the output action would be the correct one. If the intruder is

outside of this range, the specifications do not say what the output action should be. Note that

the variables out1 and out2 are the output actions for the two vehicles. Since both vehicles pick

actions based on the states and have no knowledge of the other vehicle's selected action, the
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specifications need to go both ways. Also, the actions are represented by integer values 1–4

such that {1,2,3,4} = {go behind, go in front, turn left, turn right}, respectively.

Although several avoidance actions could be taken by each vehicle, only cases 1, 3, and 4

required formal verification. In these cases, both vehicles can sense one another and will

perform some type of avoidance maneuver. Thus, their actions must be such that they do not

move closer to one another. In cases 0 and 2, however, there was no need to write requirements

because only one vehicle performs an avoidance action. In case 0, vehicle 2 is stationary, so it

does not try to avoid vehicle 1. In case 2, vehicle 2 cannot sense vehicle 1, thus, there is no need

to check that the two vehicles' actions produce a converging result.

Eqs. (12) through (15) are the specifications for case 1 in Table 4 and are intended to ensure that

the vehicles do not both choose to go in front, or go behind.

S11 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! out1 ¼ 1 ! out2 ¼ 2ð Þð Þ ð12Þ

S12 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! out1 ¼ 2 ! out2 ¼ 1ð Þð Þ ð13Þ

S13 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! out2 ¼ 1 ! out1 ¼ 2ð Þð Þ ð14Þ

S14 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! out2 ¼ 2 ! out1 ¼ 1ð Þð Þ ð15Þ

Eqs. (16) and (17) are the specifications for case 3 and ensure that the vehicles turn the same

way when resolving these particular conflicts. Recall that in this case, both vehicles are at

the same time from the crossing point. This specification ensures that they will then be

forced into new positions such that the crossing times are not equal and the FISs are then

selected.

S31 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! t1 ¼ t2 ∧ t1 > 0 ∧ t2 > 0 ∧ RH1
≥ 0 ∧RH1

ððððð

< 180Þ ∨ RH1
> 180 ∧RH1

< 360ð ÞÞÞ ! out1 ¼ 4 ∧ out2 ¼ 4ð ÞÞÞ ð16Þ

S32 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! t1 ¼ t2 ∧ t1 > 0 ∧ t2 > 0 ∧ RH2
≥ 0 ∧RH2

ððððð

< 180Þ ∨ RH2
> 180 ∧RH2

< 360ð ÞÞÞ ! out2 ¼ 4 ∧ out1 ¼ 4ð ÞÞÞ ð17Þ

Finally, Eqs. (18) and (19) are for case 4. These two specifications are for cases where the

vehicles are head-on, or traveling next to each other in the same direction, respectively. The

first specification ensures that while in a head-on encounter, both vehicles turn the same

direction (i.e., both left, or both right, forcing them to diverge). The second specification

ensures that while traveling in the same direction, the vehicles turn in opposite directions.

S41 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! t1 ¼ t2 ∧ RH1
¼ 180 ∧RH2

ðððð

¼ 180ÞÞ ! out1 ¼ 3 ∧ out2 ¼ 3ð Þ ∨ out1 ¼ 4 ∧ out2 ¼ 4ð Þð ÞÞÞ ð18Þ

S42 ¼ ∀RA1
∀RA2

∀RH1
∀RH2

RAL ! t1 ¼ t2 ∧ RH1
¼ 0 ∧RH2

ðððð

¼ 0ÞÞ ! out1 ¼ 3 ∧ out2 ¼ 4ð Þ ∨ out1 ¼ 4 ∧ out2 ¼ 3ð Þð ÞÞÞ ð19Þ

Fuzzy Logic, Systems and Engineering Applications

123

_____________________ WORLD TECHNOLOGIES _____________________



WT

where t1 is the time until the crossing point, RH1
is the relative heading from vehicle 1 to vehicle

2, and RA1
is the relative angle from vehicle 1 to vehicle 2. Similarly, t2, RH2

, and RA2
are for

vehicle 2. In addition to these specifications, another specification was created to ensure that

the vehicles always chose one of the valid actions. This specification is not shown but is similar

to Eqs. (12) through (19) such that the output actions are one of the possible outcomes (1–4).

These specifications were then translated to a temporal representation for evaluation in JKind

using previously developed methods [18].

4.2. Avoidance fuzzy inference systems

The method for verifying the avoidance FISs is similar, but the specifications were left in FOL

and then implemented directly into Z3. The main reason for this was that less of the system

model was needed to check these outputs. The behavior that the specifications needed to

encapsulate was that the turn rate output for each FIS needs to always be in the correct

direction. The correct direction for each of these cases is shown in Table 7.

These can then be encoded in FOL sentences using the polynomial representation of the FISs

shown in Section 3.4. These sentences are then negated to show that there are no possible

variable values that make the negated sentences true. The negated FOL sentences are shown in

Eqs. (20) through (23). Note that μ1, μ2, μ3, _Ψ , and modes 1 and 3 are the same as detailed in

Section 3.4.

Sbehind1 ¼ ∃μ1∃μ2∃μ3
_Ψ μ1;μ2;μ3

� �

≥ 0
� �

ð20Þ

Sbehind3 ¼ ∃μ1∃μ2∃μ3
_Ψ μ1;μ2;μ3

� �

≤ 0
� �

ð21Þ

Sfront1 ¼ ∃μ1∃μ2∃μ3
_Ψ μ1;μ2;μ3

� �

≤ 0
� �

ð22Þ

Sfront3 ¼ ∃μ1∃μ2∃μ3
_Ψ μ1;μ2;μ3

� �

≥ 0
� �

ð23Þ

These negated sentences were then implemented in Z3. If Z3 finds that these sentences were all

unsatisfiable, there are no possible real-valued assignments to μ1, μ2, or μ3 that allow the FISs

to turn the vehicles in an undesired direction.

Mode Action Intruder position Intruder direction Turn direction

1 Go behind On right Going left Right (negative)

3 Go behind On left Going right Left (positive)

1 Go in front On right Going left Left (positive)

3 Go in front On left Going right Right (negative)

Table 7. Avoidance FIS outputs.
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5. Simulation environment descriptions

5.1. Testing environment

Prior to integrating the controllers presented in Section 3 into the full simulation environment,

each avoidance platform was tested using pairwise encounter scenarios. This component

testing was used to ensure that each was operating as desired. In this section, the methods

used to test each controller are described.

5.1.1. Separation assurance

A testing environment was created to evaluate a considerable amount of pairwise encounters

between aircraft. This testing environment was used to identify potential controller failures. To

accomplish this, various initial relative headings and relative angles were tested. In all cases,

the initial location and heading of one aircraft was held constant. Then, by placing the intrud-

ing vehicle at a relative angle of �90� and just outside the vehicle's sensing radius, as shown in

Figure 9, we evaluated the interactions for 720 initial intruder heading values. This was then

repeated four more times by changing the initial relative angle between �90� (to the right) and

0� (straight ahead). Avisualization of these scenarios is shown in Figure 9. Note that the radius

of the sensing semi-circle for the separation assurance tests was set at 0.4 nmi.

Although intruders can approach a vehicle from the left, that is, a relative angle between

0� and 90�, symmetry allows us to limit the initial relative angles to lie between �90 and 0�.

To verify, a sample scenario was tested for the full field of view. In all cases, the trajectories of

the vehicles were symmetric to one another (i.e., when reflected across the vehicle's initial

heading).

Figure 9. Separation and avoidance testing scenarios between ownship (triangle) and intruder UAS for multiple different

initial positions (circles).
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5.1.2. Collision avoidance

The collision avoidance platformwas tested in the samemanner as the separation assurance. The

difference being that the sensing radius for the interaction tests as shown in Figure 9 is 0.1 nmi.

Thus, the initial position of each intruder scenario was just outside of this sensing radius.

5.2. Full simulation environment

5.2.1. Airspace description

The simulation environment created for this study models a portion of the US airspace over

central Ohio. A depiction of the selected airspace can be seen in Figure 10. This airspace covers

approximately 2500 square miles where sUAS can operate at a maximum altitude of 400 ft.

5.2.2. Mission types and objectives

Many sUAS will be active throughout this airspace, each with individual missions, such as,

precision agriculture, forest monitoring, roadway surveillance, disaster management, and

package delivery. During simulation runs, the UAS will travel to various waypoints to fulfill

their assigned missions. After visiting all waypoints for a given mission, the aircraft will return

to their respective starting locations. For more on the mission types, please refer to Refs.

[11, 12].

Figure 10. Simulation platform example.
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5.2.3. Scalability and operations

The full simulation environment can accommodate any number of sUAS and missions. How-

ever, these numbers were constant throughout testing. A maximum of 184 sUAS can be

airborne at any given time. This is a result of having centralized control of the aircraft. In a

realistic environment, some of the computationally heavy components can be handled in

parallel onboard each individual sUAS.

5.2.4. Aircraft models

Two vehicle platforms were used in all simulations: fixed wing and quad-rotor. Kinematic

models were developed for each within the constraints of the environment. These constraints

include maximum turn rate, maximum climb/decent rate, minimum/maximum speed, and

maximum altitude.

For this study, each aircraft is assumed to climb at 4 ft./sec upon takeoff. The vehicles will

continue to climb at this rate until an altitude of 400 ft. is reached. When vehicles are in

conflict and are required to make trajectory modifications, all adjustments are constrained to

lateral deviations in flight path (i.e., speed and altitude modifications are not used). There-

fore, UAS are limited to level, two-dimensional flight during conflict resolution scenarios.

Using this assumption, the maximum turn rate for each fixed wing vehicle is described in

Eq. (24).

_Ψ max ¼
g

ffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 � 1
p

V
ð24Þ

All fixed wing vehicles travel at 60 knots and have a maximum load factor of 3.5. Therefore,

they are constrained to a maximum turn rate of 61.06 deg/sec. The multi-rotor systems,

however, can travel at a maximum airspeed of 38 knots. Due to the nature of the quad-rotor

sUAS, Eq. (24) does not accurately model the maximum turn rate for this vehicle type and it is

assumed that the aircraft can yaw at a maximum rate of 45 deg/sec. Also, each aircraft is

assumed to have the capability to detect an intruding aircraft at a distance of 0.1 nmi if within

a 180� field of view in front of the aircraft (i.e., �90� ≤RA1
≤ 90�).

As previously described in Table 1, the collision threshold is defined by aircraft coming

within 60 m laterally and 50 ft. vertically of one other. To track the vehicles, ground-based

sensors for detecting aircraft have been dispersed in the airspace. These sensors, along with

telemetry data, provide continuous and reliable vehicle state information (i.e., position and

velocity). This capability allows the implementation of global separation assurance prac-

tices. More details about the simulation environment and its properties can be found in

Refs. [11, 12]. (NOTE: The collision buffer value was used to accommodate for position

uncertainties while tracking the sUAS. In this study, the avoidance system has perfect

knowledge of all vehicle state information acquired from ground based and onboard

sensors.)
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6. Results

6.1. Avoidance systems testing

For each pairwise encounter shown in Figure 9, the closest point of approach (CPA) was

found. The CPA is defined as the minimum recorded distance between the two vehicles

throughout the entire encounter. For both the collision avoidance and separation assurance

platforms, a total of four different vehicle platform trials were conducted: fixed vs. fixed, quad

vs. quad, quad vs. fixed, and fixed vs. quad. The first vehicle type designation represents the

ownship vehicle's type in Figure 9 (i.e., has the same starting position and heading for all

tested cases), whereas, the second vehicle platform designation represents the intruder

vehicle's type (i.e., initial conditions change for each tested scenario).

To measure the effectiveness of the avoidance logic, the minimum CPA was recorded for all

initial relative angles tested. In addition, the total number of collisions for each case were

tallied, and for the separation assurance case, the total number of LOSs. As a reminder, a

collision is deemed by two vehicles coming within 60 m of one another, and an LOS is when

two vehicles come with 0.1 nmi of one another.

The results for the separation assurance testing have been shown in Table 8. Here, the “angle

case” refers to the various initial relative angles, from �90 to 0�, respectively. Thus, case 1

represents an intruder directly to the right, and case 5 represents an intruder directly in front of

the ownship.

Although all vehicle platform combinations had more than one LOS, no LOS resulted in two

vehicles colliding (i.e., a CPA less than 60 m). To try and understand where the separation

assurance platform was breaking down to allow an LOS to occur, the CPA results were plotted

for each initial intruder heading. When evaluating the results of each vehicle case, it was found

that although several LOSs occurred, the failures tended to lie in groups near the same

intruder angle depending on the initial position of the intruder. For example, in the fixed vs.

quad case, it can be seen that no LOSs occurred in the first three trials. However, once the

intruder was positioned such that it was nearly in front of or directly in front of the ownship,

Angle case Fixed vs. Fixed Quad vs. Quad Fixed vs. Quad Quad vs. Fixed

Min CPA (m) LOS Min CPA (m) LOS Min CPA (m) LOS Min CPA (m) LOS

1 185.3 0 185.1 0 574.3 0 185.8 0

2 185.6 0 185.5 0 351.4 0 158.6 12

3 185.3 0 185.4 0 185.6 0 133.2 24

4 186.1 0 131.2 9 175.1 24 137.3 31

5 98.4 116 137.0 8 128.1 161 132.0 28

Table 8. Separation assurance testing results.
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the separation assurance platform began to fail. This was caused by the fixed wing vehicle

traveling at higher speeds than the quad-rotor vehicle. Therefore, when the intruder heading

was away from the ownship, the ownship tended to approach the intruder from behind and

begin to pass the vehicle. When approaching the vehicle from behind, it proved difficult for the

avoidance platform to solve the conflict prior to an LOS in all vehicle configurations, as shown

by angle case 5.

Table 9 shows the results of the collision avoidance testing. Each case had a minimum CPA

greater than 60 m, implying no collisions were found throughout testing. Although not all

possible encounter scenarios have been tested, this shows that the avoidance system logic is

quite robust. As seen from the results, the homogeneous quad-rotor and the fixed vs. quad

cases showed promising results. They consistently had a higher minimum CPA than the other

two cases. The closure rates in the fixed vs. fixed cases were higher than cases involving quad-

rotors. This resulted in consistently lower minimum CPA values. A noteworthy result is in the

fixed vs. fixed scenario for angle case 5. The intruder being head-on and directly in front of the

ownship resulted in a CPA of 60.8 m. Although this is close to the collision boundary, this

shows that even in the highest closure rate scenario, the collision avoidance system was able to

resolve the conflict.

6.2. Formal verification

6.2.1. Avoidance logic

After evaluating all the specifications outlined in Eqs. (12) through (19), JKind returned that

they always held. This means that for all possible real-valued assignments to the variables

(within the sensor domain limitations), the vehicles will always select the desired output

action.

Although the final version of the avoidance logic adhered to all of the specifications, during

development there were several cases where JKind found values that violated one or more of

the specifications. These counterexamples are invaluable as they identify exact cases that result

in undesired behavior. This gives way to corrections based on the counterexample conditions.

Fixed vs. Fixed Quad vs. Quad Fixed vs. Quad Quad vs. Fixed

Angle Case Min CPA (m) Min CPA (m) Min CPA (m) Min CPA (m)

1 132.1 138.9 154.7 125.3

2 111.9 125.2 133.3 121.0

3 101.9 113.5 122.9 111.1

4 82.9 104.4 103.5 97.8

5 60.8 96.7 98.9 99.0

Table 9. Collision avoidance testing results.
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As an example of this, one of the conditions that violated a specification found during devel-

opment is shown in Table 10.

These conditions mean that one vehicle is heading in the exact opposite direction of the other

and there is a slight position offset between them as shown in Figure 11. One vehicle selects the

turn left action (3) while the other selects the turn right action (4). This implies they are not

turning away from each other. The reason for this was that the range of angles that would force

vehicle 1 into the correct action was not inclusive on one of its boundaries. This then meant that

the conditions forced vehicle 1 into a different action and generated this counterexample.

6.2.2. Avoidance FISs

Similarly, after evaluating the specifications in Eqs. (20) through (23), Z3 showed that they

were all unsatisfiable. This shows that the FLCs will always make the ownship turn away from

an intruder.

6.3. Full simulation results

To test the algorithms in a dynamic environment, simulations were run both with the separa-

tion assurance mitigations and then without. The number of LOSs and number of collisions

were recorded in order to directly compare the mitigated and unmitigated cases.

6.3.1. Unmitigated study

For this unmitigated study, the separation assurance system was disabled. The results of this

study are shown in Table 11.

Separation less

than 0.4 nmi

LOSs Collision

avoidance

maneuvers

Collisions Collision

avoidance

success rate

Number of

flight hours

LOSs per

flight hour

Collisions

per flight

hour

26,576 8263 8252 2 99.98% 25,116 0.33 7.96 � 10�15

Table 11. Results for simulation without separation assurance.

Specification RH1
RA1

out1 RH2
RA2

out2

S32 180 �5 � 10�15 3 180 �5 � 10�15 4

Table 10. Avoidance logic counter-example values.

Figure 11. Counterexample showing head-on vehicles turning into each other.
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Over the span of 25,116 flight hours, there were 26,576 recorded violations of the 0.4 nmi

separation threshold. These resulted in 8263 LOSs. The collision avoidance algorithm was

employed for all except for 11 LOS occurrences. In those cases, the vehicles were outside of

one another's field of view, thus the collision avoidance system was not used. The collision

avoidance system was 99.98% successful at resolving conflicts.

The only collisions that occurred throughout simulation can be attributed to the restriction on

the detection sensor field of view and having no memory of state time histories. Therefore, if

two vehicles were nearly parallel and directly beside one another, they would turn to resolve

the conflict (i.e., turn away from one another). However, this turning again puts each intruder

outside of the other vehicle's field of view. The lack of state memory combined with no sensor

input caused a switch back to their navigation controllers. The navigation controller caused

them to go back toward one another. Since the navigation controller had a higher turn rate

output than the avoidance output, this cycle would continue (each vehicle turning away then

toward) until they converged and were within 60 m of one another.

6.3.2. Mitigated study

For this study, the separation assurance features were enabled to help mitigate the risk of

having an LOS. Although fewer LOSs were expected with the mitigations enabled, some LOSs

were expected due to sub-optimal performance in head-on and trailing situations. The results

of this mitigated study are shown in Tables 12 and 13.

Table 12 presents the results of the separation assurance platform. In this mitigated study, only

9277 flight hours were recorded. Thus, sUAS were able to complete their respective missions in a

shorter period of time. Throughout the simulation aircraft came within 0.4 nmi on 33,550 occa-

sions. However, of those instances, the separation assurance system predicted an LOS to occur

within 2 min only 14,750 times. Of these resolution advisories, only 75.74% were successful,

resulting in 3579 LOSs and 0.39 LOSs per flight hour. Although this number is slightly larger than

the number of LOSs per flight hour in the unmitigated study, this additional layer of avoidance

kept vehicles from entering any scenarios that resulted in collision. Thus, the overall safety of the

UTM system has been improved.

Separation less than

0.4 nmi

Separation assurance

maneuvers

LOSs Separation assurance

success rate

Number of flight

hours

LOSs per flight

hour

33,550 14,750 3579 75.74% 9277 0.39

Table 12. Separation assurance results.

Collision avoidance

maneuvers

Collisions Collision avoidance

success rate

Number of

flight hours

Collisions per

flight hour

3568 0 100.00% 9277 0

Table 13. Collision avoidance results.
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If an LOS occurred and the vehicles were within one another's sensor ranges, the sense and

avoid software would activate. The results of the collision avoidance software can be seen in

Table 13. Of the 3568 encounters, the collision avoidance software was 100.00% successful at

resolving conflicts.

7. Conclusion

In this work, multiple fuzzy logic controllers and decision-making systems were used in

conjunction to prevent potential losses of separation in a congested, three-dimensional air-

space. This simulation environment allowed for extensive encounter scenarios between het-

erogeneous vehicles to test the two conflict resolution systems. First, a sense and avoid system

was developed to prevent potential collisions using only current state information and without

communication between vehicles. Next, a separation assurance platform was developed to

further mitigate the risk of a potential collision. This platform uses global aircraft state infor-

mation to predict if two aircraft will have an LOS within a given look-ahead time. If an LOS

was predicted, the system would issue necessary resolution advisories to the proper aircraft to

prevent an LOS.

Once the controllers were developed, numerical simulations and formal methods were used to

verify the controllers performed as expected. Using a formal methods approach, we could

show that the controller output was always in the correct direction (i.e., always performed as

expected). In addition, we were able to verify that in all pairwise encounter scenarios between

sUAS, the actions of each vehicle were such that they would never turn toward one another

when avoiding a collision.

After a formal methods approach verified the control logic behavior and fuzzy logic controller

outputs, numerical simulations were conducted. In all simulations, the avoidance system had

perfect knowledge of all vehicle state information (i.e., speed, heading, and location). For the

collision avoidance scenarios tested, the fuzzy system was successful at resolving all potential

conflicts for both the homogeneous and heterogeneous cases. However, the separation assur-

ance platform had trouble resolving certain types of encounter scenarios. Thus, it sometimes

would not prevent an LOS between vehicles. However, when an LOS occurred, the collision

avoidance system again prevented any mid-air collisions from occurring.

Several full simulation environment missions were also run to evaluate the effectiveness of the

avoidance algorithms. These missions included cases where the separation assurancemitigations

were both enabled and disabled. Overall, the results of this experiment were as expected. In the

mitigated study, no collisions between aircraft occurred. However, when the mitigations were

removed, vehicles encountered scenarios where the collision avoidance system could not prevent

a collision. These collisions were not due to the collision avoidance logic or the fuzzy logic

controllers, but were attributed to the limited vehicle sensor performance and lack of memory.

For future work, we aim to improve upon the separation assurance techniques to prevent an

LOS in all encounter scenarios. Also, representing the system with a higher fidelity model of

the environment in the formal methods tools would allow for more complete specifications
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(i.e., vehicles never lose separation) and then identify cases that violate them. In addition, since

the avoidance system had perfect vehicle state information, we would like to introduce a level

of uncertainty to the sensor models. Finally, we wish to implement the proposed avoidance

software into hardware testing environments.
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A New Methodology for Tuning PID‐Type Fuzzy Logic

Controllers Scaling Factors Using Genetic Algorithm of

a Discrete‐Time System

Wafa Gritli, Hajer Gharsallaoui and
Mohamed Benrejeb

Abstract

In this chapter, a proportional-integral derivative (PID)-type fuzzy logic controller (FLC)
is proposed for a discrete-time system in order to track a desired trajectory generated
using the flatness property. In order to improve the performance of the proposed con-
troller, genetic algorithm (GA) based on minimizing the integral of the squared error
(ISE) is used for tuning the input and output PID-type FLC scaling factors online. The
considered controller is applied to an electronic throttle valve (ETV). GA tuning shows a
better and robust performance compared to Simulink design optimization (SDO) algo-
rithm in terms of tracking a desired trajectory with disturbances rejection.

Keywords: PID-type FLC, scaling factors, genetic algorithm, integral of the squared
error, Simulink design optimization technique, flatness, electronic throttle valve

1. Introduction

Fuzzy logic control (FLC) has been widely used in many successful industrial applications.

The first FLC algorithm was implemented by Mamdani in 1974. Unlike conventional control,

which is based on mathematical model of a plant, an FLC usually embeds the intuition and

experience of a human operator and may provide a nonlinear relationship induced by mem-

bership functions, rules and defuzzification. In that respect, FLC has been reported to be

successfully used for a number of complex and nonlinear systems and are proved to be more

robust and their performances are less sensitive to parametric variations than conventional

controllers.
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In the literature, various types such as proportional integral (PI), proportional derivative (PD)

and proportional-integral derivative (PID) of FLCs have been proposed. For example, PI-type

FLCs have been successfully implemented in many physical applications such the control of

the temperature and pressure of a steam engine and control the steering and speed of an

automobile. However, performance of PI-type FLCs for higher order systems and nonlinear

systems may be poor due to the large overshoot and the excessive oscillation. PD-type FLCs

are suitable for a limited class of systems and they are not recommendable in the presence of

measurement noise and sudden load disturbances. Theoretically, PID-type FLCs provide a

good performance. However, there are difficulties associated with the generation of an effi-

cient rule base and the tuning of parameters.

In the proposed PID-type FLC, the design of parameters within two groups: structural param-

eters and tuning parameters. Basically, structural parameters include input/output (I/O) vari-

ables to fuzzy inference, fuzzy linguistic sets, membership functions, fuzzy rules, inference

mechanism and defuzzification mechanism, which are usually determined during offline

design. Tuning parameters include I/O scaling factors (SF) and parameters of membership

functions (MF), which can be calculated during online adjustments of the controller in order

to enhance the process performance [1].

The appropriate selection of input and output scaling factors is very important because

they have significant effects on the dynamic of fuzzy controller. This leads researchers to

explore the best method in searching optimum PID-type FLC parameters. Various strategies

or methods have been used up to now. In Ref. [2], Qiao and Mizumoto proposed a peak

observer mechanism-based method to adjust the PID-type FLC parameters. This self-tuning

mechanism decreases the equivalent integral control component of the fuzzy controller grad-

ually with the system response process time. Furthermore, Woo et al. [3] developed a method

based on two empirical functions evolved with the system’s error information. In Ref. [1],

Guzelkaya et al. proposed a technique that adjusts the scaling factors, corresponding to the

derivative and integral components, using a fuzzy inference mechanism. However, the major

disadvantages of all these PID-type FLC tuning method are the difficult choice of their relative

parameters and mechanisms. To overcome these difficulties, differential search algorithm

(DSA) meta-heuristic technique is proposed for systematically tuning the scaling factors of

the PID-type FLC in Ref. [4]. The fuzzy control design is formulated as a constrained optimi-

zation problem, which is efficiently solved based on an improved DSA. In this proposed

technique, different optimization criteria such as integral square error (ISE) and maximum

overshoot are considered in order to guarantee more robustness and performance control

objectives.

In this chapter, a genetic algorithm (GA)-based heuristic optimization technique has been

implemented to obtain better performance compared to the Simulink design optimization

(SDO) technique. GA is based upon minimizing the error between the output system and the

desired trajectory starting from a flat output variable generated using the flatness property.

Various performance indices can be used. In this study, the integral of squared error (ISE)

index has been used in order to minimize the error between the output and the desired flat

trajectory. The methods are applied in a discrete-time framework to an electronic throttle valve

as a case of study.
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2. PID-type fuzzy logic controller description

In this study, we will deal with fuzzy PID-type controllers formed using one PD-type FLC with

an integrator at the output.

The PID-type fuzzy logic controller structure is shown in Figure 1 [5], where and

are the input scaling factors are α and β the output scaling factors.

The inputs variables, well known as the error ek between the desired trajectory and the mea-

sure , as well as the error variationΔek given by Eqs. (1) and (2) where Te is the sampling period.

ð1Þ

ð2Þ

The output variable of such a controller is the variation of the control signal which can

be defined as Eq. (3).

ð3Þ

The output of the PID-type fuzzy is given by Eq. (4) [5]

ð4Þ

Thus, the equivalent control components of the PID-type FLC are such that

Proportional gain:

Integral gain:

Figure 1. PID-type FLC.
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Derivative gain:

where the terms and are given by Eqs. (5) and (6) [2].

ð5Þ

ð6Þ

The fuzzy controllers with a product-sum inference method, centroid defuzzification method

and triangular uniformly distributed membership functions for the inputs and a crisp output

proposed in Refs. [2, 6] are used in our case of study.

Table 1 gives the linguistic levels, assigned to the variables ek, Δek and Δuk, as follows: NL:

negative large; N: negative; ZR: zero; P: positive; PL: positive large.

3. Scaling factors tuning using genetic algorithm

In this work, a new method is proposed for tuning the coefficients of PID-type FLCs. This

method adjusts the input scaling factor corresponding to the derivative coefficient and the

output scaling factor corresponding to the integral coefficient of the PID-type FLC using

genetic algorithm, as shown in Figure 2. The integral of squared error (ISE) index has been

used in order to minimize the error between the output and the desired flat trajectory.

3.1. Genetic algorithm

Genetic algorithm was first proposed by Holland [7]. It is a heuristic optimization technique

inspired by the mechanism of natural selection. It is used in order to solve highly complex

problems. GA starts with an initial population containing a number of parameters, where each

one is regarded as the genes of a chromosome and can be structured by a string of

concatenated values. Each chromosome represents a solution of the problem and its perfor-

mance is evaluated based on fitness function.

In the beginning, an initial chromosome population is randomly generated. The chromosomes

are candidate solutions to the problem. Then, the fitness values of all chromosomes are

evaluated by calculating the objective function. So, a group of the best chromosomes is selected

based on the fitness of each individual. In this ‘surviving’ population, the genetic operators of

ek\Δek N ZR P

N NL N ZR

ZR N ZR P

P ZR P PL

Table 1. Fuzzy rules-base.
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crossover and mutation are applied in order to create the next population solution. The above

steps are repeated until a specific termination criterion is found.

• Reproduction: Create a part of the new population by simply copying without changing

the selected individuals from the present population. Also, new population has the possi-

bility of selection by already developed solutions [8].

• Crossover: Create new individuals as offspring of two parents. It is a recombination

operator that combines selected subparts called crossover points of two parent chromo-

somes. The individuals resulting in this way are the offspring [8].

• Mutation: Create a new individual for the new population by randomly mutating a

selected individual. The modifications can consist of changing one or more values in the

representation or adding/deleting parts of the representation [8].

To compute the fitness of each chromosome, the objective functions are used. Many authors use

integral of time multiplied by absolute error (ITAE), mean of the squared error (MSE), integral

of absolute error (IAE) and integral of the squared error (ISE) as performance index [9, 10].

In this chapter, the method of tuning PID-type FLC parameters using GA consists in finding

the optimal I/O scaling factors, which minimize the defined objective function, chosen as the

ISE in order to specify more performance in terms of tracking a desired trajectory.

If is the desired trajectory and is the output trajectory, then error e(t) is

ð7Þ

and the ISE can be defined by

ð8Þ

Fitness function is taken as inverse of error, i.e., performance index.

Figure 2. PID-type FLC scaling factors tuning.
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ð9Þ

3.2. Tuning procedure

The overall flowchart for optimization using GA is shown in Figure 3. Initially, a number of

populations N have been generated for the scaling factors α and β. Each individual of

these N sets in the current population is evaluated using the objective function ISE. Based on

the values of the objective function, out of these N possible solutions, the good solutions are

retained and the others are eliminated. A new population is formed by applying the genetic

operators (reproduction, crossover and mutation) to these selected individuals. This process of

Figure 3. Flowchart of the GA optimization algorithm.
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production of a new generation and its evaluation is performed repetitively. The algorithm

continues until the population converges to the stop criterion.

4. Flatness and trajectory planning

The flat property has been introduced in Ref. [11] for continuous-time nonlinear systems. It can

be stated in a discrete-time version which leads for the design of a control which ensures a

tracking of a desired trajectory. One major property of differential flatness is that the state and

the input variables can be directly expressed, without integrating any differential equation, in

terms of the flat output and a finite number of its derivatives. The flatness approach will be

used in this chapter in a discrete-time framework.

The studied dynamic linear discrete system is described by Eq. (10).

ð10Þ

where q is the forward operator, and are the input and the output, respectively, and

and are polynomials defined by

ð11Þ

ð12Þ

where the parameters and are constants, i=0,1,…,n�1. The partial state of such a dynamic

system can be considered as a discrete flat output which can be expressed as a function of

input and output signals as following

ð13Þ

ð14Þ

Often, the real output signal to be controlled is not a flat output. Then, it is necessary to plan

a desired trajectory for the flat output [11] and to consider thereafter the relation (14).

The open loop control law can be determined by the following relations [12].

ð15Þ

ð16Þ

where and g are the vectorial functions. Then, it is sufficient to find a desired continuous flat

trajectory that must to be differentiable at the order.

The polynomial interpolation technique is used in order to plan the desired flat trajectory .

Let consider the state vector containing the desired con-

tinuous flat output and its successive derivatives. The expression of can be given in

Eq. (17); and are the two moments known in advance.
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ð17Þ

where and are such as [12]

ð18Þ

ð19Þ

and the vectors and defined by

ð20Þ

ð21Þ

Then, the output desired trajectory is defined. In the discrete-time framework, the real

output has asymptotically to track this such as Eq. (22).

ð22Þ

In the following section of this chapter, the efficiency of the proposed methodology for tuning

PID-type FLC scaling factors has been validated on a discrete-time system: an electronic

throttle valve for a defined desired trajectory generated using the flatness property and com-

pared to the Simulink design optimization (SDO) technique.

5. Case of study: electronic throttle valve (ETV)

Throttle valve is one of the most important devices in the engine management system. In

conventional engine, the amount of airflow into the combustion system has been adjusted by

the throttle valve, which is connected mechanically to an accelerator pedal [13]. The electronic

throttle body (ETB) regulates air inflow into the car engine. Compared to the mechanical

throttle, a well-controlled ETB can reduce fuel consumption.
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5.1. System modelling

The case of the ETV is described in Figure 4.

The electrical part is modelled by Eq. (23)

ð23Þ

where L is the inductance R is the resistance u(t) and i(t) are the voltage and the armature

current, respectively, is an electromotive force constant and is the motor rotational speed.

The mechanical part of the throttle is modelled by a gear reducer characterized by its reduction

ratio such as Eq. (24)

ð24Þ

where is the load torque and Cg is the gear torque. The mechanical part is modelled

according to Eq. (25), such that [14, 15].

ð25Þ

and

ð26Þ

where is the throttle plate angle, J is the overall moment of inertia, is the electrical

torque where Ke is a constant, Cf is the torque caused by mechanical friction, Cr is the spring

resistive torque and is the torque generated by the airflow. The electronic throttle valve

involves two complex nonlinearities due to the nonlinear spring torque and the friction

Figure 4. Electronic throttle valve system.
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torque . They are given by their static characteristics [16]. The static characteristic of the

nonlinear spring torque Cr is defined by

ð27Þ

For , is the spring constant, is a constant, is the default position and sgn(.) is

the following signum function

ð28Þ

The friction torque function of the angular velocity of the throttle plate can be expressed as

ð29Þ

where fv and fc are two constants. By substituting in Eq. (25) the expressions of Cg, Cf and Cr and

by neglecting the torque generated by the airflow Ca, the two nonlinearities and

and the two constants and fv the transfer function of the linear model becomes (30) [15].

ð30Þ

with ks = (180 / π / γ2)kr and q as the Laplace operators.

5.2. Simulation results

The identified parameters of are given in Table 2 at 25�C temperature [15].

The corresponding discrete-time transfer function is given by Eq. (31) for the sample time

= 0.002s.

ð31Þ

Parameters Values

R(Ω) 2.8

L(H) 0.0011

ke (N.m/A) 0.0183

kv (v/rad/s) 0.0183

J (kg.m2) 4 � 10�6

γ 16.95

Table 2. Model’s parameters.
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The desired continuous time flat trajectory can be computed according to the following

polynomial form

ð32Þ

where and are constants, are the instants of

transitions, is the static gain between the flat output and the output signal for each

operating mode and are polynomials calculated using the technique of poly-

nomial interpolation.

The desired trajectory is then given in Figure 5.

The obtained optimal I/O scaling factors for Simulink design optimization tech-

nique and GA are summarized in Table 3.

The obtained results are given in Figures 6–9.

Figure 5. Desired trajectory.
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SF\Method SDO GA

Ke 0.1144 0.0086

Kd 1.5997 0.4612

α 2.6239 0.1108

β 0.0001 0.1934

Table 3. PID-type fuzzy scaling factors values.

Figure 6. System outputs using Simulink design optimization.

Figure 7. System outputs using genetic algorithm.
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Figures 8 and 9 show the responses with Simulink design optimization technique and GA

tuning using ISE criterion. Based on a comparative analysis, better results were there obtained

with the GA tuning method.

All results, for obtained scaling factors values, are acceptable and show the effectiveness of the

proposed GA tuning method in terms of the tracking desired trajectory with disturbances

rejection in comparison with the SDO technique.

Figure 9. Control signals.

Figure 8. Tracking errors.
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6. Conclusion

In this chapter, an optimization technique was introduced to tune the parameters of PID-type

fuzzy logic controller (FLC). The idea is to use the genetic algorithm (GA)-based heuristic

optimization technique in order to solve highly complex problems. In order to specify more

robustness and performance of the proposed GA-tuned PID-type FLC, optimization criteria

such as integral square error (ISE) is considered.

The proposed controller is applied to an electronic throttle valve (ETV) in the discrete-time

framework in order to track a desired trajectory starting from a flat output generated using

flatness property. The performance comparison with the Simulink design optimization (SDO)

technique shows the efficiency of the proposed GA-tuned approach in terms of tracking a

desired trajectory with disturbances rejection.
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Fuzzy Interpolation Systems and Applications

Longzhi Yang, Zheming Zuo, Fei Chao and

Yanpeng Qu

Abstract

Fuzzy inference systems provide a simple yet effective solution to complex non-linear
problems, which have been applied to numerous real-world applications with great
success. However, conventional fuzzy inference systems may suffer from either too
sparse, too complex or imbalanced rule bases, given that the data may be unevenly
distributed in the problem space regardless of its volume. Fuzzy interpolation addresses
this. It enables fuzzy inferences with sparse rule bases when the sparse rule base does
not cover a given input, and it simplifies very dense rule bases by approximating certain
rules with their neighbouring ones. This chapter systematically reviews different types
of fuzzy interpolation approaches and their variations, in terms of both the interpolation
mechanism (inference engine) and sparse rule base generation. Representative applica-
tions of fuzzy interpolation in the field of control are also revisited in this chapter, which
not only validate fuzzy interpolation approaches but also demonstrate its efficacy and
potential for wider applications.

Keywords: fuzzy inference systems, fuzzy interpolation, adaptive fuzzy interpolation,
sparse rule bases, fuzzy control

1. Introduction

Fuzzy logic and fuzzy sets have been used successfully as tools to manage the uncertainty of

fuzziness since their introduction in the 1960s, which have been applied to many fields, includ-

ing [1–6]. The most widely used fuzzy systems are fuzzy rule-based inference systems, each

comprising of a rule base and an inference engine. Different inference engines were invented to

support different situations, such as the Mamdani inference engine [7] and the TSK inference

engine [8]. The rule bases are usually extracted from expert knowledge or learned from data. The

TSK model produces crisp outputs due to its polynomial rule consequences in TSK-style rule
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bases, while the Mamdani model is more appealing in handling inferences based on human

natural language due to its fuzzy rule consequences. Despite of the wide applications, these

conventional fuzzy inference mechanisms are only workable with dense rule bases which fully

cover the entire input domain.

Fuzzy interpolation systems (FISs) were proposed to address the above issue [9], and they also

help in complexity reduction for fuzzy models with too complex (dense) rule bases. If there is

only a spare rule base available and a given input does not overlap with any rule antecedent,

conventional fuzzy inference systems will not be applicable. However, FISs are still able to

generate a conclusion by means of fuzzy interpolation in such situations, thus enhancing the

applicability of conventional fuzzy inference systems. FISs can also improve the efficiency of

complex fuzzy inference systems by excluding those rules that can be accurately interpolated

or extrapolated using other rules in a complex rule base. Various fuzzy interpolation methods

based on Mamdani-style rule bases have been proposed in the literature such as Refs. [9–20],

with successful applications in the fields of decision-making support, prediction and control,

amongst others.

FISs have also been developed to support TSK-style sparse fuzzy rule bases by extending the

traditional TSK fuzzy inference system [21]. This approach was developed based on a modi-

fied similarity degree measure that enables the effective utilisation of all rules during inference

process to generate a global result. In particular, the modified similarity measure guarantees

that the similarity degree between any given input and any rule antecedent is greater than

0 even when they do not overlap at all. Therefore, all the rules in the rule base can be fired to

certain degrees such that they all contribute to the final result to some extents and conse-

quently a conclusion still can be generated even when no rule antecedent is overlapped with

the given observation. The extended TSK fuzzy model enjoys the advantages of both TSK

model and fuzzy interpolation, which is able to obtain crisp inference results from either

sparse, dense or unevenly distributed (including dense parts and spare parts) TSK-style fuzzy

rule bases.

FISs have been successfully applied to real-world problems. In some real world scenarios,

neither complete expert knowledge nor complete data set is available or readily obtainable to

generate evenly distributed dense rule bases. FISs therefore have been applied in such situa-

tions. For instance, a FIS has been applied to building evaluation in the work of Molnárka et al.

[22] in an effort to help estate agencies making decisions for residential building maintenance,

when some necessary relevant data have been lost. In Ref. [23], a FIS system was applied

successfully to reduce the complexity and improve the efficiency of a fuzzy home heating

control system. The work of Bai et al. [24] applied a FIS to calibrate parallel machine tools for

industry use. A behaviour-based fuzzy control system is introduced in Ref. [25], which applied

a FIS to make decisions when only incomplete knowledge base has been provided or available.

Most recently, FISs have also been used to support network quality of service [26] and network

intrusion detection [27].

The remainder of this chapter is organised as follows. Section 2 reviews the theoretical under-

pinnings of conventional fuzzy inference systems, that is, the Mamdani inference system

and the TSK inference system. Section 3 discusses different fuzzy interpolation approaches to
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support sparse Mamdani-style rule bases. Section 4 presents the extension of the conventional

TSK inference system in supporting sparse TSK-style rule bases. Section 5 reports two repre-

sentative examples of fuzzy interpolation systems in the field of system control. Section 6

concludes the chapter and points out the directions for future work.

2. Fuzzy inference systems

The process of fuzzy inference is basically an iteration of computer paradigm based on fuzzy

set theory, fuzzy-if-then-rules and fuzzy reasoning. Each iteration takes an input which can be

an observation or a previously inferred result, crisp or fuzzy. Then, these inputs are used to fire

the rules in a given rule base, and the output is the aggregation of the inferred results from all

the fired rules. There are generally two primary ways to construct a rule base for a given

problem. The first way is directly translating expert knowledge to rules, and the fuzzy infer-

ence systems with such rule bases are usually called fuzzy expert systems or fuzzy control-

lers [28]. In this case, rules are fuzzy representations of expert knowledge, and the resultant

rule base offers a high semantic level and a good generalisation capability. The difficulty of

building rule bases for complex problems has resulted in the development of another approach

of rule base construction, which is driven by data, that is, fuzzy rules are obtained from data

by employing machine learning techniques rather than expert knowledge [29, 30]. In contrast,

the rule bases built in this way lack comprehensibility and transparency. There are two types of

rule bases depending on the expression of the consequences of the fuzzy rules composing the

rule base. Mamdani-style fuzzy rules consider fuzzy terms or linguistic values in the conse-

quence, while TSK-style fuzzy rules represent the consequences as polynomial functions of

crisp inputs.

2.1. Inference with Mamdani-style rule bases

There are a number of fuzzy inference mechanisms that can be utilised to derive a consequence

from a given observation using a Mamdani rule base. The two most significant modes are the

compositional rule of inference (CRI) [31] and analogy-based reasoning [24, 33], which are

introduced below.

2.1.1. Compositional rule of inference

The introduction of CRI marks the era of fuzzy inference [31]. Given a rule ‘IF x is A, THEN y is

B”’ and an observation ‘x is A*
’, the conclusion B* can be generated through CRI as:

μB�ðvÞ ¼ supu∈Ux
T
�

μA�ðuÞ,μRðu, vÞ
�

, ð1Þ

where T is a triangular norm, sup represents supremum, and R is the relationship between

variables x and y. Essentially, CRI is a fuzzy extension of classical modus ponens which can be

viewed from two perspectives. Firstly, classical modus ponens only supports predicates

concerning singleton elements, but CRI is able to deal with predicates which concern a set of
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elements in the variable domain. This is achieved by representing a fuzzy rule as a fuzzy

relation over the Cartesian product of the domains of the antecedent and consequent variables.

Various fuzzy implication relations have been proposed [7, 32–34], each of which may have its

own properties and therefore is suitable for a certain group of applications. Secondly, classical

modus ponens only supports Boolean logic, but CRI supports multi-value logic. That is, CRI is

able to deal with predicates with partial truth values, which are implemented by a composi-

tional operator sup T, where T represents a t-norm [35].

A number of existing fuzzy reasoning methods based on CRI have been developed [36, 37],

including the first successful practical approach, that is, the Mamdani inference [28]. This

approach is also the most commonly seen fuzzy methodology in physical control systems thus

far. It was originally proposed as an attempt to control a steam engine and boiler combination

by synthesising a set of linguistic control rules obtained from experienced human operators.

Mamdani inference implements CRI using minimum as the t-norm operator due to its simplic-

ity. In particular, the inferred result from each fired rule is a fuzzy set which is transformed

from the rule consequence by restricting the membership of those elements whose member-

ships are greater than the firing strength. The firing strength is also sometimes termed the

satisfaction degree, which is the supremum within the variable domain of the minimum of the

rule antecedent and the given observation. A defuzzification process is needed when crisp

outputs are required.

2.1.2. Analogy-based fuzzy inference

Despite the success of CRI in various fuzzy system applications, it suffers various criticisms

including its complexity and vague underlying semantics [34, 38]. This has led to another

group of fuzzy reasoning approaches which are based on similarity degree, usually called

analogy-based fuzzy reasoning [38–41]. Similarity considerations play a major role in human

cognitive processes [42], so do they in approximate reasoning. It is intuitive that if a given

observation is similar to the antecedent of a rule, the conclusion from the observation should

also be similar to the consequence of the rule. Different to CRI-based fuzzy reasoning, analogy-

based fuzzy reasoning does not require the construction of a fuzzy relation. Instead, it is based

on the degree of similarity (given a certain similarity metric) between the given observation

and the antecedent of a rule. Utilising the computed similarity degree, the consequence of the

fired rule can be modified to the consequence of the given observation.

Approximate analogical reasoning schema is a typical analogy-based fuzzy inference

approach [34, 38]. In this method, rules are fired according to the similarity degrees between

a given observation and the antecedents of rules. If the degree of similarity between the given

observation and the antecedent of a rule is greater than a predefined threshold value, the rule

will be fired and the consequence of the observation is deduced from the rule consequence by a

given modification procedure. Another analogy-based fuzzy inference approach was pro-

posed in Refs. [39, 40], which particularly targets medical diagnostic problems. This approach

is based on the cosine angle between the two vectors that represent the actual and the user’s

specified values of the antecedent variable. Several modification procedures can be found in

Refs. [43, 44]. Particularly, a fuzzy reasoning method which employs similarity measures based
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on the degree of subsethood between the propositions in the antecedent and a given observa-

tion is proposed in Ref. [45]. This method has also been extended to consider the weights of the

propositions in the antecedent [46]. Analogy-based fuzzy inference approaches usually arrive

at solutions with more natural appeal than those introduced in the last section.

2.2. Inference with TSK-style rule bases

The TSK fuzzy inference system was proposed for the direct generation of crisp outputs [8]. In

difference with the Mamdani-style fuzzy rule bases, TSK-style rule bases are usually generated

from data using a clustering algorithm such as K-Means and an algorithm to determine the

number of clusters such as Ref. [47]. Also, the consequence of a TSK fuzzy rule is a polynomial

function rather than a fuzzy set. A typical TSK fuzzy rule can be defined as:

IF x1 is A1 ∧… ∧ xm is Am THEN z ¼ f ðx1,…, xmÞ, ð2Þ

where A1,…Am are fuzzy values with regard to antecedent variables x1, …, xm respectively, and

f(x1,…,xm) is a crisp polynomial function of crisp inputs determining the crisp output value.

The rule consequent polynomial functions f(x1,…,xm) are usually zero order or first order. For

simplicity, suppose that a TSK-style rule base is formed by two-antecedent rules as follows:

Ri : IF x is Ai ∧ y is Bi THEN z ¼ f iðx, yÞ
Rj : IF x is Aj ∧ y is Bj THEN z ¼ f jðx, yÞ:

ð3Þ

Suppose that (x0,y0) is the crisp input pair, then the inference process can be shown in Figure 1.

As the input values overlap with both rule antecedents, both rules are fired. Using rules Ri

and Rj, the given input then leads to system outputs fi(x0,x0) and fj(x0,x0), respectively. The

consequences from both rules are then integrated using weighted average function, where

Figure 1. TSK fuzzy inference [21].
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the values of weights represent the matching degrees between the given input and the rule

antecedents (often referred to as firing strengths). Assume that μAi
ðx0Þ and μBi

ðy0Þ are the

matching degree between inputs (x0 and y0) and rule antecedents (Ai and Bi), respectively.

The firing strength of rule Ri, denoted as αi, is calculated as:

αi ¼ μAi
ðx0Þ ∧μBi

ðy0Þ, ð4Þ

where ∧ stands for a t-norm operator. Different implementations can be used for the t-norm

operator, with the minimum operator being used most widely. Of course, if another system

input (x1, y1) is presented and it is not covered by the rule base, the matching degrees between

this new input and rule antecedents of Ri and Rj are equal to 0. In this case, no rule will be fired,

and thus traditional TSK is not applicable. In this case, fuzzy interpolation is required, which is

introduced in Section 4.

3. Fuzzy interpolation with sparse Mamdani-style rule bases

FISs based on Mamdani-style rule bases can be categorised into two classes. One group of

approaches were developed based on the decomposition and resolution principle, termed as

‘resolution principle-base interpolation’. In particular, the approach represents each fuzzy set

as a series of α-cuts (α ∈ (0,1]), and the α-cut of the conclusion is computed from the α-cuts of

the observation and the α-cuts of rules. The final fuzzy set is assembled from all the α-cut

consequences using the resolution principle [48–50]. The other group of fuzzy interpolation

approaches were developed using the analogy reasoning system, thus termed as ‘analogy-

based fuzzy interpolation’. This group of approaches firstly generates an intermediate rule

whose antecedent maximally overlaps with the given observation, then the system output is

produced from the observation using the intermediate rule. Two representative approaches

of the two classes, the KH approach [10] and the scale and move transformation-based

approach [9, 51, 52], are discussed in this section based on simple rule bases with two anteced-

ent rules. Despite of the simple examples used herein, both of these approaches have been

extended to work with multiple multi-antecedent rules.

3.1. Resolution principle-based interpolation

Single step interpolation approaches are computationally efficient, such as the KH approach

proposed in Refs. [9, 10, 53]. Following these approaches, all variables involved in the reason-

ing process must satisfy a partial ordering, denoted as ≺ [31]. According to the decomposition

principle, a normal and convex fuzzy set A can be represented by a series of α-cut intervals,

each denoted as Aα, α ∈ (0,1). Given fuzzy sets Ai and Aj which are associated with the same

variable, the partial ordering Ai ≺ Aj is defined as:

inffAiαg < inffAjαg and supfAiα} < sup{Ajαg, ∀α∈ ð0, 1�, ð5Þ

where inffAiαg and sup{Aiα} denote the infimum and supremum of Aiα, respectively.

Fuzzy Logic, Systems and Engineering Applications

156

_____________________ WORLD TECHNOLOGIES _____________________



WT

Take the KH approach as an example here. For simplicity, suppose there are two fuzzy rules: If

x is Ai, then y is Bi, and If x is Aj then y is Bj, shorten as Ai ⟹ Bi and Aj ⟹ Bj, respectively. Also,

suppose that these two rules are adjacent, in other words, there is no rule A ⟹ B existing such

that Ai ≺A≺Aj or Aj ≺A≺Ai. Given an observation A* which satisfies Ai ≺A�
≺Aj or

Aj ≺A�
≺Ai, a conclusion B* can be computed as:

DðAiα, A
�
α
Þ

DðA�
α
, AjaÞ

¼
DðBiα, B

�
α
Þ

DðB�
α
, BjaÞ

, ð6Þ

where given any 0 < α ≤ 1, the distance DðAiα, AjαÞ between the α-cuts Aiα and Ajα is defined by

the interval ½DLðAiα, AjαÞ, D
UðAiα, AjαÞ� with:

DLðAiα, AjαÞ ¼ inf fAjαg � inf fAiαg, D
UðAiα, AjαÞ ¼ supfAjαg � supfAiαg: ð7Þ

Following Eqs. (4) and (5), the following is resulted:

minfB�
α
g ¼

inf ðBiαÞ

DLðAiα, A
�
α
Þ
þ

inf ðBjαÞ

DLðA�
α
, AjαÞ

1

DLðAiα, A
�
α
Þ
þ

1

DLðA�
α
, AjαÞ

maxfB�
α
g ¼

supðBiαÞ

DUðAiα, A
�
α
Þ
þ

supðBjαÞ

DUðA�
α
, AjαÞ

1

DUðAiα, A
�
α
Þ
þ

1

DUðA�
α
, AjαÞ

8

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

:

ð8Þ

For simplicity, let

Λ
L
α
¼

inffA�
α
g � inf{Aiα}

inffAjαg � inf{Aiα}

Λ
U
α
¼

supfA�
α
g � sup{Aiα}

supfAjαg � sup{Aiα}

8

>

>

>

<

>

>

>

:

ð9Þ

Also, denote Λ ¼ ½ΛL
α
,ΛU

α
� hereafter. From this, Eq. (8) can be re-written as:

minfB�
α
g ¼ ð1�Λ

L
α
ÞinffBiαg þΛ

L
α
inffBjαg

maxfB�
α
g ¼ ð1�Λ

U
α
ÞsupfBiαg þΛ

U
α
supfBjαg

(

ð10Þ

This means B�
α
¼ ½minfB�

α
g, maxfB�

α
g] is generated. The final consequence B* is then

reassembled as:

B� ¼ Uα∈ ð0,1�αB
�
α
: ð11Þ

The KH approach may generate invalid interpolated results [54], which is usually called ‘the

abnormal problem’. To eliminate this deficiency, a number of modifications or improvements
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have been proposed, including Refs. [9, 10, 13, 14, 18, 53, 55–60]. Approaches such as Refs.

[15, 16, 61–63] also belong to this group.

3.2. Analogy-based interpolation

The scale and move transformation-based fuzzy interpolation [51, 52, 64] is a representative

approach in the analogy-based interpolation group. For simplicity, following the same

assumption of a simple rule base containing two rules with two antecedents, the

transformation-based approach is shown in Figure 2 and outlined as follows.

Given neighbouring rules If x is Ai, then y is Bi, and If x is Aj then y is Bj and observation A*,

this method first maps fuzzy sets Ai, Aj and A* to real numbers ai, aj and a* (named as

representative values) respectively, using real function f1. Then, the location relationship between

A* and rule antecedents (Ai and Aj) is computed. This is achieved by another mapping function

f2, which results in the relative placement factor λ. In contrast to the resolution-based interpola-

tion approaches, the generated relative placement factor in analogy-based fuzzy interpolation

approach is a crisp real number. Finally, linear interpolation is implemented using mapping

function f3 of λ, which leads to the intermediate rule A�0 ) B�0 .

Note that the representative value of intermediate rule antecedent A�0 equals to that of A* (the

given observation), although A�0 and A* are not identical for most of the situations. In the scale

and move transformation-based fuzzy interpolation approach, the similarity degree between

two fuzzy sets A* and A*’ with the same representative value is expressed as the scale rate s,

scale ratio S and move rateM, which is obtained by real function f4. From this, the consequence

B* is calculated from B�0 using a transformation function f5 which imposes the similarity degree

between A* and A*’. Different approaches have been developed for intermediate rule genera-

tion and final conclusion production from the intermediate rule [17, 55, 63, 65].

3.3. Adaptive fuzzy interpolation

Fuzzy interpolation strengthens the power of fuzzy inference by enhancing the robustness of

fuzzy systems and reducing the systems’ complexity. Common to both classes of fuzzy

Figure 2. Transformation-based fuzzy interpolation [12].
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interpolation approaches discussed above is the fact that interpolation is carried out in a linear

manner. This may conflict with the nature of some realistic problems and consequently this

may lead to inconsistencies during rule interpolation processes. Adaptive fuzzy interpolation

was proposed to address this [12, 66–68]. It was developed upon FIS approaches, which

detects inconsistencies, locates possible fault candidates and modifies the candidates in order

to remove all the inconsistencies.

Each pair of neighbouring rules is defined as a fuzzy reasoning component in adaptive fuzzy

interpolation. Each fuzzy reasoning component takes a fuzzy value as input and produces

another as output. The process of adaptive interpolation is summarised in Figure 3. Firstly, the

interpolator carries out interpolation and passes the interpolated results to the truth mainte-

nance system (ATMS) [69, 70], which records the dependencies between an interpolated value

(including any contradiction) and its proceeding interpolation components. Then, the ATMS

relays any β0-contradictions (i.e. inconsistency between two different values for a common

variable at least to the degree of a given threshold β0 (0 ≤ β0 ≤ 1)) as well as their dependent

fuzzy reasoning components to the general diagnostic engine (GDE) [71] which diagnoses the

problem and generates all possible component candidates. After that, a modification process

takes place to correct a certain candidate to restore consistency by modifying the original linear

interpolation to become first-order piecewise linear.

The adaptive approach has been further generalised [11, 72, 73], which allows the identifica-

tion and modification of observations and rules, in addition to that of interpolation procedures

that were addressed in Ref. [12]. This is supported by introducing extra information of cer-

tainty degrees associated with such basic elements of FIS. The work also allows for all candi-

dates for modification to be prioritised, based on the extent to which a candidate is likely to

lead to all the detected contradictions, by extending the classic ATMS and GDE. This study has

significantly improved the efficiency of the work in Ref. [12] by exploiting more information

during both the diagnosis and modification processes. Another alternative implementation of

the adaptive approach has also been reported in Ref. [74].

3.4. Sparse rule base generation

A Mamdani-style fuzzy rule base is usually implemented through either a data-driven

approach [75] or a knowledge-driven approach [76]. The data-driven approach using artificial

intelligence approach extracts rules from data sets, while the knowledge-driven approach

generates rules by human expert. Due to the limited availability of expert knowledge, data-

driven approaches have been increasingly widely applied. However, the application of such

Figure 3. Adaptive fuzzy interpolation [12].
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approaches usually requires a large amount of training data, and it often leads to dense rule

bases to support conventional fuzzy inference systems, despite of the availability of rule

simplification approaches such as Refs. [77, 78].

A recent development or rule base generation has been reported with compact sparse rule

bases targeted [79]. This approach firstly partitions the problem domain into a number of sub-

regions and each sub-region is expressed as a fuzzy rule. Then, the importance of each sub-

region is analysed using curvature value by artificially treating the problem space as a geogra-

phy object (and high-dimensional problem space is represented as a collection of sub-three-

dimensional spaces). Briefly, the profile curvature of a surface expresses the extent to which the

geometric object deviates from being ‘flat’ or ‘straight’, the curvature values of the sub-regions

are then calculated to represent how important they are in terms of linear interpolation. Given

a predefined threshold, important sub-regions can be identified, and their corresponding rules

are selected to generate a raw sparse rule base. The generated raw rule base can then be

optimised by fine-tuning the membership functions using an optimisation algorithm. Generic

algorithm has been widely used for various optimisation problems, such as Ref. [80], which

has also been used in the work of Ref. [79].

Compared to most of the existing rule base generation approaches, the above approach differs

in its utilisation of the curvature value in rule selection. Mathematically, curvature is the

second derivate of a surface or the slope of slope. The profile curvature [81] is traditionally

used in geography to represent the rate at which a surface slope changes whilst moving in the

direction, which represents the steepest downward gradient for the given direction. Given a

sub-region f(x, y) and a certain direction, the curvature value is calculated as the directional

derivative which refers to the rate at which any given scalar field is changing. The overall

linearity of a sub-region can thus be accurately represented as the maximum profile curvature

value on all directions. From this, those rules corresponding to sub-regions with higher profile

curvature values (with respect to a given threshold) are selected, which jointly form the sparse

rule base to support fuzzy rule interpolation.

FISs relax the requirement of complete expert knowledge or large data sets covering the entire

input domain from the conventional fuzzy inference systems. However, it is still difficult for

some real-world applications to obtain sufficient data or expert knowledge for rule base

generation to support FISs. In addition, the generated rule resulted from most of the existing

rule base generation approaches are fixed and cannot support changing situations. An

experience-based rule base generation and adaptation approach for FISs has therefore been

proposed for control problems [82]. Briefly, the approach initialises the rule base with very

limited rules first. Then, the initialised rule base is revised by adding accurate interpolated

rules and removing out-of-date rules guided by the performance index from a feedback

mechanism and the performance experiences of rules.

4. Fuzzy interpolation with sparse TSK-style rule base

The traditional TSK inference system has been extended to work with sparse TSK fuzzy rule

base [21]. This approach, in the same time, also enjoys the benefit from its original version,
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which directly generates crisp outputs. The extended TSK inference approach is built upon a

modified similarity measure which always generates greater than zero similarity degrees

between observations and rule antecedents even when they do not overlap at all. Thanks to

this property, a global consequence can always be generated by integrating the results from all

rules in the rule base.

4.1. Rule firing strength

The modified similarity measure is developed from the work described in Ref. [83]. Suppose

there are two fuzzy sets A and A0 in a normalised variable domain. Without loss generality, a

fuzzy set with any membership can be approximated by a polygonal fuzzy membership

function with n odd points. Therefore, A and A0 can be represented as A ¼ ða1, a2,…anÞ and

A0 ¼ ða01, a
0
2,…a0n0Þ, as shown in Figure 4. The similarity degree S(A,A0) between A and A0 is

computed as:

SðA,A
0

Þ ¼ 1�

Xn

i¼1
jai � a

0

ij

n

 !

ðDFÞ
~BðsuppA , suppA0 Þ

min
�

μðCAÞ,μðCA
0 Þ
�

max
�

μðCAÞ,μðCA
0 Þ
� , ð12Þ

where cA is the centre of gravity of fuzzy sets A, and μ(cA) is the membership of the centre of

gravity of fuzzy set A; DF represents a distance factor which is a function of the distance

between two concerned fuzzy sets, and BðsuppA, suppA0 Þ is defined as follows:

BðsuppA, suppA0 Þ ¼
1, if suppA þ supp

A
0 6¼ 0,

0, if suppA þ supp
A
0 ¼ 0,

�

ð13Þ

where suppA and suppA0 are the supports of A and A0, respectively.

In Eq. (13), BðsuppA, suppA0 Þ is used to determine whether distance factor is considered. That

is, if both A and A0 are of crisp values, the distance factor DF will not take into consideration

during the calculation of the similarity degree; otherwise, DF will be considered. The centre of

gravity of a fuzzy set is commonly approximated as the average of its odd points. That is:

Figure 4. An arbitrary fuzzy set with n odd points.
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cA ¼
a1 þ a2 þ … þ an

n
, ð14Þ

μðcAÞ ¼
μða1Þ þ μða2Þ þ … þ μðanÞ

n
: ð15Þ

The distance factor DF is represented as:

DF ¼ 1�
1

1þ e�hdþ5
ð16Þ

where d is the distance between the two fuzzy sets, and h(h > 0) is a sensitivity factor. The

smaller the value of h is, the more sensitive the similarity degree to their distance is. The value

of h is usually within the range of (20, 60), but the exact value is problem specific.

4.2. Fuzzy interpolation

Using the modified similarity measure as traduced above, the similarity between any given

observation and a rule antecedent is always greater than zero. This means that all the rules in

the rule base are fired for inference. Therefore, if only a sparse rule base is available and a given

observation is not covered by the sparse rule base, a consequence still can be generated by

firing all the rules in the rule base. The inference process is summarised as below:

1. Calculate the matching degree SðA�, AiÞ and SðB�, BiÞ between each pair of rule antecedent

(Ai, Bi) and the input values (A*, B*) based on Eq. (12).

2. Determine the firing strength of each rule by integrating the matching degrees between

the input items and rule antecedents as calculated in Step 1:

αi ¼ SðA�, AiÞ ∧ SðB
�, BiÞ: ð17Þ

3. Compute the consequence of each rule in line with the given input and the polynomial

function in rule consequent:

f iðA
�, AiÞ ¼ αi � cA� þ bi � cB� þ ci: ð18Þ

4. Obtain the final result z by integrating the sub-consequences from allm rules in the rule base:

z ¼

Xn

i¼1
αif iðA

�, B�Þ
Xn

i¼1
αi

: ð19Þ

5. Applications of fuzzy interpolation

Fuzzy interpolation systems have been successfully applied to a number of real-world prob-

lems including Refs. [23, 22, 25, 52, 57], two of which are reviewed in the section below.
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5.1. Truck backer-upper control

Backing a trailer truck to a loading dock is a challenging task for all yet the most skilled truck

drivers. Due to the difficulties, this challenge has been used as a control benchmark problem

with various solutions proposed [75, 84, 85]. For instance, an artificial neural network has

been applied to this problem, but a large amount of training data is required [84]. An

adaptive fuzzy control system was also proposed for this problem, but the generation of the

rule base is computationally expensive. Another solution combines empirical knowledge

and data [85]. That is, a combined fuzzy rule base is generated by joining the previously

generated rules (data-driven) and linguistic rules (expert knowledge-driven). More recently,

a supervisory control system was proposed with fewer number of state variables required

due to its capability to the decomposition of the control task, thus relieving the curse of

dimensionality [86].

Fuzzy interpolation system has also been applied to the trailer truck backer-upper problem [52]

to further reduce the system complexity. The problem can be formally formulated as

θ ¼ f ðx, y,∅Þ. Variables x and y represent the coordinate values corresponding to horizontal

and vertical axes; ∅ refers to the azimuth angle between the truck’s onward direction and the

horizontal axis; and θ is the steering angle of the truck. Given that enough clearance is present

between the truck and loading lock in most cases, variable y can be safely omitted and hence

results in a simplified formula to θ ¼ f ðx,∅Þ. By evenly partitioning each variable domain into

three fuzzy sets, nine (i.e. 3*3) fuzzy rules were generated using FISMAT [87] and each of

which is denoted as IF x is A AND ∅ is B THEN θ is C, where A, B and C are three linguistic

values. Noting that domain partitions appear to be symmetrical in some sense, the three rules

which are flanked by other rule pairs were removed from the rule base resulting a more

compact rule base with only six fuzzy rules.

If the traditional fuzzy inference system were applied, the sparse rule base would cause a

sudden break of the truck for some situations as no rule would be fired when the truck is in the

position that can be represented by the omitted rules. In this case, fuzzy interpolation is

naturally applied and the sudden break problem can be avoided. In addition, thanks to the

great generalisation ability of the fuzzy interpolation systems, smooth performance is also

demonstrated compared to the conventional fuzzy inference approaches. This study clearly

demonstrates that fuzzy interpolation systems are able to simplify rule bases and support

inferences with sparse rule bases.

5.2. Heating system control

The demotic energy waste contributes a large part of CO2 emissions in the UK, and about 60%

of the household energy has been used for space heating. Various heating controllers have

been developed to reduce the waste of energy on heating unoccupied properties, which are

usually programmable and developed using a number of sensors. These systems are able to

successfully switch off heating systems when a property is unoccupied [88–92], but they

cannot intelligently preheat the properties by warming the property before users return home

without manual inputs or leaving the heating systems on unnecessarily for longer time. A

smart home heating controller has been developed using a FIS, which allows efficient home
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heating by accurately predicting the users’ home time using users’ historic and current location

data obtained from portable devices [23].

The overall flow chart of the smart home heating system is shown in Figure 5. The controller

first extracts the resident’s location and moving information. There are four types of residents’

location and moving information that need to be considered: At Home, Way Back Home,

Leaving Home and Static (i.e. at Special Location). The user’s current location and moving

states are obtained effectively using the GPS information provided by user’s portable devices.

From this, if the resident’s current state is At Home, the algorithm terminates; and if the

residents’ current state is Leaving Home, that is the residents are moving away from home,

Begin

Check User

Location State

Special Location

Meet ?

Compare

T
WARM, TETA

Heating System ON

Home Yet ?

Heating System

OFF

END

At Home

Way Back,
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Y
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T
ETA

greater

Y

N

Heating System

OFF

Calculate T
WARM FRI Reasoning

Calculate

Travel Time

T
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Figure 5. The flow chart of the heating controller [23].
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the boiler is off and the systemwill check the resident’s location andmoving information again in

a certain period of time. Otherwise, the time to arriving home (denoted as TAH) is predicted and

the time to preheat the home to a comfortable temperature (denoted as TPH) is also calculated,

based on the resident’s current situation and the current environment around home.

The user’s current travel modes (i.e. driving, walking or bicycling) can be detected by

employing a naïve Bayes classifier [93] using the GPS information. Then the travel distance

and time between the current location and home can be estimated using Google Distance

Matrix API. Note that the time spent on different locations may vary significantly, and also

different residents usually spend different amount of times at the same special location as

people have their own living styles. The time that the residents spent at the current location is

therefore estimated using fuzzy interpolation systems, thanks to the complexity of the prob-

lem. In particular, the fuzzy interpolation engine takes five fuzzy inputs and produces one

fuzzy output which is the estimate of the time to getting home. The five inputs are the current

location, the day of the week, the time of the day, the time already spent at the current location

and the estimated travel between the current location and home.

If each input domain is fuzzy partitioned by 5 to 13 fuzzy, tens of thousands of rules will be

resulted which requires significant resources during inferences. The proposed system, how-

ever, has selected the most important 72 rules forming a sparse rule base to support fuzzy

rule interpolation, which significantly improve the system performance. Once the home time

is calculated, the home can then be accurately preheated based on a heating gain table devel-

oped based on the particular situation and environment of a concerned property [91]. This

work has been applied to a four-bedroom detached house with a total hearing space of

100 m2ðf loor areaÞ � 2:4 mðhightÞ. The house is heated by a 15 kW heating boiler. The study

has shown that the controller developed using fuzzy inference has successfully reduced the

burning time of the boiler for heating and more accurately preheat the home.

Despite of the success of the applications introduced above, there is a potential for FISs to be

applied to more and larger scales real-world problems, especially in the field of system control.

Note that robotics has taken the centre in the control field to perform tasks from basic robot

calligraphy system [94] to complex tasks which require hand-eye (camera) coordination [95].

FISs can also be applied to such advanced areas in the field of robotics, which require further

investigation.

6. Conclusions

This chapter reviewed fuzzy interpolation systems and their applications in the field of control.

There are basically two groups of fuzzy interpolation approaches using the two most common

types of fuzzy rule bases (i.e. Mamdani-style rule bases and TSK-style rule bases) to supple-

ment the two groups of widely used fuzzy inference approaches (i.e. the Mamdani inference

and the TSK inference). The applications of fuzzy interpolation systems have also been

discussed in the chapter which demonstrate the power of the approaches. FISs can be further

improved despite of its promising performance. Firstly, type-2 FISs have already been
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proposed in the literature, but how type-2 FISs can be applied in real-world applications

requires further investigation. Also, more theoretical analysis for FISs is needed to mathemat-

ically prove the convergence property of the approaches. In addition, most of the existing

fuzzy interpolation approaches are proposed as a supplementary of the existing fuzzy infer-

ence models. It is interesting to investigate the development of a united platform which

integrates both the existing fuzzy models and fuzzy inference systems such that the new

system can benefit from both approaches.
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EMG-Controlled Prosthetic Hand with Fuzzy Logic

Classification Algorithm

Beyda Taşar and Arif Gülten

Abstract

In recent years, researchers have conducted many studies on the design and control of
prosthesis devices that take the place of a missing limb. Functional ability of prosthesis
hands thatmimic biological hand functions increases depending on the number of indepen-
dent finger movements possible. From this perspective, in this study, six different finger
movementswere given to a prosthesis handvia bioelectrical signals, and the functionality of
the prosthesis handwas increased. Bioelectrical signalswere recordedby surface electromy-
ography for four muscles with the help of surface electrodes. The recorded bioelectrical
signals were subjected to a series of preprocessing and feature extraction processes. In order
to create meaningful patterns of motion and an effective cognitive interaction network
between the human and the prosthetic hand, fuzzy logic classification algorithms were
developed. A five-fingered and 15-jointed prosthetic hand was designed via SolidWorks,
and a prosthetic prototype was produced by a 3D printer. In addition, prosthetic hand
simulatorwas designed inMatlab/SimMechanics. Pattern control of both the simulator and
the prototype hand in real time was achieved. Position control of motors connected to each
joint of the prosthetic hand was provided by a PID controller. Thus, an effective cognitive
communication network established between the user, and the real-time pattern control of
the prosthesiswas provided by bioelectrical signals.

Keywords: EMG, fuzzy logic classification, multifunctional prosthesis hand, pattern
recognition

1. Introduction

People lose limbs due to accidents and medical conditions. Robotic devices, which imitate the

shape and function of a missing limb, are manufactured for use by people who lose their limb in

such situations. In recent years, researchers have studied to design and control multifunctional
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prosthetics hand [1–7]. The complexity of the movement, that is, the number of independent

movements, increases in proportion to the number of joints. There are 206 bones in the adult

skeletal system. The 90 bones of the skull and face are connected to each other by non-

immobilized joints, and the 33 bones of the spine are connected to each other by semi-movable

joints. Movable joints are only present between the bones (except the metacarpals bones) of the

arm (25) and leg (25). In light of this information, aside from the wrist joints, the human hand has

15 independent joints with three on each finger. Therefore, the biological hand movement

involves the control of these joints independently. Thus, control of the hand is quite complex.

Thus, of all the human parts, the hand is the most complicated in terms of kinetic analysis [8].

Two main factors enable the functional and visual prosthesis to be used like a biological hand:

• Prosthetic hand mechanical design and modeling [9, 10] and

• Perform the position and speed controls of each joint efficiently and precisely [11–19].

However, no matter how perfect the design and manufacture of the prosthetic hand may be, the

utility depends on the cognitive interaction, i.e., the control algorithm, being designed properly,

e.g., the type of movement and coordination between fingers. If information is not transferred to

the prosthetic hand rapidly enough, then the prosthesis will not assume the desired position.

Cognitive interaction is the most important factor for user to use effectively. There are many

studies about cognitive interaction between human and robotic devices [20–25].

All voluntary muscle movements in humans occur as a result of bioelectrical signals transmit-

ted from the brain through the muscle nerves. Bioelectrical electromyogram (EMG) signals

transmitted to the muscles carry information about the type of movement, speed, and degree

of muscle contraction or relaxation. The biological hand performs the basic tasks of holding

and gripping, which involve various finger movements. The wrist movements essentially

constitute the axis and assist in these gripping and holding movements. The main factor that

increases the functionality of the prosthetic hand is the movement of the fingers. As the

number of independent movements made by the prosthetic hand increases, it can mimic the

biological hand more successfully. This study realizes the design of the bioelectrical signal

control algorithm and the extension of the bioelectrical signal database with the purpose of

increasing the finger motion function of bioelectrical signal-controlled prosthesis hands.

Figure 1 shows bioelectrical signals in the context of the activity of the muscle movements

(e.g., flexion, relaxation force), as seen from the block flow diagram. EMG can be used to detect

signals from the flexor pollicis longus, flexor carpi radialis, brachioradialis, extensor carpi

radialis, extensor digiti minimi, and extensor carpi ulnaris. Bioelectrical signals were recorded

with the help of four surface electrodes and subjected to a series of preprocessing and classifi-

cation operations to understand the relationships between EMG signals and hand and finger

movements. These signals were then applied to the prosthetic hand (space and simulator) as a

reference motion signal. With the designed controllers, the position of the prosthetic hand

finger joints can be controlled. Thus, a cognitive interface and communication network are

established between the user and the prosthetic hand. Briefly summarized, the study creates a

bioelectrical database of the activities of the hand muscles and the interaction network

between the human and prosthetic hand using this database and interface to design a simula-

tor and develop a control algorithm.
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2.1. Recording of EMG signals

EMG signals were recorded from the forearm muscles (the flexor pollicis longus, flexor carpi

radialis, brachioradialis, extensor carpi radialis, extensor digiti minimi, and extensor carpi

ulnaris) with the help of four surface electrodes. Electrode placements are shown in Figure 2.

Electrode layout was chosen according to the protocol [26–28].

The signals, which support movements of the thumb, middle, ring, index, and pinkie fingers,

were recorded separately for each of the respective muscles. Channels and finger relations are

shown in Table 1.

2.2. Preprocessing of EMG signals

The recorded EMG signals also include various noise signals. It is necessary to separate the

noise signals from the EMG signals, so that the characteristics of the signal can be accurately

Pre-
processing

of EMG 
Signal

Prosthetic hand
3D Model

Control of
Prosthetic

hand

Featured 
Extraction 

of EMG

EMG 
Signal

Recording

Simulator 
Design

Motion 
Recognition

Muscles

Produced of
Prototype 

hand

Figure 1. Control of multifunctional prosthetic hand simulator and prototype with EMG signals.

Figure 2. Placement of surface electrodes.
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determined. For this reason, the raw EMG signal is first preprocessed. The block diagram of

the preliminary preparation stage, including the separation, rectification, and sampling of the

recorded EMG signals from noise, is shown in Figure 3.

2.2.1. Numerical sampling

EMGsignals are analogvoltage signals. Their amplitudes change constantlyover the voltage range.

Analog-to-digital conversion is the process by which the amplitude of the analog signal voltage is

represented by a number sequence at specific time points [29–31]. The EMGvoltage signals used in

this study are converted into a number sequence by samplingwith a period of 0.001 s.

2.2.2. Rectification process

Rectification is the evaluation of only the positive parts of the signal. This is done either by half-

wave or full-wave rectification of the signal. A full-wave rectification method was applied to

preserve the energy of the signal [25, 29–34], and the expression for themethod is given in Eq. (1).

X_training ¼ jx ðtÞj ð1Þ

2.2.3. Smoothing of signal

A bandpass filter (50–500 Hz) was designed to soften the signal by eliminating high-frequency

components.

2.2.4. Separate the signal into windows

Before the attributes of the obtained EMG signals are calculated, the frame is processed by the

method adjacent to the signal. Experiments in the study of Englehart [18, 19] for framing and

optimal framing values (R = 256, r = 32 ms) reached with calculations were used.

2.3. Featured extractions of EMG signal

The EMG signal is a non-stationary, time-varying signal that varies in amplitude by random

negative and positive values [25, 31, 32]. Bioelectrical signals have certain characteristic values,

i.e., information. Features in time domain have been widely used in medical and engineering

practices and researches. Time domain features are used in signal classification due to its easy

Figure 3. Preprocessing steps.

Channel 1 Channel 2 Channel 3 Channel 4

Pinkie finger muscle Ring finger muscle Middle finger muscle İndex finger muscle

Table 1. Channel finger relations.
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and quick implementation. Furthermore, they do not need any transformation, and the features

are calculated based on raw EMG time series. Moreover, much interference that is acquired

through the recording because of their calculations is based on the EMG signal amplitude.

However, compared to frequency domain and time-frequency domain, time domain features

have been widely used because of their performances of signal classification in low noise envi-

ronments and their lower computational complexity [29]. In this study, five time domain features

methods widely used in the literature have been utilized to obtain the features of the EMG signal.

2.3.1. Signal energy

Mathematically, the energy of the signal m (t) is calculated as in Eq. (2), where tj and ti denote the

lower and upper bounds of the part of the signal to be integrated, respectively. The above expres-

sion represents the area below the absolute value of the signal curve at time T = ti–tj [30–35].

E ¼

ðtj

ti

jmðtÞjdt ð2Þ

2.3.2. Maximum value of signal

The maximum value of the signal represents the largest of the sampled signal values in each

packet divided by windows [29].

2.3.3. Signal average value

Mathematically, the average of the signal m (t) is calculated as Eq. (3) [30, 31], where ti and tj
denote the upper and lower bounds of the part of the signal to be integrated, respectively. The

above expression represents the overall average of the signal at time interval T = ti�tj.

AVR ¼
1

tj � ti

ðtj

ti

jmðtÞjdt ð3Þ

2.3.4. Effective value of the signal

Effective value is a commonly used signal analysis method in the time domain, such as average

rectification [29–32]. The effective value of the m(t) signal is calculated as Eq. (4).

RMS ¼
1

T

ðt

0

m2ðtÞdt

� �

1
2

ð4Þ

2.3.5. Variance of signal

The variance value of the signal represents the amount of deviation from the mean of the

sampled signal values in each packet divided by windows [30]. p(t) is the variance of the signal

to represent the probability density function of t:

VAR ¼
1

T

ðt

0

ðx�ORTÞ2pðtÞdt

� �

ð5Þ
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3. Pattern recognition with fuzzy logic algorithm

A classifier’s function should be able to map different patterns, match them appropriately, and,

in this case, select different hand grip postures. The extracted features were then fed into the

fuzzy logic (FL) classifier for the developed control system. FL developed by Lofty Zadeh [35–41]

provides a simple way to arrive at a definite conclusion based solely on imprecise input infor-

mation. A summary of the feature extraction process from the forearm muscles is shown in

Table 2 according to motion.

In total, there are 20 features of EMG signal for four channels. In order to make relations easier, a

featured function, which occurs at RMS, AVR, MAX, VAR, and E values, is defined for each

channel. Finally, the number of inputs is reduced by four. The featured function is calculated as

follows in Eq. (6).

Fi ¼ Ei þ AVRi þMAXi þ VARi þ RMSi ð6Þ

For the FL classification analysis, the triangular shape of the membership function (MF) for the

inputs (Fi) and output and the centroid method for defuzzification are used. The rules are created

Signal Hand

closure

Hand

opening

Index-thumb

touch

Middle-thumb

touch

Ring-thumb

touch

Pinky-thumb

touch

Energy Channel 1 16,41091 9,949203 5,853087 5,405963 5,354211 12,84222

Channel 2 12,48169 10,92331 7,334108 6,46115 13,25441 5,029002

Channel 3 12,02946 9,254157 8,313991 12,82708 7,183281 4,252198

Channel 4 14,59524 7,548085 11,22431 6,920272 9,376161 4,381767

Maximum value Channel 1 2,378095 1,398911 0,822295 0,61429 0,725287 2,255524

Channel 2 1,674114 1,183987 1,126519 0,961061 1,90971 0,609637

Channel 3 1,606747 1,351835 1,163335 1,60762 1,147475 0,666139

Channel 4 1,990469 0,844166 1,437937 0,906574 1,485923 0,532234

Average value Variance 0,656436 0,397968 0,234123 0,216239 0,214168 0,513689

Channel 1 0,499268 0,436932 0,293364 0,258446 0,530176 0,20116

Channel 2 0,481178 0,370166 0,33256 0,513083 0,287331 0,170088

Channel 3 0,58381 0,301923 0,448973 0,276811 0,375046 0,175271

RMS value Channel 4 0,474695 0,273057 0,163739 0,134428 0,148438 0,387735

Channel 1 0,325763 0,25909 0,207215 0,173207 0,370618 0,124443

Channel 2 0,316673 0,25826 0,223731 0,339657 0,213173 0,122159

Channel 3 0,383453 0,188114 0,295885 0,180392 0,269928 0,10675

Variance Channel 4 0,72476 0,223357 0,08254 0,045411 0,066981 0,508143

Channel 1 0,293061 0,15076 0,133987 0,086676 0,422607 0,038505

Channel 2 0,281122 0,204654 0,145503 0,326644 0,150682 0,047588

Channel 3 0,410777 0,089351 0,246002 0,089669 0,232966 0,027352

Table 2. Summary of the feature extraction process from the forearm muscles.
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based on information from the states of contraction. FLC rules are shown in Table 3. Recorded

SEMG signals have been used to initial testing. Then real time data implemented to Prosthetic

hand model.

Fi Featured functions were inputs to the FL. The limits of F were set to [0, 20]. The three linguistic

variables used were Small (S), Medium (M), and Big (B). The outputs of FL were Hand closure,

Hand opening, Index-thumb contact, Middle-thumb contact, Ring-thumb contact, and Pinky-

thumb contact. Figure 4 shows the flow diagram of FL classification process from four SEMG

signals for six hand patterns [35].

Rules F1 F2 F3 F4 Result

1 BIG BIG BIG BIG Hand closure

2 MEDIUM MEDIUM MEDIUM MEDIUM Hand opening

3 MEDIUM MEDIUM MEDIUM BIG Index-thumb touch

4 MEDIUM MEDIUM BIG MEDIUM Middle-thumb touch

5 MEDIUM BIG MEDIUM MEDIUM Ring-thumb touch

6 BIG MEDIUM MEDIUM MEDIUM Pinky-thumb touch

7 SMALL SMALL SMALL SMALL Relax-no motion

Table 3. FL rules.

Figure 4. The flow diagram of the control system with FL classification components.
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Performance of FL tested 200 hand motions. Classification performance value for the six

motions is shown in Table 4.

In the medical decision-making process, ROC analysis method is used to determine the dis-

crimination of the test or classification algorithm. In this study, performance of FLC algorithm

for six motion class are demonstrated in Table 5 via ROC analysis.

Performance values calculated as Eqs. (7)–(10) for each hand motion

AccuracyðACCÞ ¼ ΣTrue positiveþ ΣTrue negative=ΣTotal population ð7Þ

Positive predictive valueðPPVÞ, Precision ¼ ΣTrue positive=ΣTest out comepositive ð8Þ

True positive rateðTPRÞ, Sensitivity ¼ ΣTrue positive=ΣCondition positive ð9Þ

False positive rateðFPRÞ ¼ ΣFalse positive=ΣCondition negative ð10Þ

Hand pattern Pattern

number

Tested total number

of motion (A + B)

Number of true

classified motion (A)

Number of wrong

classified motion (B)

Average

percentage of

success (%)

Hand closure MOTION 1 84 84 0 100

Hand opening MOTION 2 84 84 0 100

Index-thumb touch MOTION 3 84 76 8 90.476

Middle-thumb touch MOTION 4 84 66 18 78.57

Ring-thumb touch MOTION 5 84 72 12 85.714

Pinky-thumb touch MOTION 6 84 76 8 90.476

Table 4. Classification achievement percentages.

ROC analysis Motions

Classification

algorithm result

Hand

closure

Hand

opening

Index-thumb

touch

Middle-thumb

touch

Ring-thumb

touch

Pinky-thumb

touch

Hand closure 84 0 0 0 0 0

Hand opening 0 84 0 0 0 0

Index-thumb touch 0 0 76 6 6 4

Middle-thumb touch 0 0 1 66 2 0

Ring-thumb touch 0 0 4 10 72 3

Pinky-thumb touch 0 0 2 0 1 76

No motion 0 0 1 2 1 1

Table 5. ROC analysis.
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for each motion are shown in Table 6.

4. 3D modeling and manufacturing of prosthetic hand

4.1. 3D modeling of prosthetic hand via SolidWorks

In order to develop a multifunctional prosthetic hand model, the structural characteristics of

the human hand must first be determined. In other words, it is necessary to determine the

number of joints, the number of links, the fingers and the length and width parameters of each

finger. In order to obtain a prosthetic hand the same size as a human hand, the hand charac-

teristics of an adult male were recorded as in Table 7 for the purposes of this study [42–44].

Hand closure Hand opening Index -thumb touch

TP=84 FN=0 84

FP=0 TN=420 420

84 420 504

TPR= 1.00

FPR= 0.00

PPV=1.00

ACC=1.00

TP=84 FN=0 84

FP=0 TN=420 420

84 420 504

TPR= 1.00

FPR= 0.00

PPV=1.00

ACC=1.00

TP=76 FN=16 92

FP=8 TN=404 412

84 420 504

TPR= 0.826

FPR= 0.0194

PPV=0.904

ACC=0.952

Middle -thumb touch Ring -thumb touch Pinky -thumb touch

TP=66 FN=4 70

FP=18 TN=416 434

84 420 504

TPR= 0.942

FPR= 0.041

PPV=0.785

ACC=0.956

TP=72 FN=17 89

FP=12 TN=403 415

84 420 504

TPR= 0.808

FPR= 0.028

PPV=0.857

ACC=0.942

TP=76 FN=4 80

FP=8 TN=416 424

84 420 504

TPR= 0.95

FPR= 0.018

PPV=0.904

ACC=0.976

Table 6. Contingency matrixes.

First link Second link Third link

Length (mm) Width (mm) Length (mm) Width (mm) Length (mm) Width (mm)

Thumb 70 30 45 30 40 30

Index 55 30 40 25 30 25

Middle 55 30 50 25 40 25

Ring 55 30 40 25 30 25

Pinky 30 30 40 25 30 25

Palm 130 120

Table 7. Part of the hand.
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Using the parameter values in Table 5, the prosthetic hand 3D model is designed with the help

of the SolidWorks program as shown in Figure 5.

4.2. Manufacturing of prosthetic hand via 3D printer

The prototype of the prosthetic hand was produced with the help of the EDISON 3D printer

manufactured by 3D Design Company. The necessary adjustments for the production (e.g.,

resolution, amount of fullness, amount of support) were made using the Simplify 3D program,

which was offered by the same company as the software program. After a hand of 16 parts was

produced, it was assembled as shown in Figure 6.

5. Prosthetic hand simulator design

5.1. Mechanical design of prosthetic hand simulator via SimMechanics

SimMechanics used in the realization of simulations of mechanical systems [45, 46]. By trans-

ferring the 3D CAD model of the prosthetic hand developed in the SolidWorks program to the

Matlab SimMechanics program, a chain structure containing each joint and link of the pros-

thetic hand was obtained as shown in Figure 7. Five fingers connected to the palm, three rotary

hinges forming each finger, and three connecting links are arranged in series to form the hand

SimMechanics model.

Figure 5. SolidWorks images of prosthetic hand.

Figure 6. Prototype hand.
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structure composed of revolute and link parts is obtained.

5.2. Modeling of the DC motor

In this study, it was decided to use a DC servo motor for movement of each joint in the

prosthetic hand. The equivalent circuit of the DC servo motor is given in Figure 8 [47–49].

Modeling equations of DC motor were expressed in terms of the Laplace variable s as Eqs.

(11)–(13).

sðJsþ BÞθðsÞ ¼ KtIðsÞ ð11Þ

ðLsþ RÞIðsÞ ¼ VðsÞ � KesθðsÞ ð12Þ

We arrive at the following open-loop transfer function by eliminating I(s) between the two

equations above, where the rotation is considered the output and the armature voltage is

considered the input.

θðsÞ

VðsÞ
¼

K

s
�

ðLsþ RÞðJsþ bÞ þ K2
� ð13Þ

Using the mathematical model of the DC servo motor, the Matlab/Simulink model is

constructed as shown in Figure 9.

Figure 6. 15 serbestlik dereceli protez elin SimMechanics modeli

Figure 7. Prosthetic hand SimMechanics model.
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Position of ultra-nano DC servomotors connected to joints is controlled using a PID controller.

The controller’s proportional gain coefficient (Kp), integral gain coefficient (Ki), and derivative

gain (Kd) values are determined by Genetic Algorithm [11, 50–52] to ensure that the system

quickly reaches a steady state without overshooting as shown in Table 8. The PID controller

has an input-output relationship with input e (t) and output u (t) [53–55].

uðtÞ ¼ Kp � eðtÞ þ Ki �

ðt

0

eðτÞ:dτþ Kd:

deðtÞ

dt
ð14Þ

7. Graphical and numerical results

Electromyography is used to measure EMG signals, which are extracted from the forearm

muscles and classified with the help of four surface electrodes. The type of motion that one

wishes to perform is the perceived and designed three-dimensional prosthetic hand simulator

Figure 9. DC motor Matlab/Simulink model.

Figure 8. DC motor electrical and mechanical model.

Kp Ki Kd

All DC motors connected the each finger joints 0.42176 0.75724 0.0048566

Table 8. PID parameters.
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and the five-fingered and 15-jointed hand. These movements were made in real time on the

prototype. Each joint of the prosthetic hand is moved with one ultra-nano servomotor, and the

position control of the motors is provided by the designed PID.

The prosthetic hand was made with hand closure, hand opening, thumb-index touch, hand

opening, thumb-middle touch, hand opening, thumb-ring touch, hand opening, thumb-pinkie

touch, and hand opening movements. The hand opening movement is performed after the

hand closing movement and touch movement.

1. EMG signals were taken from four channels, four groups of muscles simultaneously, as

shown in Figures 10–13, and preprocessed. First, the signal amplitude was scaled from

0 to 10 V and then filtered.

Figure 10. Preprocessing step graphics of EMG signal recorded Channel 1.

Figure 11. Preprocessing step graphics of EMG signal recorded Channel 2.

Figure 12. Preprocessing step graphics of EMG signal recorded Channel 3.

Figure 13. Preprocessing step graphics of EMG signal recorded Channel 4.
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2. As shown in Figures 14–17, the energy, maximum, effective, mean, and variance attribute

values of the respective signals were calculated.

3. Motion pattern was determined by motion classification algorithm.

4. The specified type of motion information was input to the simulator and the prototype.

5. According to the recognized hand pattern, the reference joint angles in Table 9 were

applied as the control input signal, and the closed loop position control of the DC servo-

motors was performed according to feedback information from sensors connected to the

simulator joints.

Position control of the finger joints for six hand patterns was provided by the PID controllers as

shown in Figures 18–23.

For all finger joints, PID performance is shown in Table 10.

Figure 14. Features graphics of EMG signal recorded Channel 1.

Figure 15. Features graphics of EMG signal recorded Channel 2.
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Figure 17. Features graphics of EMG signal recorded Channel 4.

Index Middle Ring Pinkie Thumb

θ1 θ2 θ3 θ1 θ2 θ3 θ1 θ2 θ3 θ1 θ2 θ3 θ1 θ2 θ3

1 Motion 1 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90

2 Motion 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 Motion 3 90 30 30 0 0 0 0 0 0 0 0 0 70 15 5

4 Motion 4 0 0 0 90 25 25 0 0 0 0 0 0 87 5 5

5 Motion 5 0 0 0 0 0 0 90 25 10 0 0 0 105 15 5

6 Motion 6 0 0 0 0 0 0 0 0 0 90 30 5 125 15 5

Table 9. Reference value for each finger joints.

Figure 16. Features graphics of EMG signal recorded Channel 3.
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Figure 18. PID response graphics of five fingers for hand close and prosthetic hand photograph.

Figure 19. PID response graphics of five fingers for hand opening and prosthetic hand photograph.

Figure 20. PID response graphics of five fingers for thumb-index touch and prosthetic hand photograph.
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Figure 21. PID response graphics of five fingers for thumb-middle touch and prosthetic hand photograph.

Figure 22. PID response graphics of five fingers for thumb-ring touch and prosthetic hand photograph.

Figure 23. PID response graphics of five fingers for thumb-pinkie touch and prosthetic hand photograph.

Finger Joint no Motion 1 Motion 2 Motion 3 Motion 4 Motion 5 Motion 6

Thumb finger 1 Overshoot (deg.) 2.835 0.2932 2.137 2.936 3.025 3.655

Steady state time (s) 9.8084 13.413 8.8084 9.988 10.8084 12.8084

Steady state error (deg.) 0.046 0.041 0.037 0.027 0.021 0.024

2 Overshoot (deg.) 2.755 0.3265 0.652 0.252 0.652 0.652

Steady state time (s) 4.415 2.883 1.952 0.752 1.952 1.952

Steady state error (deg.) 0.0052 2.6e-3 0.0001 0.0001 0.0001 0.0001

3 Overshoot (deg.) 2.754 0.2696 0.357 0.357 0.357 0.357

Steady state time (s) 4.524 1.972 0.956 0.956 0.956 0.956

Steady state error (deg.) 0.0053 1.5e-3 1.5e-3 1.5e-3 1.5e-3 1.5e-3
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Finger Joint no Motion 1 Motion 2 Motion 3 Motion 4 Motion 5 Motion 6

Index finger 1 Overshoot (deg.) 2.835 0.3299 2.835 0 0 0

Steady state time (s) 9.915 9.71 9.915 0 0 0

Steady state error (deg.) 0.045 10e-4 0.045 0 0 0

2 Overshoot (deg.) 2.835 0.0368 2.349 0 0 0

Steady state time (s) 9.915 4.555 7.0725 0 0 0

Steady state error (deg.) 0.047 0.0183 0.0219 0 0 0

3 Overshoot (deg.) 2.835 0.348 0.377 0 0 0

Steady state time (s) 9.915 4.535 7.429 0 0 0

Steady state error (deg.) 0.047 0.0202 0.0255 0 0 0

Middle finger 1 Overshoot (deg.) 2.8356 0.3244 0 2.8368 0 0

Steady state time (s) 10.5022 10.279 0 10.52 0 0

Steady state error (deg.) 0.0474 1e-3 0 0.0475 0 0

2 Overshoot (deg.) 2.8356 0.3244 0 2.812 0 0

Steady state time (s) 10.5022 10.279 0 3.437 0 0

Steady state error (deg.) 0.0474 1e-3 0 0.0036 0 0

3 Overshoot (deg.) 2.8356 0.3244 0 2.7812 0 0

Steady state time (s) 10.5022 10.279 0 3.9265 0 0

Steady state error (deg.) 0.0474 1e-3 0 0.0036 0 0

Ring finger 1 Overshoot (deg.) 2.8356 0.3244 0 0 2.8368 0

Steady state time (s) 9.922 9.907 0 0 9.914 0

Steady state error (deg.) 0.047 1e-3 0 0 0.047 0

2 Overshoot (deg.) 2.8356 0.3244 0 0 2.781 0

Steady state time (s) 9.915 9.9075 0 0 3.412 0

Steady state error (deg.) 0.047 1e-3 0 0 0.0035 0

3 Overshoot (deg.) 2.8357 0.3244 0 0 2.545 0

Steady state time (s) 9.9055 9.906 0 0 1.884 0

Steady state error (deg.) 0.047 1e-3 0 0 0.0005 0

Pinkie finger 1 Overshoot (deg.) 2.8356 0.3244 0 0 0 2.8368

Steady state time (s) 9.9094 9.9122 0 0 0 9.29

Steady state error (deg.) 0.0475 1e-3 0 0 0 0.0475

2 Overshoot (deg.) 2.8357 0.3244 0 0 0 2.7883

Steady state time (s) 9.9094 9.9122 0 0 0 4.8174

Steady state error (deg.) 0.0475 1e-3 0 0 0 0.0052

3 Overshoot (deg.) 2.8357 0.3244 0 0 0 2.636

Steady state time (s) 9.9094 9.9122 0 0 0 1.3391

Steady state error (deg.) 0.0475 1e-3 0 0 0 0

Table 10. PID performance value for each joint.
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8. Conclusion

The main factor in increasing the functionality of the prosthetic hand to the extent of imitating

biological hand functions is themovement of the fingers. The greater the number ofmovements the

fingers can do independently of each other, the greater the ability of the prosthetic hand to move

and the more successfully it can mimic the biological hand. Within the scope of this thesis, the

function of the prosthetic hand is improved by six different fingermovements. Bioelectrical signals

of two separate users were recorded from the forearm muscles (the flexor pollicis longus, flexor

carpi radialis, brachioradialis, extensor carpi radialis, extensor digiti minimi, and extensor carpi

ulnaris) with the help of four surface electrode groups. Thus, a broad bioelectrical signal database

was created. The recorded bioelectrical signals were subjected to a series of preprocessing and

feature extractionprocesses to calculate themaximum, effective,mean, variance, and energyvalues

of the EMG signals. An FL classification algorithm was developed to create an effective cognitive

interaction network, and 90% classification success was obtained from these algorithms. The

identified bioelectrical signalswere applied to thedesigned three-dimensional prosthesis handheld

simulator. The five-fingered and15-jointedprosthetic handprototypes producedwith a 3Dprinter,

and the positional control of the prosthetic finger joints was performed with the designed control-

lers. Each finger of the prosthetic hand was moved by an ultra-nano DC motor, and the position

controls of themotorswere provided by the designed PID. Thus, a cognitive interface and commu-

nication networkwere established between the person and the prosthetic handwith great success.
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Chapter 10

ANFIS Definition of Focal Length for Zoom Lens via

Fuzzy Logic Functions

Bahadır Ergün, Cumhur Sahin and Ugur Kaplan

Abstract

The digital cameras have been effected from systematical errors which decreased met-
ric quality of image. The digital cameras have been effected from systematical errors 
that decreases metric quality of image. The aim of this chapter is to explore usability of 
fuzzy logic on calibration of digital cameras. Therefore, a 145‐pointed planar test field 
has been prepared in the laboratories of Department of Geodesy and Photogrammetric 
Engineering at the Gebze Technical University. The test field has been imaged from five 
points of view with the digital camera Nikon Coolpix‐E8700 within maximum (71.2 mm) 
and minimum (8.9 mm) focal length. The input‐output data have been determined from 
10 calibration images obtained for fuzzy logic process. These data have also been used and 
formed for the space resection process. Adaptive neuro‐fuzzy inference system (ANFIS) 
functions have been used for fuzzy process at MATLAB 7.0, and the results of these two 
distinct methods have been compared. Finally, the most convenient (least squares aver-

age error) or the most useful ANFIS “Trimf, trapmf, gbellmf, gaussmf, gauss2mf, pimf, dsigmf

and psigmf” functions are determined and compared for space resection method for the 
conventional bundle adjustment process.

Keywords: ANFIS, zoom lens calibration, focal distance, MATLAB

1. Introduction

Fuzzy inference system (FIS) is a process of mapping from given inputs to outputs by using 
the theory of fuzzy sets [1]. FIS derives an output by using an inference engine, which is based 
on a form of IF‐THEN rules. There are two well‐established types of FIS [2–4]. While Mamdani 
FIS uses the technique of defuzzification of a fuzzy output, Sugeno FIS uses weighted average 
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to compute the crisp output [4]. In fact, adaptive neuro‐fuzzy inference system (ANFIS) struc-

ture is composed of a representation as a network structure, which has the neural learning 
ability of Sugeno‐type fuzzy systems. This network is made of a combination of nodes, which 
are placed as layers in order to perform specific functions [5, 6].

Among the neuro‐fuzzy models most used nowadays, the adaptive neuro‐fuzzy inference 
system (ANFIS), which was proposed in 1992 by J.S Roger in his Ph.D. thesis, must be high-

lighted [7–9]. ANFIS adapts its parameters according to training data by using the hybrid 
learning algorithm. The algorithm consists of the gradient descent for tuning the non‐linear 
antecedent parameters and the least square for tuning the linear consequent parameters [1]. 
Most of the success of ANFIS comes from its implementation in the MATLAB Fuzzy Logic 
Toolbox, with an excellent graphical interface personally developed by J.S. Roger in collabo-

ration with N. Gulley, incorporating also diverse fuzzy logic pattern classification algorithms 
for the definition and dimensioning of the input membership functions (mf) [9, 10].

In the literature, there are several examples of the ANFIS, which enable it to achieve great 
success in a wide range of scientific applications. The advantageous features of an ANFIS 
include easy implementation, fast and accurate learning, strong generalization abilities, excel-
lent explanation facilities through fuzzy rules, and easy to incorporate both linguistic and 
numeric knowledge for problem solving [11]. ANFIS models have recently gained much pop-

ularity not only for calibrating non‐linear relationships because they offer more advantages 
over conventional modeling techniques, which include the ability to handle large amounts 
of noisy data from dynamic and non‐linear systems, especially where the underlying physi-
cal relationships are not fully understood, but also for solving linear systems which include 
the interpolation modeling such as time series. Literature shows that lots of ANFIS and FIS 
methods were proposed for the determination of the uncertainty of pattern recognition, 
image matching, and three‐dimensional (3D) position definition studies in computer vision 
applications. For instance, color recognition ANFIS model study for robust vision system has 
worked in Ref. [12]. Another application for ANFIS method is suggested for appropriate cali-
bration method of stereo camera system used for non‐intrusive distance measurement in [13]. 
Another example for ANFIS method in remote sensing study, functions for serving and pre-

diction from satellite images of Prionace Glauca for pattern recognition in (Backpropagation 
network, RBF, functional separability network) and the neuro‐diffuse networks (ANFIS) [14]. 
In Ref. [15], a new hybrid method of performing eye‐to‐hand coordination and manipulation 
to produce a working robot named COERSU. The method is an optimized combination of 
two neuro‐fuzzy approaches developed by the authors: direct fuzzy servoing and fuzzy cor-

rection. The fuzzy methods are tuned by the adaptive neuro‐fuzzy inference system (ANFIS). 
Human action recognition is an important research area in the field of computer vision hav-

ing a great number of real‐world applications. In Ref. [16], ANFIS controller method has 
been suggested for path tracking, a virtual field strategy for obstacle avoidance and path 
planning, and multiple sensors (an ultrasonic array, a thermal sensor, and a video streaming 
system) for obtaining information about the environment. In Ref. [17], development of a vir-

tual robot tele‐operation platform based on hand gesture recognition has been evolved from 
visual information by ANFIS and support vector machines (SVM). In Ref. [18], a multi‐view 
action recognition framework that extracts human silhouette clues from different cameras 
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was  presented with fuzzy rule‐based system for analyzing scene dynamics and interpreting 
human behaviors. The interaction tool has been located in 3D space then the 3D model has 
obtained by means of a structured light system which is calibrated using only the vanishing 
points extracted from a simple planar surface. Then, an immersive interaction technique was 
used to manipulate the 3D model using a fuzzy technique with the advantages of a low mem-

ory usage, real‐time operation, and low positioning errors as compared to classical solutions 
in [19]. Quantitative analysis of the error in the reconstruction of a 3D scene, which has been 
captured with synthetic aperture integral imaging system, has been worked for two‐dimen-

sional (2D) images which was captured within unknown camera parameters with adaptive 
neuro‐fuzzy inference system (ANFIS) in [20].

In this chapter, an ANFIS approach has been developed for the detection of effective camera 
focal distance parameters with additional parameters, which help the measurement of image 
coordinates that provide the basis for three‐dimensional modeling obtained from two‐dimen-

sional images, which are similar to [19, 20] studies. Thus, the photogrammetric studies, which 
benefit from self‐calibration conventional model, will be more usable with different cameras 
and different time points.

The main logic of this chapter is to process the selected radial distances via ANFIS functions 
and to obtain a focus distance value for each of the images. It is seen that ANFIS functions of 
optical distortion law can be validated by its effect on data sets. This also proves that ANFIS 
functions validate a physical reality and describe it in a highly reliable way. As a result of the 
research, it is seen that the approach of fuzzy logic can be used for the calibration process of 
digital cameras. Thus, it is concluded that it would be beneficial to use and study the fuzzy 
logic approach more in photogrammetric applications [21].

Information about fuzzy systems is described in the second part of this chapter. Third part 
of this chapter is the experimental application part. Test field has been photographed from 
five different angles with Nikon Coolpix‐e8700 digital camera with maximum (71.2 mm) and 
minimum (8.9 mm) focal distances in the application. Input and output data are determined 
with the resulting 10 images; space resection approach is created and studied by using ANFIS 
functions on MATLAB 7.0 software. Trimf, trapmf, gbellmf, gaussmf, gauss2mf, pimf, dsigmf, 
and psigmf functions in Fuzzy Interface System (FIS), which are used for creating a rela-

tion between fuzzy sets, under anfisedit menu in fuzzy logic tools on MATLAB 7.0 software, 
are studied in terms of space resection approach, and the most appropriate functions are 
determined for the detection of focal distance. The fourth part presents the results and their 
interpretations.

2. Fuzzy logic and main principles

Fuzzy logic is based on the logic of clustering and determination of membership degrees 
depending of this clustering. Membership degrees generate rule‐based work systematic 
which constitutes the rules of fuzzy systems. Fuzzy cluster sections which are placed in the 
inlets and outlets of the fuzzy rules express an approximation for each. In this respect, all 
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expressions like “approximately 3,” “nearly 9,” “over 5 and approximate” always express a 
fuzzy number. Each of these approximations corresponds to a fuzzy cluster. It cannot be pos-

sible to solve mathematical operations with these fuzzy numbers. The operations are made 
with fuzzy numbers by defining some restrictions. In order for a fuzzy number to exist, fuzzy 
cluster of this needs to have an interval of normal, convex, limited support and at section 
of membership degree, closed and finite. For the fuzzy numbers to be normal, membership 
degree of at least one of the real numbers in the fuzzy expression must be 1.

Generally, two fuzzy numbers as a triangle and trapezoid are in question. Mathematical 
expression of a triangle fuzzy number showed with a fuzzy cluster is given as Eq. (1):

  mf(x ) = mf(x; a, b, c ) =   [   

(x - a ) / (b - a )
  

a ≤ x ≤ b

  

 

  

 

    (c - x ) / (c - b )  b ≤ x ≤ c          

0
  

x > c

  

or

  

x < a

    (1)

In the expression of mf(x;a,b,c), a and c show the lower and upper limit values relatively and 
b shows the single number with full membership. Similarly, trapezoid fuzzy numbers are 
expressed with four full whole numbers as a, b, c, d. Here a and d show lower and upper limit 
values of trapezoid fuzzy numbers; b and c show the limits of the cluster of the trapezoid 
numbers whose membership degree is full between these two numbers. Mathematical indica-

tion of trapezoid fuzzy number is like Eq. (2):

  mf(x ) = mf(x; a, b, c, d ) =   
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0
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or

  

x < a

    (2)

If we pay attention, when b = c, trapezoid fuzzy number is transformed into triangle fuzzy 
number. Graphical indication of these fuzzy numbers is as shown in Figure 1.

Generally, there are two reasons for the researchers to use fuzzy systems:

• Since the real‐world incidents are very complicated, these incidents are not possible to be 
taken under control by being defined with specific equations. As a natural result of this, 

Figure 1. Fuzzy numbers: (a) triangle and (b) trapezoid.
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the researcher always prefers applying to the methods that have approximate solubility 
even if not certain. As Einstein said, if it can be said that real‐life incidents can be indicated 
with mathematical equations, either the accuracy of the equation cannot be mentioned or 
if the result that mathematical equations exactly depicts the reality is taken, then real‐life 
incidents cannot be mentioned. So, the solutions are approximate to a certain extent in all 
studies conducted. Otherwise, many non‐linear equations must be solved simultaneously 
which is known to lead to chaotic unspecified problems according to current information.

• All theories and equations in engineering express the real world approximately. Even 
though many real systems are not linear, every effort is given in order to accept the linear-

ity in examination of these with classic methods. In order for the verbal data presented by 
people to be converted into numerical data and calculated by being perceived by comput-
ers and algorithms, fuzzy systems are needed.

Almost all of mathematical, stochastic, or conceptual systems so far are made up of three units 
given in Figure 2.

These are input unit, a transition function which converts this input to output and is called 
system behavior and output unit. In all of the units here, numerical data are processed. The dif-
ference of the fuzzy systems from the conventional systems is that the system behavior section 
is divided into two and there are four connected units between each other as shown in Figure 3.

Each of the units here has tasks, which are different but can be related to each other:

• General information base unit: It includes input variants to which the incident to be ex-

amined is subjected and all information about these. Because the it includes both numerical 
and/or textual data, the database is called as ‘general database’.

Figure 2. Conventional system.

Figure 3. General fuzzy system.
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• Fuzzy rule base unit: It includes all the rules which can be written in the type of logical 
IF‐THEN, connecting the inputs in data base to output variants. In writing of these rules, 
the whole interval connections (fuzzy cluster) which can only be between input and output 
data are considered. Thus, each rule connects one piece of input space to the output space 
logically. All of these contexts form the base rule.

• Fuzzy deduction engine unit: It is a mechanism including the operations, which enable 
a system to behave as having one output by bringing the relations formed between input 
and output fuzzy clusters in a fuzzy rule base unit together. This engine serves for determi-
nation of what kind of output the whole system will give between the inputs by bringing 
deductions of each rule together.

• Output unit: It indicates the output values obtained as a result of the interaction of infor-

mation and fuzzy rule bases with deduction engine.

Figure 3 represents a general fuzzy system. The point to be paid attention to here is informa-

tion and outputs in the input; in other words, databases are fuzzy values. So each unit in 
Figure 3 is made up of fuzzy clusters entirely. The most significant deficiency of basic fuzzy 
system is that numerical database cannot enter into such a fuzzy system and the outputs are 
not numerical, so they cannot be directly used in engineering designs.

In order to certainly eliminate the deficiencies of the general fuzzy system is extented to a new sys-

tem which is proposed in Refs. [3, 22] This is called Takagi‐Sugeno‐Kank (TSK) fuzzy  system. For 
each inputs and the outputs obtained as a result of operation of fuzzy rule and deduction engine 
are in the way of a function of inputs which are from input database. So like the input variants in 
rule base, it was thought that these variants are reflected to rule result section after THEN word as 
a linear function of these variants [21]. According to this, the rule is presented in the following part.

IF the speed of your car is high, THEN stepping on the gas force can be expressed as y = ax. 

For example, in the case that three input variants exist (x1, x2, and x3), in one of fuzzy system, 
y as output variant generally; IF x1 is little and x3 is wide, THEN it can be expressed as y = a0 + 

a1x1 + a2x2 + a3x3. Result sections of all rules are made up of a polynomial linear equation. Since 
in the fuzzy system which has such a structure output variants are not used in the deduction 
of fuzzy clustering, instead of fuzzy deduction unit in Figure 3, weighted deduction calcula-

tion unit comes as mainly the membership degrees calculated from the input section of each 
rule. This system is shown in Figure 4.

Figure 4. TSK fuzzy system.
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Actually in such a fuzzy system, output space is represented as a function of the inputs for 
being a rule valid in each sub‐space. Even in the case that the output surface is not linear, with 
TSK approach they are understood as modeled in the way of plain pieces of input variant kind 
on sub‐spaces.

However, TSK fuzzy systems have deficiencies as there is a mathematical relation after IF part; 
output sections of the rules cannot model the verbal data given by human, and output sections 
of all rules, which are possible to be written between input and output  variants  cannot be written 
because they are fuzzy. In order to eliminate these deficiencies, fuzzy system, which is respec-

tively blur, and clarification units are used in input and output units given in Figure 5 [21].

Here, fuzzy rule base and deduction engine in a general fuzzy system remain as they are. In 
the case that the inputs are numerical, there are blurring agent unit, which is for blurring them 
with a process, and clarifying agent unit, which is for digitizing the fuzzy outputs. Blurring 
(fuzzification) and clarifying (defuzzification) mean, respectively, blurring the input numbers 
and digitizing the fuzzy numbers.

Among the main properties of fuzzy systems, multiple inputs, rule base, and conversion as 
single output by processing with deduction engine come as the most important issues. In some 
special situations, outputs may be more than one. Fuzzy system determines the behavior of 
the system by converting variants forming the inputs to output variant in a way of non‐linear. 
By this way, it is possible to take the examined system under control in order to reach desired 
results by subjecting information base to non‐linear conversions. Owing to the fuzzy systems, 
it becomes possible to process image, make guess based on time series, solve control problems, 
and perform applications on communication issues. Other than this, fuzzy systems can be 
used in many areas like engineering, medicine, sociology, psychology, business management, 
expert systems, artificial intelligence, signal processing, transportation, and signalization.

Exact numerical values are needed in practical applications particularly for sizing in engi-
neering designs. In such cases, fuzzy information must be clarified in order for the required 
answers to be given by benefiting from information obtained or given as fuzzy. All processes 
made for conversion of fuzzy information to exact results are called clarification.

Figure 5. Fuzzy system with blurring‐clarifying unit.
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There are many clarification methods [23]. A few of them are presented below. In these pro-

cesses, z indicates fuzzy deduction cluster, indicates components, and z* indicates clarified 
value.

• The highest membership principle: Another name of this process is height method. For 
this method to be used, fuzzy deduction clusters with peaks are needed. This method can 
be indicated with Figure 6.

• Centroid method: Another name of this method is center of gravity method. It could be the 
most common one of clarification methods. Mathematical expression is as shown in Eq. (3):

   z   *  =   
∫  mf  C   (z).zdz

 _________ ∫  mf  C   (z)dz    (3)

Clarification is performed according to the center of gravity of fuzzy expression.

• Weighted mean method: In order for this method to be used, symmetric membership func-

tion (mf) is needed. Mathematical explanation is as shown in Eq. (4):

   z   *  =   
∑  mf  C  (  ̄  z ).  ̄  z 

 ________ ∑  mf  C   (  ̄  z )    (4)

Here  Σ  sign indicates algebraic sum. Graphical indication of this method is shown in Figure 7. 
Here, each membership function of fuzzy cluster constituting the output is multiplied with 
the highest membership degree value it has and their weighted mean is calculated. For 
instance, weighted mean (clarified value) of two fuzzy clusters in Figure 7 is calculated as 

shown in Eq. (5).

   z   *  =   
a(0.5 ) +b(0.9 )

 __________ 0.5 + 0.9    (5)

Since this clarifying process is valid only for symmetric membership functions, a and b values 
are the mean of the figures they represent.

• Averagely the highest membership degree method: This method is also known as the 
mean of the highest ones. In this respect, it is very close to the first clarification principle. 
However, the position of the highest membership may not be singular. This means that the 
one having the highest membership degree in the membership function, mf (z) = 1, may 
exist in a plain section instead of a point.

Figure 6. Clarification of the highest membership degree.
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Clarified value according to this method in graphical indication in Figure 8 is as shown in 
Eq. (6):

   z   *  =   
a + b

 ___ 2    (6)

• Central management of the sums: It is the fastest one among the clarification methods 
used. In this method, instead of combination of two fuzzy clusters, their algebraic sum 
is used. A deficiency of this is overlapping sections entering into the sum twice. Clarified 
value can be calculated as Eq. (7).

   z   *  =   

  ∫ 
z
     z ∑ 

k=1
  

n

     mf  C  (z ) dz
  ____________  

  ∫ 
z
      ∑ 

k=1
  

n

     mf  C  (z ) dz
    (7)

In a way, this calculation form resembles weighted mean clarification. However, in the 
method of center of sums, weights are the areas of related membership functions. In the aver-

age weights method, this is a membership degree.

Figure 7. Clarification with weighted mean method.

Figure 8. Averagely the highest membership clarification.
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• Center of the largest area: If the outlet fuzzy cluster includes at least two convex fuzzy 
sub‐clusters, center of gravity of the one with the biggest area of convex fuzzy clusters is 
used in clarification process. Mathematical indication of this method is as shown in Eq. (8):

   z   *  =   
∫  mf  Cm  (z )zdz

 __________ ∫  mf  Cm  (z ) dz    (8)

Here, ü
ebç

(z) indicates the sub‐region where the convex fuzzy cluster with the biggest area 
dominates. This circumstance is used when all fuzzy deduction clusters are not convex; how-

ever, in the case that all deductions are convex, the result is the same with the one obtained 
with z* centroid method.

• The highest first and last membership degree method: In this method, the lowest (or the 
highest) fuzzy cluster value with the highest membership degree in the fuzzy cluster that 
comes up as a combination of all outputs is selected. The equations below are valid for z* 

value to be given by calculations. At first, the biggest height y
eb

 is determined in the combi-
nation of fuzzy cluster deduction, B.

   y  
eb

    (  B )    = max  [  m  f  B    (  z )    ]     (9)

Then, first highest value, z* is found. Another way of this is to find the last highest fuzzy clus-

ter value instead of the first one.

ANFIS name, which means fuzzy deduction system based on open adaptive networks or 
adaptive neural fuzzy detection system, is made of the first letters of adaptive network‐based 
fuzzy interface system or adaptive neuro‐fuzzy interface system. This network is the com-

bination of the nodes, which are placed as layers for performing specific functions [5, 21]. 
ANFIS consists of six layers. This system is presented in Figure 9.

Node functions of each layers on ANFIS structure and the operations of layers are briefly 
explained [23, 24]:

• First layer: This is called the input layer. Input signals, which are taken from each of the 
nodes on this layer, are transferred into other layers.

• Second layer: This is called the fuzzification layer. Jang’s ANFIS model uses the current 
Bell activation function as the membership function in order to divide input values into 
fuzzy sets. Here, output of each node is formed of input values, and membership degrees 
related to membership function and membership degrees, which are obtained from the 
second layer are shown as µAj (x) and µBj (y).

• Third layer: This is the rule layer. Each node in this layer expresses the rules and number of Sug-

eno fuzzy logic deduction system. Output of each rule node µ
i
 is the multiplication of member-

ship degrees coming from second layer, and obtaining µ
i
 values are such as (j=1,2) and (i=1,….,n);

   y  
i
  3  = ∏ i =  µ  

 A  
j
  
  (x ) x  µ  

Bj
  (y ) =  µ  

i
    (10)

Here,   y  
i
  
3   represents the output values of the third layer and n represents the number of nodes 

in this layer.
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• Fourth layer: This is the normalization layer. Each node in this layer assumes all the nodes com-

ing from rule layer as the input value, and it calculates the normalized ignition level of each rule.

Calculation of normalized ignition level i µ is as shown in Eq. (11):

   y  
 i   4 
   =  N  

i
   =   

 µ  
i
  
 ____ 

 ∑ 
i=1

  
n

     µ  
i
  
   =  µ ¯¯  ,    (  i = 1, n )     (11)

• Fifth layer: This is the debugging layer. In this layer, weighted result values of a rule, which is 
given in each node, are calculated. Output value of i node in fifth layer is as shown in Eq. (12):

   y  
     
i
     5 
   =   µ ¯¯    

i
    [   p  

i
    x  1   +  q  

i
    x  2   +  r  

i
   ]   ,    (  i = 1, n )     (12)

Here, (p
i
, q

i
, r

i
) variables are result parameter set for i rule.

• Sixth layer: This is the sum layer. There is only one node in this layer, and it is tagged with 
∑. Here, output values of each node in the fifth layer are added to each other, and a real 
value of ANFIS system is obtained. System output value y can be calculated with Eq. (13):

  y =  ∑ 
i=1

  
n

          −   [   p  
i
    x  1   +  q  

i
    x  2   +  r  

i
   ]     (13)

3. Application

MATLAB is a software development instrument designed for technical calculations and the 
solutions of mathematical problems. MATLAB, which is the abbreviation of the words “MATrix 
LABoratory,” works using matrixes as understood from its name or, in other words, using 
arrays. MATLAB, which is estimated to be used by over 500,000 academician, researcher, and 
students, is also described as the most advanced technical and scientific problem solving and 
application development instrument of the computer world with many interfaces it includes. 
MATLAB, particularly used in the analysis of the systems in engineering area, can perform the 
operations of data analysis and examination, visibility and image processing, generating algo-

rithm prototype, modeling and simulation, programming and application development [25].

Figure 9. ANFIS network system.
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Application study consists of two basic steps. These are:

• Geometric camera calibration with conventional method

• Focal length calculation with ANFIS functions

In the application phase, geometric camera calibration study has been performed with bundle 
block adjustment method by using conventional method as the first step. In this study made 
by using zoom lens, camera calibration study has been preferred in both minimum and maxi-
mum focal lengths for Nikon Coolpix‐E8700 camera whose focal length has been selected. The 
image of this camera is shown in Figure 10.

Images of test fields on which there are 145 points have been taken with Nikon Coolpix‐
E8700 digital camera from five angles in the situations of maximum (71.2 mm) and minimum 
(8.9 mm) focal length of the objective in the Photogrammetry Laboratory of Department of 
Geodesy and Photogrammetric Engineering of Gebze Technical University. This process is 
shown in Figure 11.

Figure 11. Test field shooting plan.

Figure 10. Nikon coolpix‐E8700.
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Coordinates of 145 points on test field were determined locally, and these values have been 
regarded as field coordinate (ANNEX‐1). After that, 10 images obtained have been subjected 
to the evaluation in Topcon Pl‐3000 software, and calibration parameters (inner orientation 
factors and distortion parameters) have been determined in situations of maximum focal 
length (71.2 mm) and minimum focal length (8.9 mm) of digital camera. These steps have 
been explained in Figures 11 and 12 for both focal distances.

1    1.0000000e‐002 1.0000000e‐002 1.0000000e‐002 73    4.3500000e‐001 6.0500000e‐001 1.0000000e‐002

2    9.5000000e‐002 1.0000000e‐002 1.0000000e‐002 74    4.3500000e‐001 7.7500000e‐001 1.0000000e‐002

3    1.8000000e‐001 1.0000000e‐002 1.0000000e‐002 75    4.3500000e‐001 8.6000000e‐001 1.0000000e‐002

4    2.6500000e‐001 1.0000000e‐002 1.0000000e‐002 76    4.3500000e‐001 9.4500000e‐001 1.0000000e‐002

5    3.5000000e‐001 1.0000000e‐002 1.0000000e‐002 77    4.3500000e‐001 1.0300000e+000 1.0000000e‐002

6    4.3500000e‐001 1.0000000e‐002 1.0000000e‐002 78    4.3500000e‐001 1.1150000e+000 1.0000000e‐002

7    5.2000000e‐001 1.0000000e‐002 1.0000000e‐002 79    4.3500000e‐001 1.2000000e+000 1.0000000e‐002

8    6.0500000e‐001 1.0000000e‐002 1.0000000e‐002 80    5.2000000e‐001 1.0000000e‐002 1.0000000e‐002

9    6.9000000e‐001 1.0000000e‐002 1.0000000e‐002 81    5.2000000e‐001 9.5000000e‐002 1.0000000e‐002

10    7.7500000e‐001 1.0000000e‐002 1.0000000e‐002 82    5.2000000e‐001 1.8000000e‐001 1.0000000e‐002

11    8.6000000e‐001 1.0000000e‐002 1.0000000e‐002 83    5.2000000e‐001 3.5000000e‐001 1.0000000e‐002

12    9.4500000e‐001 1.0000000e‐002 1.0000000e‐002 84    5.2000000e‐001 4.3500000e‐001 1.0000000e‐002

13    1.0300000e+000 1.0000000e‐002 1.0000000e‐002 85    5.2000000e‐001 5.2000000e‐001 1.0000000e‐002

14    1.1150000e+000 1.0000000e‐002 1.0000000e‐002 86    5.2000000e‐001 6.9000000e‐001 1.0000000e‐002

15    1.2000000e+000 1.0000000e‐002 1.0000000e‐002 87    5.2000000e‐001 7.7500000e‐001 1.0000000e‐002

16    9.5000000e‐002 1.0000000e‐002 1.0000000e‐002 88    5.2000000e‐001 8.6000000e‐001 1.0000000e‐002

17    9.5000000e‐002 9.5000000e‐002 1.0000000e‐002 89    5.2000000e‐001 1.0300000e+000 1.0000000e‐002

18    9.5000000e‐002 1.8000000e‐001 1.0000000e‐002 90    5.2000000e‐001 1.1150000e+000 1.0000000e‐002

19    9.5000000e‐002 2.6500000e‐001 1.0000000e‐002 91    5.2000000e‐001 1.2000000e+000 1.0000000e‐002

20    9.5000000e‐002 3.5000000e‐001 1.0000000e‐002 92    6.0500000e‐001 1.0000000e‐002 1.0000000e‐002

21    9.5000000e‐002 4.3500000e‐001 1.0000000e‐002 93    6.0500000e‐001 9.5000000e‐002 1.0000000e‐002

22    9.5000000e‐002 5.2000000e‐001 1.0000000e‐002 94    6.0500000e‐001 2.6500000e‐001 1.0000000e‐002

23    9.5000000e‐002 6.0500000e‐001 1.0000000e‐002 95    6.0500000e‐001 4.3500000e‐001 1.0000000e‐002

24    9.5000000e‐002 6.9000000e‐001 1.0000000e‐002 96    6.0500000e‐001 5.2000000e‐001 1.0000000e‐002

25    9.5000000e‐002 7.7500000e‐001 1.0000000e‐002 97    6.0500000e‐001 6.0500000e‐001 1.0000000e‐002

26    9.5000000e‐002 8.6000000e‐001 1.0000000e‐002 98    6.0500000e‐001 6.9000000e‐001 1.0000000e‐002

27    9.5000000e‐002 9.4500000e‐001 1.0000000e‐002 99    6.0500000e‐001 7.7500000e‐001 1.0000000e‐002

28    9.5000000e‐002 1.0300000e+000 1.0000000e‐002 100    6.0500000e‐001 9.4500000e‐001 1.0000000e‐002

29    9.5000000e‐002 1.1150000e+000 1.0000000e‐002 101    6.0500000e‐001 1.1150000e+000 1.0000000e‐002

30    9.5000000e‐002 1.2000000e+000 1.0000000e‐002 102    6.0500000e‐001 1.2000000e+000 1.0000000e‐002

31    1.8000000e‐001 1.0000000e‐002 1.0000000e‐002 103    6.9000000e‐001 1.0000000e‐002 1.0000000e‐002

32    1.8000000e‐001 9.5000000e‐002 1.0000000e‐002 104    6.9000000e‐001 9.5000000e‐002 1.0000000e‐002

33    1.8000000e‐001 1.8000000e‐001 1.0000000e‐002 105    6.9000000e‐001 1.8000000e‐001 1.0000000e‐002

34    1.8000000e‐001 3.5000000e‐001 1.0000000e‐002 106    6.9000000e‐001 3.5000000e‐001 1.0000000e‐002
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35    1.8000000e‐001 4.3500000e‐001 1.0000000e‐002 107    6.9000000e‐001 4.3500000e‐001 1.0000000e‐002

36    1.8000000e‐001 5.2000000e‐001 1.0000000e‐002 108    6.9000000e‐001 5.2000000e‐001 1.0000000e‐002

37    1.8000000e‐001 6.0500000e‐001 1.0000000e‐002 109    6.9000000e‐001 6.0500000e‐001 1.0000000e‐002

38    1.8000000e‐001 6.9000000e‐001 1.0000000e‐002 110    6.9000000e‐001 6.9000000e‐001 1.0000000e‐002

39    1.8000000e‐001 7.7500000e‐001 1.0000000e‐002 111    6.9000000e‐001 7.7500000e‐001 1.0000000e‐002

40    1.8000000e‐001 8.6000000e‐001 1.0000000e‐002 112    6.9000000e‐001 8.6000000e‐001 1.0000000e‐002

41    1.8000000e‐001 1.0300000e+000 1.0000000e‐002 113    6.9000000e‐001 1.0300000e+000 1.0000000e‐002

42    1.8000000e‐001 1.1150000e+000 1.0000000e‐002 114    6.9000000e‐001 1.1150000e+000 1.0000000e‐002

43    1.8000000e‐001 1.2000000e+000 1.0000000e‐002 115    6.9000000e‐001 1.2000000e+000 1.0000000e‐002

44    2.6500000e‐001 1.0000000e‐002 1.0000000e‐002 116    7.7500000e‐001 1.0000000e‐002 1.0000000e‐002

45    2.6500000e‐001 9.5000000e‐002 1.0000000e‐002 117    7.7500000e‐001 9.5000000e‐002 1.0000000e‐002

46    2.6500000e‐001 2.6500000e‐001 1.0000000e‐002 118    7.7500000e‐001 1.8000000e‐001 1.0000000e‐002

47    2.6500000e‐001 4.3500000e‐001 1.0000000e‐002 119    7.7500000e‐001 2.6500000e‐001 1.0000000e‐002

48    2.6500000e‐001 5.2000000e‐001 1.0000000e‐002 120    7.7500000e‐001 3.5000000e‐001 1.0000000e‐002

49    2.6500000e‐001 6.0500000e‐001 1.0000000e‐002 121    7.7500000e‐001 4.3500000e‐001 1.0000000e‐002

50    2.6500000e‐001 6.9000000e‐001 1.0000000e‐002 122    7.7500000e‐001 5.2000000e‐001 1.0000000e‐002

51    2.6500000e‐001 7.7500000e‐001 1.0000000e‐002 123    7.7500000e‐001 6.0500000e‐001 1.0000000e‐002

52    2.6500000e‐001 9.4500000e‐001 1.0000000e‐002 124    7.7500000e‐001 6.9000000e‐001 1.0000000e‐002

53    2.6500000e‐001 1.1150000e+000 1.0000000e‐002 125    7.7500000e‐001 7.7500000e‐001 1.0000000e‐002

54    2.6500000e‐001 1.2000000e+000 1.0000000e‐002 126    7.7500000e‐001 8.6000000e‐001 1.0000000e‐002

55    3.5000000e‐001 1.0000000e‐002 1.0000000e‐002 127    7.7500000e‐001 9.4500000e‐001 1.0000000e‐002

56    3.5000000e‐001 9.5000000e‐002 1.0000000e‐002 128    7.7500000e‐001 1.0300000e+000 1.0000000e‐002

57    3.5000000e‐001 1.8000000e‐001 1.0000000e‐002 129    7.7500000e‐001 1.1150000e+000 1.0000000e‐002

58    3.5000000e‐001 3.5000000e‐001 1.0000000e‐002 130    7.7500000e‐001 1.2000000e+000 1.0000000e‐002

59    3.5000000e‐001 4.3500000e‐001 1.0000000e‐002 131    8.6000000e‐001 1.0000000e‐002 1.0000000e‐002

60    3.5000000e‐001 5.2000000e‐001 1.0000000e‐002 132    8.6000000e‐001 9.5000000e‐002 1.0000000e‐002

61    3.5000000e‐001 6.9000000e‐001 1.0000000e‐002 133    8.6000000e‐001 1.8000000e‐001 1.0000000e‐002

62    3.5000000e‐001 7.7500000e‐001 1.0000000e‐002 134    8.6000000e‐001 2.6500000e‐001 1.0000000e‐002

63    3.5000000e‐001 8.6000000e‐001 1.0000000e‐002 135    8.6000000e‐001 3.5000000e‐001 1.0000000e‐002

64    3.5000000e‐001 1.0300000e+000 1.0000000e‐002 136    8.6000000e‐001 4.3500000e‐001 1.0000000e‐002

65    3.5000000e‐001 1.1150000e+000 1.0000000e‐002 137    8.6000000e‐001 5.2000000e‐001 1.0000000e‐002

66    3.5000000e‐001 1.2000000e+000 1.0000000e‐002 138    8.6000000e‐001 6.0500000e‐001 1.0000000e‐002

67    4.3500000e‐001 1.0000000e‐002 1.0000000e‐002 139    8.6000000e‐001 6.9000000e‐001 1.0000000e‐002

68    4.3500000e‐001 9.5000000e‐002 1.0000000e‐002 140    8.6000000e‐001 7.7500000e‐001 1.0000000e‐002

69    4.3500000e‐001 1.8000000e‐001 1.0000000e‐002 141    8.6000000e‐001 8.6000000e‐001 1.0000000e‐002

70    4.3500000e‐001 2.6500000e‐001 1.0000000e‐002 142    8.6000000e‐001 9.4500000e‐001 1.0000000e‐002

71    4.3500000e‐001 3.5000000e‐001 1.0000000e‐002 143    8.6000000e‐001 1.0300000e+000 1.0000000e‐002

72    4.3500000e‐001 4.3500000e‐001 1.0000000e‐002 144    8.6000000e‐001 1.1150000e+000 1.0000000e‐002

145 8.6000000e‐001 1.2000000e+000 1.0000000e‐002

ANNEX‐1
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In Figures 13 and 14, focal length obtained with bundle block adjustment (conventional method), 
inner orientation parameters, and radial distortion parameters were summarized from Topcon 
PI‐3000 software interface.

Figure 12. Camera calibration test field.
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indicated radially with Eq. (14) for maximum focal length and minimum focal length values 
of digital camera.

   c  k   =   
 r   ı 
 

____
 

tan τ    (14)

ck: calibrated focal length

r1: radial distance

τ: distortion angle

Figure 13. The one obtained by Topcon PI‐3000 program in maximum focal length.

Figure 14. The one obtained by Topcon PI‐3000 program in minimum focal length.
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Twenty‐three points have been selected and arranged in the format of training data (smalldata.
dat) and remaining 122 points have been arranged in the format of test data (bigdata.dat) as 
shown in Figure 15. ANFIS data set which are used in fuzzification and defuzzification have 
been composed from equation process with radial distance and angle. This process has been 
repeated for the images taken from 10 different angles for each zoom distance. ANFIS data set 
has been composed from equation process with radial distance and angles.

In Figure 15, first and fourth columns indicate x values of image coordinates, second and 
fifth columns indicate y values, and third and sixth columns indicate focal lengths calculated 
radially.

After ANFIS data set has been generated, an ANFIS application stated below has been 
performed by using MATLAB software. The basic logic in this application is radial dis-

tances selected as input is processed with the help of ANFIS functions, and as a result, a 
focal length value for each image has been obtained. Algorithm figure determined for this 
method is indicated below. Here, it is seen that training algorithm determined for genera-

tion of ANFIS artificial neural network operates iteratively. Artificial neural network struc-

ture shaped with training data described as training data and consisting of 23 points gives 
result with the last iteration where 122 points are also included for getting the exact result. 
Thus, a calculation, which includes again the same quantity of measurement (145 radial 
values) corresponding to focal length distance, is determined with conventional method. 
For this reason, a logical measurement number equality has been enabled in comparison 
of ANFIS results with conventional method. In brief, the measurement values in the first 
and second steps are in the same quantity. This process has been explained in Figure 16.

Figure 15. ANFIS data set structure for radial distances.
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Each data set has been subjected to process with eight different ANFIS functions (trimf, 
trapmf, gbellmf, gaussmf, gauss2mf, pimf, dsigmf, and psigmf) as indicated above and 
 quadratic average error values of Artificial Neural Network and ANFIS functions have been 
obtained. Artificial neural network structure has been shown in Figure 17 from MATLAB 
ANFIS interface.

Measured radial values and ANFIS artificial neural network structure have been indicated in 
Figure 17. Quadratic mean errors (standard deviation) of focal length differences related to 
radial lengths obtained for function structures used in forming artificial neural network have 
been generated for 10 images in total according to maximum focal length data as shown in 
Table 1 and minimum focal length data as shown in Table 2. While there are standard devia-

tion values here, focal length value obtained (with bundle block adjustment) in the first step 
has been used as exact value. At the end of the first step, inner orientation parameters obtained 
by conventional method will be considered as true, and they will constitute reference data to 
be used in comparison for the results obtained with second step in other word ANFIS.

Figure 16. ANFIS algorithm.

Figure 17. Artificial neural network structure generation.
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The result of determining focal distance with eight ANFIS functions, which are used in 
the application and square mean errors which are obtained with these functions, are com-

pared to camera calibration values which are calculated with the conventional method 
(bundle block adjustment), and the differences of focal distances are illustrated image by 
image.

The results that eight ANFIS functions have given standard deviations for first image to fifth 
image depending on the maximum and minimum focal lengths have been detailed in the 
graphs in Figures 18 and 19. When ANFIS method is examined in terms of reliability and 
inner  reliability parameters between selected functions with this application realized, it has 
been seen that it gives the most suitable results in determination of focal length of trimf and 
gaussmf functions.

Minimum focal length (8.9 mm)

Num. ANFIS function Image 1 Image 2 Image 3 Image 4 Image 5

1 Trimf 0.01814 0.02217 0.01626 0.02560 0.02326

2 Trapmf 0.02204 0.03220 0.02181 0.02701 0.04293

3 Gbellmf 0.01637 0.02047 0.01736 0.02276 0.03822

4 Gaussmf 0.01429 0.01982 0.01745 0.02221 0.03269

5 Gauss2mf 0.02195 0.03180 0.02524 0.02729 0.04476

6 Pimf 0.02528 0.03589 0.02648 0.02965 0.04609

7 Dsigmf 0.02323 0.03274 0.02448 0.02774 0.04494

8 Psigmf 0.02323 0.03274 0.02448 0.02774 0.04494

Table 2. Standard deviation values of minimum focal length obtained with ANFIS functions.

Maximum focal length (71.9 mm)

Num. ANFIS function Image 1 Image 2 Image 3 Image 4 Image 5

1 Trimf 0.00179 0.00173 0.00210 0.00235 0.00190

2 Trapmf 0.00373 0.00382 0.00381 0.00319 0.00441

3 Gbellmf 0.00243 0.00261 0.00283 0.00218 0.00219

4 Gaussmf 0.00234 0.00229 0.00237 0.00210 0.00210

5 Gauss2mf 0.00347 0.00530 0.00515 0.00321 0.00307

6 Pimf 0.00512 0.00344 0.00488 0.00356 0.00342

7 Dsigmf 0.00306 0.00288 0.00452 0.00327 0.00277

8 Psigmf 0.00306 0.00288 0.00452 0.00327 0.00308

Table 1. Standard deviation values of maximum focal length obtained with ANFIS functions.
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Figure 19. Standard deviations graphic for minimum focal length (8.9 mm).
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4. Conclusion

When the results were obtained at the end of the application, it was seen that data with long 
focal lengths produce lower quadratic mean errors, and test data produced by using short 
focal length produce higher quadratic mean error values in the same ANFIS functions. When 
its mathematical structure is considered from radial distortion focal length graphics, it is seen 
that the shorter the focal length, the more radial distortion error happens. When this situation 
is considered, it is seen that radial distortion error directly influences the approach to ANFIS 
functions, and it has an influence on general error amount in data set. In other words, it has 
been seen that optical distortion law can be verified with the influence of ANFIS functions to 
data sets. This at the same time proves a physical fact in general table that it verifies ANFIS 
functions and depicts it in a very proper way.

When the graphics of the functions between each other are examined, it is seen that the most 
proper (with the least quadratic mean error) or the most usable ANFIS functions in a bundle 
block adjustment study to be modeled in ANFIS structure related to spatial resection struc-

ture are “trimf, gbellmf and gaussmf.”

It is seen that ANFIS functions, which depict balancing as the weakest (with the highest quadratic 
mean error), are “pimf, dsigmf and psigmf” functions with this approach. When an  assessment is 
made concerning the general of this study to make an approach of spatial resection by using 
ANFIS system, advantages and disadvantages below will occur for the calibration studies.

Advantages:

• There will be no need for generating a separate unreal algorithm for spatial resection step 
in bundle block adjustment.

• Study will be able to be made without the need of approximate rotation and reciprocation 
parameters.

• It will decrease iteration number for bundle block adjustment.

• Calibration will be able to be enabled during study not only in minimum and maximum 
focal lengths but also in all focal lengths.

Disadvantages:

• Data sets must be prepared for ANFIS sets. This requires additional time.

• It is not possible to reach approximate rotation and reciprocation parameters.

• Since the system will directly give result, focal length necessary for calibration will be 
known only as approximately depending on data number.

• It is verified for more than sufficient images that focal length found with additional transac-

tion can be used as calibrated for certain.

• All images to be determined for the project must be taken from the same focal length.
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As a result of the studies conducted, it has been seen that fuzzy logic approach can be used 
in the study of calibration of digital cameras. It was determined that the accuracy can be 
increased by increasing the data number of estimation model established with ANFIS method 
and estimation can be made benefiting from other artificial intelligence methods. For this 
reason, it was concluded that it will be more beneficial to use and search fuzzy logic approach 
more in photogrammetric applications.
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Vibration Suppression Controller of Multi-Mass

Resonance System Using Fuzzy Controller

Hidehiro Ikeda

Abstract

Vibration suppression control of the mechanical system is a very important technology
for realizing high precision, high speed response and energy saving. In general, the
mechanical system is modeled with a multi-mass resonance system, and vibration
suppression control is applied. This chapter presents a novel controller design method
for the speed control system to suppress the resonance vibration of two-mass resonance
system and three-mass resonance system. The target systems are constructed by a
motor, finite rigid shafts, and loads. The control system consists of a speed fuzzy
controller and a proportional-integral (PI) current controller to realize precise speed
and torque response. In order to implement the experimental system, the system is
treated as the digital control. This chapter also utilizes a differential evolution (DE) to
determine five optimal controller parameters (three scaling factors of the fuzzy control-
ler and two controller gains of PI current controller. Finally, this chapter verified the
effectiveness to suppress the resonance vibrations and the robustness of the proposed
method by the computer simulations and the experiments by using the test experimen-
tal setup.

Keywords: multi-mass resonance system, vibration suppression control, fuzzy controller,
differential evolution

1. Introduction

Recently, motor drive system, which consists of several motors, shafts, gears, and loads, is

widely utilized in industrial fields. These mechanical systems are made a request the high-

speed response, weight reduction, miniaturization, and high precision requirements for vari-

ous industrial applications.
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Hence, in industrial field, the system is treated as a multi-mass resonance system, which

consists of several inertial moments, torsional shafts, and gear coupling. The first-order

approximation model of multi-mass resonances model is two-mass resonance model. For

instance, several control methods, which are PID control (Proportional plus Integral plus

Derivative Control) with a resonance ratio control using the disturbance observer, coefficient

diagram method (CDM), full state feedback control with the state observer, the pole placement

method, fractional order PIDk control, and H
∞
control method, are effective to control for two-

mass resonance system [1–3]. Ikeda et al. [4] have explained the effectiveness of the controller

design technique using the pole placement method for the two-mass position control system.

However, the resonance system is required more high precision and high response speed

control in recent years. Therefore, it is necessary to deal with a higher order model of the

resonance system. For instance, the drive train of the electric vehicle is constructed the four-

mass system. Likewise, the ball screw drive stage is typically four-mass system. The thermal

power generation system composed of multiple turbines and generators is modeled as twelve-

mass resonance system. Thus, several vibration suppression control methods on three-mass

resonance system or more have been proposed [5, 6]. Here, modified-IPD speed controller

using Taguchi Method has been proposed in Refs. [7, 8].

Meanwhile, the state equations of the controlled object and its parameters are required to

design the control systems. Refs. [9, 10] previously proposed a controller gain tuning method

for a vibration suppression-type speed controller using fictitious reference iterative tuning

(FRIT) for single-input multi-variable control objects without knowledge of the system state

equations and the parameters.

In contrast, a fuzzy control system can be assumed as one method for solving these problems.

A fuzzy control system using a fuzzy inference is the embodiment of non-mathematical

control algorithm, which is constructed by experience and intuition. Several applications

brought in the fuzzy control system to motor drive system [11–14].

This chapter proposes a vibration suppression controller by using a fuzzy inference. The

control system consists of a speed fuzzy controller and a proportional-integral (PI) current

controller to realize precise speed and torque response on two or three inertial resonance

system. In the control system, only motor side state variables are utilized for controlling the

resonance system. Additionally, this chapter treats with the proposed control system as the

digital control system. Here, the proposed control system is new system that I improved to

apply the control system which I already proposed for simulation model in Refs. [13, 14] to

experimental actual equipment.

The fuzzy controller has three scaling factors, and the PI current controller has two controller

gains. In this chapter, a differential evolution algorithm (DE) is utilized the determination of

these five controller parameters [13–18]. DE, which was proposed by Price and Storn, is one of

the evolutionary optimization strategies. By using DE, it is easy and fast to determine the

proper controller parameters.

Lastly, the validity of the controller design, the robustness, and the control effectiveness of the

proposed method was verified using the simulations and the experiments by using the test

experimental set up.
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2. Multi-mass vibration suppression control system

2.1. 2-mass model

Figure 1 shows the two-mass resonance model. The model is configured of two rigid inertial

masses with a torsional shaft, where ωM, Tdis, ωL, Tin, JM, JL, Ks, and TL denote the motor

angular speed, the torsional torque, the load angular speed, the input torque, the inertia of

motor, the inertia of load, the shaft torsional stiffness, and the load torque, respectively.

If all the state variables can be observed by several sensors and all the system parameters are

known or identified, it is easy to construct the optimal control system. However, in general, it

is difficult to measure the state variables of the load side due to constraints on scarce measure-

ment environment and sensor installation location. Therefore, in this chapter, we use only the

motor side variables. Furthermore, we contemplate for the current minor control in order to

compensate torque response. Eq. (1) shows the continuous state equation of two-mass reso-

nance model, where the viscous friction is not considered.
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Eq. (2) shows the transfer function of two-mass model, which input signal is Tin and output

signal is ωM.

ωM

Tin
¼

s2 þ ω2
a

JMsðs
2 þ ω2

r Þ
ð2Þ

where ωr is a resonance frequency and ωa is an anti-resonance frequency. Here, we use the DC

servo motor as the driving motor. Eq. (3) is the voltage equation of dc servo motor, where Ra is

the armature resistance, La is the armature inductance, Ke is the back-emf constant, and K0 is

the converter gains of the DC power supply. Input torque is calculated by Tin = Ktia, where Kt is

the torque constant.

La
dia
dt

þ Raia ¼ K0uc � ωM ð3Þ

Figure 2 is indicative of the block diagram of the two-mass resonance system.

Figure 1. 2-mass model.
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The inertia ratio R of two-mass model is given by Eq. (4), where JMn and JLn represent the

nominal values of the motor and load inertias, respectively.

R ¼
JLn
JMn

ð4Þ

2.2. Three-mass model

Similarly to two-mass resonance model, Figure 3 reveals the three-mass model. The model

consists of three rigid inertias and two shafts. Here, Jc and JL are the load 1 inertia moment and

the load 2 inertia moment, respectively. Furthermore,ωc,ωL, Tdis1, Tdis2, Ks1, and Ks2 denote load 1

angular speed, load 2 angular speed, shaft 1 torsional torque, shaft 2 torsional torque, the shaft 1

stiffness, and the shaft 2 stiffness, respectively.
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Figure 2. Block diagram of two-mass resonance model.

Figure 3. Three-mass model.

Fuzzy Logic, Systems and Engineering Applications

223

_____________________ WORLD TECHNOLOGIES _____________________



WT

The state equation of three-mass resonance model is shown in Eq. (5). Then, Eq. (6) shows the

continuous transfer function of three-mass resonance model, which input signal is Tin and

output signal is ωM.

ωM

Tin
¼

ðs2 þ ω2
a1Þðs

2 þ ω2
a2Þ

JMsðs2 þ ω2
r1Þðs

2 þ ω2
r2Þ

ð6Þ

In this equation, ω indicates the angular frequency, where ωr1, ωr2, ωa1, and ωa2 are the resonance

frequencies, and anti-resonance frequency, respectively. Then, the block diagram realized by using

above equations is shown in Figure 4.

2.3. Experimental set up

This chapter confirms the effectiveness and performance of the proposed method by experi-

ments using the experimental equipment.

Figure 5 is the appearance of the experimental system constructed in this research. The two-

mass resonance system is simulated by utilizing the dc servo motor and the dc generator with

a finite rigid coupling. The controller is realized on a digital signal processor, which calculates

the PWM signal to a four-quadrant dc chopper.

The DSP board (PE-PRO/F28335 Starter Kit, Myway Plus Corp.) consists of the DSP

(TMS320F28335PGFA), a digital input/output (I/O), ABZ counters for encoder signals, analog-

to-digital (AD) converters and digital-to-analog (DA) converters [19]. The motor and load

angles and angular speeds are detected using 5000 pulses-per-revolution encoders. The current

of dc servo motor is measured by the current sensor and AD converter.

Figure 4. Block diagram of three-mass model.
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The control frequency and the detection frequency of the encoder are both 1 ms, and the

detection period for the current is 10 μsec. The design language used was C. Then, while

considering the application of the system to specific apparatus, we constructed a digital control

system that contains a discrete controller. In addition, we used MATLAB/Simulink software

for the proposed off-line tuning process based on simulation and constructed the fuzzy control

system as a continuous system [20]. The disturbance is added to the dc generator as the torque

by using the electric load device on constant current mode. Figures 6 and 7 show the appara-

tus of the two-mass model and three-mass model used in the experimental set up, respectively.

Figure 8 shows the experimental system configuration. For reference, the nominal parameters

Figure 6. Photograph of two-mass resonance model.

Figure 5. Experimental apparatus.

Figure 7. Photograph of three-mass resonance model.
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respectively.

Figure 9 shows an example of experimental result using two-mass model. These step waves

are the motor and load angular speeds with direct current voltage input. Similarly, Figure 10

shows an example of experimental result using three-mass model, which are the motor and

DC
Motor

DC
Generator

4 Quadrant

Chopper

CPU

Speed / Angle Detect

Control

D/A

Monitoring

Input Parameters

USB/Opt.

Optical Cable

Memory / Record

PE PE

PWM

Generating

Circuit

A/D

Digital I/O

Counter

Electric 

Load

Note PC

DSP Board

(TMS320F28335PGFA)

DC Voltage
Source

Figure 8. Configuration of experimental system (two-mass resonance model).

Symbol Parameter Value

JMn Motor inertia 2.744 · 10�4 (kgm2)

JLn Load inertia 2.940 · 10�4 (kgm2)

Ksn Shaft stiffness 18.5 (Nm/rad)

Table 1. Nominal parameters of two-mass experimental model.

Symbol Parameter Value

JMn Motor inertia 2.744 · 10�4 (kgm2)

Jcn Load 1 inertia 1.112 · 10�4 (kgm2)

JLn Load 2 inertia 2.940 · 10�4 (kgm2)

Ks1n Shaft stiffness 1 18.5 (Nm/rad)

Ks2n Shaft stiffness 2 18.5 (Nm/rad)

Table 2. Nominal parameters of three-mass experimental model.
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be observed. The purpose of this research is to suppress these resonance vibrations.

3. Proposed fuzzy control system

3.1. Fuzzy speed controller

Fuzzy controller, which is executed by the fuzzy set and the fuzzy inference, can control for

nonlinear systems or uncertain model. Figure 11 indicates the proposed fuzzy speed controller in

this chapter. The speed controller is based on fuzzy control. The current controller is typical PI

controller. Furthermore, the load side state variables are not utilized for control,where S1, S2, and S3
are the parameters to determine the scale of the membership function, which are called scaling

factors or scaling coefficient.Kpc andKic are the current PI controller gains. Eq. (7) shows the transfer

function of current PI controller. Additionally, this chapter uses the discrete control system.

ucðkÞ ¼ Kpc þ
1

s
Kic

� �

eðkÞ ð7Þ

Figure 12 is indicative of the membership function for the premise variables. This membership

function is a shape of triangle with a dense center. Figure 13 indicates the membership

Figure 9. Angular speeds (ωM and ωL) of the step responses to a DC voltage input (two-mass model).

Figure 10. Angular speeds (ωM and ωL) of the step responses to a DC voltage input (three-mass model).
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function, which is formed uniformly triangle for the consequent variable. Here, the s denotes

the scaling factor. PB, PM, PS, ZE, NS, NM, and NB are the linguistic variables of the fuzzy

control where, PB indicates positive big, PM indicates positive medium, PS indicates positive

small, ZE indicates zero, NS indicates negative small, NM indicates negative medium, and NB

indicates negative big, respectively. The premise variables are e
ωM(k) and Δe

ωM(k).

eωMðkÞ ¼ ωref � ωMðkÞ ð8Þ

ΔeωMðkÞ ¼ eωMðkÞ � eωMðk� 1Þ ð9Þ

Figure 11. Block diagram of the proposed control system.

Figure 12. Membership functions of the antecedence.

Figure 13. Membership functions of the consequence.
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Then, the consequence variable is the variation width of the current input Δiref(k). Therefore, the

proposed fuzzy controller is nearly same as the proportional-derivative (PD) type controller.

Figure 14 is indicative of the fuzzy rule table. The rule is included the rising correction of the

angular speed response.

3.2. Design method of controller parameters by differential evolution

In this chapter, five parameters (S1, S2, S3, Kpc and Kic) of the proposed controller have to be

designed. However, it is difficult to determine them by trial and error or some. Therefore, this

chapter proposes the differential evolution (DE) to search the optimal controller parameters.

Here, DE is one of evolutionary optimized solution search methods. DE is the optimization

method-based multi-point search method. In particular, basic GA expresses parameter by

binary coding, whereas DE uses the parameters by real variable vector. The DE design is

conducted by the initial population, the mutation, the crossover, and the selection. The design

flow of DE is shown in Figure 15. In this chapter, DE/rand/1/bin design strategy is used for the

determination of five controller parameters.

where D is the number of design parameter vectors, NP is the number of members in each

population. Each parameter vector is represented by the parameter vector (target vector) xi,G,

where G denotes one generation. The mutation vector vi,G is calculated by Eq. (10). From this

equation, F indicates the step width (scaling factor) of DE design, and CR indicates of the

crossover rate, where r1, r2, and r3 are different values.

vi,Gþ1 ¼ xr1,G þ Fðxr1,G � xr3,GÞ, r1 6¼ r2 6¼ r3 6¼ i ð10Þ

uj,Gþ1 ¼
vj,Gþ1 rand ≤CR or j ¼ ST
xj,G rand > CR or j 6¼ ST

�

ð11Þ

Figure 14. Control rule table.
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In Eq. (11), uj,G+1 is the vector of trial parameter, the rand is random value, and ST indicates the

start point. The selection is utilized next algorithm,

xi,Gþ1 ¼
ui,Gþ1 if yðui,Gþ1Þ > yðxi,GÞ for maximaization problems
xi,G otherwise

�

ð12Þ

As previously described, the proposed method uses five control parameters (S1, S2, S3, Kpc, and

Kic). The population size is 2000, the order of each vector is 20, and the coefficient of member-

ship function F is 0.5. Moreover, the rate of crossover CR is 0.9. Then, the performance index

function is shown in Eq. (13). Meanwhile, this chapter utilizes the inverse of y as a fitness

function.

y ¼

ð

∞

0

t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðωref � ωLÞ
2

q

dt ð13Þ

Start

Set values to DE 

Parameters: F and CR

Initialize the Population

Determination

Evaluation of Fitness Function

Mutation

Reproduction

Selection

Print Optimum Value

Stop

Figure 15. Flow of DE algorithm.
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4. Simulation and experimental results

4.1. Verification results of computer simulation

Next, the simulation results of the proposed method are demonstrated by computer simulation.

Table 3 shows the results of design parameter using the proposed method for two-mass model.

Figure 16 is indicative of the transition of the maximum fitness function. In this simulation design,

the step response and the disturbance response have been evaluated. Furthermore, the inertia

ratio R is 1.07, and the stiffness of shaft Ksn has been set to 18.5 Nm/rad in the simulation design.

Figures 17 and 18 show the step responses that were obtained for the motor and load angular

speeds, and armature current when using the proposed method. In this chapter, ωref is 30 rad/s,

the DC voltage input is 25 V, and the disturbance input TL is changed from 0 to 20% at t = 0.3 s.

As shown by these figures, good waves are observed for the reference-following, vibration

S1 S2 S3 Kpc Kic

8.486 0.4802 0.4001 4.678 1.0 · 10�6

Table 3. Results of design parameter calculated by DE.
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Figure 16. Convergence of index function y.

Figure 17. Simulation results ωM and ωL (two-mass, R = 1.07, Ksn = 18.5 Nm/rad).
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suppression, and the disturbance performance. Figure 19 is indicative of the search process of

the S1 vector. Similarly, Figures 20–23 show the transition of the S2 vector, S3 vector, Kpc vector

and Kic vector, respectively. In particular, from Figure 23 and Table 3, Kic is 1.0 · 10�6 of the

design limitation value. Therefore, integral gain of the current PI controller can be omitted for

this control object.

0 0.1 0.2 0.3 0.4 0.5
−1

0

1
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i a
[A
]
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Figure 18. Simulation results ia (two-mass, R = 1.07, Ksn = 18.5 Nm/rad).
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Figure 19. Transition of scaling factor S1.
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Figure 20. Transition of scaling factor S2.
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Figure 21. Transition of scaling factor S3.
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4.2.1. 2-mass model

Next, the experimental results by using the proposed method are illustrated in this section.

Figures 24 and 25 show the experimental results of two-mass model using the proposed

method, where the condition (R = 1.07, Ksn = 18.5 Nm/rad) is same as the above simulation

results shown in Figures 17 and 18. From these figures, it is observed that the resonance

vibrations between the motor and the load angular speed (ωM and ωL) have been suppressed

very well. Furthermore, after inputting disturbance, it can be seen that the angular speeds

immediately have followed the reference speed ωref without resonance vibrations. Hence, the

validity of the control system, which consists of the proposed method, can be confirmed.

0 100 200 300 400 500

0

150

300

iteration

K
ic

Figure 23. Transition of current integral gain Kic.

Figure 24. Experimental results for ωM and ωL obtained using the proposed method (two-mass, R = 1.07, Ksn = 18.5 Nm/rad).
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Figure 22. Transition of current proportional gain Kpc.
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5. Effects of parameter variation

Next, it is described the effectiveness of robustness by the proposed design method. This

section evaluates the robustness to variations in the ratio of inertia and the stiffness of the rigid

shaft based on a nominal value.

Figures 26 and 27 show the experimental results of the motor and load angular speeds obtained

for the inertia ratio variation when using the same controller gains that were designed using the

Figure 25. Experimental results for ia obtained using the proposed method (two-mass, R = 1.07, Ks = 18.5 Nm/rad).

Figure 26. Robustness verification results (two-mass, R = 0.42, Ksn = 18.5 Nm/rad).

Figure 27. Robustness verification results (two-mass, R = 2.67, Ksn = 18.5 Nm/rad).
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proposed method, when R = [0.42, 2.65], where the disturbance torque input was skipped. From

these figure, although it can be observed some overshoot and resonance vibration, the good

results can be confirmed that were obtained for the design condition.

Figure 28 shows the experimental results of the motor and load angular speeds obtained for the

stiffness of shaft variation using the same controller gains, whenKsn = 70.7. From this figure, it can

be seen some resonance vibrations. However, the vibrations rapidly have been suppressed well.

Similarly, Figure 29 shows the experimental results when Ksn = 3.1. As can be seen, themotor and

load angular speeds oscillated and overshot. Therefore, if the stiffness of shaft of the experimen-

tal model is less than the design value, the settling time to suppress the resonance vibration

becomes longer, although the proposed control system is not unstable. In addition, Figure 30

shows the experimental result when the control parameter redesigned with the stiffness of shaft

Ksn as the nominal value of experimental model. Good responses can be observed in this figure.

Furthermore, the proposed fuzzy control system is applied to a three-mass resonance model.

Figure 31 shows the experimental results of the motor and load angular speeds when using the

same controller gains designed for two-mass model (R = 1.07, Ksn = 18.5 Nm/rad, where the

nominal parameters of the three-mass experimental setup are JMn = 2.774 · 10�4 kgm2, JLn =

2.940 · 10�4 kgm2, Ks1n = 18.5 Nm/rad, Ks2n = 18.5 Nm/rad. From this figure, the effectiveness

of the proposed method can be confirmed in a similar manner to the two-mass model case.

Figure 29. Robustness verification results (two-mass, R = 1.07, Ksn = 3.1 Nm/rad).

Figure 28. Robustness verification results (two-mass, R = 1.07, Ksn = 70.7 Nm/rad).
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WT6. Conclusions

This chapter proposed the speed control system to suppress the resonance vibration of multi-

inertial model, especially two-mass system and three-mass system. The controller has been

constructed with the digital fuzzy controller for speed control and the digital PI controller for

current control. In the control system, only motor side state variables have been used for

controlling the resonance system. Additionally, this chapter utilized the DE to determine these

five controller parameters. Finally, the validity of the controller design, the robustness, and the

control effectiveness of the proposed method has been verified using the simulations and the

experiments by using the test experimental set up.
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Figure 31. Robustnessverification results (three-mass, JMn= 2.774 · 10�4kgm2, Jcn= 1.112 · 10�4kgm2, JLn= 2.940 · 10�4kgm2,

Ks1n = 18.5Nm/rad,Ks2n = 18.5Nm/rad).

Figure 30. Experimental results for ωM and ωL redesigned using the proposed method (two-mass, R = 1.07, Ksn = 3.1 Nm/rad).
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Robust Adaptive Fuzzy Control for a Class of Switching
Power Converters

Cheng-Lun Chen

Abstract

This chapter provides the reader with a control-centric modeling and analysis approach
alongwith a nonlinear control design for a class of switching power converters. A compre-
hensive model combining the respective state variable models of the interval subsystems is
established. Comparison with PSpice simulation justifies the credibility of the model.
Based on this model, internal/BIBO stability can be studied for each interval subsystem.
Moreover, controllability and observability can also be analyzed to help determine subse-
quent control configuration. The established model is further investigated for advanced
control design, i.e., robust adaptive fuzzy control.

Keywords: adaptive fuzzy control, dc-dc power converter, modeling, switching power
converter

1. Introduction

Switching power converters are increasingly taking over conventional linear power converters

due to their being compact, lightweight, high efficiency, and larger input voltage range. With

the rapid advancement and popularity of personal computers, mobile communication devices,

and automotive electronics, the need for stability and efficiency of converters is rising. Among

the switching power converters, the phase-shifted pulse-width modulated (PSPWM) full-

bridge soft switched power converter [1, 2] and corresponding alteration [3–8] have become a

widely used circuit topology due to various beneficial characteristics, e.g., reduction of

switching losses and stresses, and elimination of primary snubbers. The circuit is capable of

high switching frequency operation with improved power density and conversion efficiency.
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Feedback control has been incorporated into switching power converters to not only stabilize,

but also improve the performance robustness of the output voltage. In spite of its advanta-

geous features, feedback control for soft switched PSPWM full-bridge converters is still con-

fined to simple linear time-invariant design, e.g., proportional-integral (PI) or lead-lag

compensators based on a linearized model [9–12]. As pointed out by [13, 14], due to the

increased number of topological stages and the PWM duty cycle being affected by input

voltage, output voltage, and load current, the dynamics of a PSPWM full-bridge converter is

much more sophisticated than that of a simple buck converter. A trade-off needs to be made

regarding whether a simple model (e.g., linearized model) or a complex one (e.g., switched

model) is to be established for the purpose of control design.

For model-based control design, a mathematical model of appropriate sophistication and cap-

ture of desired dynamics is normally the initial step. Such models can usually be obtained by

simplifying a complex model, i.e., model reduction, or linearizing a nonlinear around specified

operation point. For design of linear controllers, transfer function is a matured modeling tool.

Formore advanced control design, state variablemodel is usually a prerequisite. Variousmodel-

ing approaches for switching power converters of complex topology have been proposed in the

literature [15–20]. Most of them have been successful in terms of modeling the “local” behavior

(i.e., small signal model) or analysis of the fundamental characteristics. However, few of the

results can carry over to the next stage of control design. To be specific, a variety of crucial

information for control design cannot be retrieved from those “not control centric” modeling

approaches. That essential information includes stability, controllability, and observability of the

open-loop system.

This chapter will provide the reader with a control-centric modeling and analysis approach

along with robust adaptive fuzzy control design for switching power converters of complex

topology and resort to PSPWM full-bridge power converters as a design example. The outline

of the chapter is as follows:

Sections 2 and 3 demonstrate how to establish a control-centric mathematical model for a

PSPWM full-bridge soft switched power converter system. The set of differential equations

and the corresponding state variable model are established for each operation interval. The

subsystem models for all intervals are integrated to form a comprehensive model. Numerical

simulation of the model is performed and compared to that of the corresponding PSpice

model to verify its validity. Section 4 will perform stability analysis for the system. Specifi-

cally, stability analysis is performed for each interval subsystem (of the established model) to

determine whether the subsystem is internally/BIBO stable. Section 5 will conduct controlla-

bility/observability analysis for the system. Controllability and observability of the subsys-

tems are analyzed to determine which signals/variables can actually be manipulated by

control effort and which can be estimated using output feedback control structure. The

established comprehensive model is further exploited for advanced control design. For

example, by getting rid of uncontrollable and unobservable variables and dynamics, an

LPV gain-scheduling control design may be conducted as in Ref. [21]. Model reduction and

robust adaptive fuzzy control design are presented in Sections 6 and 7. Conclusion and

future work are given in Section 8.
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2. Control-centric mathematical model

In this section, operation of a PSPWM full-bridge dc-dc power converter will be briefly

described. Note that there are eight operation intervals. Due to switching, operation of adja-

cent intervals is discontinuous. This implies that the parameters and initial conditions change

when the converter switches. It will be demonstrated how a comprehensive control-oriented

state variable model for each operation interval can be established for subsequent analysis and

numerical simulation. The circuit diagram of the converter is shown in Figure 1. Figure 2 is the

waveform timing for various signals in the converter, where iLlK is the primary current, vab is

the voltage between a and b, iL is the secondary current, vs is the secondary voltage, QA,QB,QC,

and QD are the four switches, ΔD is the duty cycle loss, and ZVS delay is the dead time.

2.1. Positive half cycle: trailing-leg (passive-to-active) transition ðt0et1Þ

During this operation interval, only QD is conducting. Figure 3 shows the equivalent circuit of

state 1. Initial conditions are vCA
ðt0Þ ¼ vi, vCB

ðt0Þ ¼ 0, vCC
ðt0Þ ¼ vi, and vCD

ðt0Þ ¼ 0. During this

interval, CA is discharging and CB is charging until vCA
equals zero. QAis turned on at zero

voltage. Utilizing Kirchhoff’s voltage law (KVL) and Kirchhoff’s current law (KCL), we arrive

at the following set of differential equations:

dvCA
ðtÞ

dt
¼

iLlk
CA þ CB

,
dvCB

ðtÞ

dt
¼ �

iLlk
CA þ CB

,
dvCC

ðtÞ

dt
¼ 0,

dvCD
ðtÞ

dt
¼ 0 ð1Þ

�
diLlk
dt

¼
diL
dt

¼
�1

n2Llk þ L
vC þ

n

n2Llk þ L
vCA

þ
�n

n2Llk þ L
vi,

dvCðtÞ

dt
¼

1

C
iL �

1

RC
vC ð2Þ

Figure 1. Circuit topology of a PSPWM full-bridge converter.
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Figure 2. Waveform timing for a PSPWM full-bridge converter.

Figure 3. The equivalent circuit of operation interval 1 ðt0e
t1Þ.
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Define x
⇀

ðtÞ ¼ ½ iLlK ðtÞ iLðtÞ vCðtÞ vCA
ðtÞ vCB

ðtÞ vCC
ðtÞ vCD

ðtÞ �T , where iLlK is leakage

inductance current, iL is inductance current, vC is output voltage, vCA
is the voltage across CA,

vCB
is the voltage across CB, vCC

is the voltage across CC, and vCD
is the voltage across CD.

Therefore, a state variable model can be obtained as follows:

_
x
⇀

ðtÞ ¼

0 0
n

n2Llk þ L

�n2

n2Llk þ L
0 0 0

0 0
�1

n2Llk þ L

n

n2Llk þ L
0 0 0

0
1

C
�

1

RC
0 0 0 0

1

CA þ CB
0 0 0 0 0 0

�
1

CA þ CB
0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2
666666666666666666664

3
777777777777777777775

x
⇀

ðtÞ þ

n2

n2Llk þ L

�n

n2Llk þ L

0

0

0

0

0

2
666666666666666666664

3
777777777777777777775

viðtÞ ð3Þ

where vi is input voltage, N2=N1 ¼ n is the transformer turns ratio, L is inductance, C is

capacitance, and R is resistance.

2.2. Positive half cycle: active region ðt1et2Þ

During this operation interval, QA and QD are conducting. Initially, due to leakage inductance,

the secondary side will experience a short period of “no energy” passing through, called duty

cycle loss. Figure 4 shows the equivalent circuit for this period. Initial conditions are

vCA
ðt1Þ ¼ 0, vCB

ðt1Þ ¼ vi, vCC
ðt1Þ ¼ vi, and vCD

ðt1Þ ¼ 0. Similarly, we may derive a set of differ-

ential equations and the corresponding state variable model for this short period is

_
x
⇀

ðtÞ ¼

0 0 0 0 0 0 0

0 0 �
1

L
0 0 0 0

0
1

C
�

1

RC
0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2
666666666666664

3
777777777777775

x
⇀

ðtÞ þ

1

Llk

0

0

0

0

0

0

2
666666666666664

3
777777777777775

viðtÞ ð4Þ

After the short period of duty cycle loss, energy passes through the transformer again. Figure 5

shows the equivalent circuit. Initial conditions are vCA
ðt12Þ ¼ 0, vCB

ðt12Þ ¼ vi, vCC
ðt12Þ ¼ vi, and

vCD
ðt12Þ ¼ 0. We may derive a set of differential equations and the corresponding set of

differential equations and state variable model are
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_
x
⇀

ðtÞ ¼

0 0 �
n

n2Llk þ L
0 0 0 0

0 0 �
1

n2Llk þ L
0 0 0 0

0
1

C
�

1

RC
0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2
6666666666666666664

3
7777777777777777775

x
⇀

ðtÞ þ

n2

n2Llk þ L
n

n2Llk þ L

0

0

0

0

0

2
66666666666666664

3
77777777777777775

viðtÞ ð5Þ

The duration of duty cycle loss may be derived based on falling range of iL is equal to rising

range of iL, i.e.,

Figure 4. The equivalent circuit of the period of duty cycle loss ðt1et2Þ.

Figure 5. The equivalent circuit of operation interval 2 ðt1et2Þ.
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tpassive

n2Llk þ L
vCþ

ΔD

L
vC¼

�

�1

n2Llk þ L
vC þ

n

n2Llk þ L
vi

�

· ðtactive � ΔDÞφ ¼
tpassive

tpassive þ tactive
· 180� ð6Þ

where ΔD is duty cycle loss time, tpassive is the time of passive region, tactive is the time of active

region, and φ is the difference of phase between QA and QC.

2.3. Positive half cycle: leading-leg (active-to-passive) transition ðt2
e

t3Þ

During this operation interval, only QA is conducting. Initial conditions are vCA
ðt2Þ ¼ 0, vCB

ðt2Þ

¼ vi, vCC
ðt2Þ ¼ vi, and vCD

ðt2Þ ¼ 0. In this interval, CC is discharging and CD is charging until

vCC
equals zero. QC is turned on at zero voltage. Applying KVL/KCL in a similar way, we obtain

_
x
⇀

ðtÞ ¼

0 0 �
n

n2Llk þ L
0 0 0 �

n2

n2Llk þ L

0 0 �
1

n2Llk þ L
0 0 0 �

n

n2Llk þ L

0
1

C
�

1

RC
0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

�
1

CC þ CD
0 0 0 0 0 0

1

CC þ CD
0 0 0 0 0 0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4
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7

7

7

7

7

7

7

7
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7

7

7

7

7

7

7

7

7

7

7

7

5

x
⇀

ðtÞ þ

n2

n2Llk þ L

n

n2Llk þ L

0

0

0

0

0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6
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7

7

7

7
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7

7

7

7

7

7

7

5

viðtÞ ð7Þ

2.4. Positive half cycle: Passive region ðt3
e

t4Þ

During this interval, QA and QC are conducting. Initial conditions are vCA
ðt3Þ ¼ 0, vCB

ðt3Þ ¼ vi,

vCC
ðt3Þ ¼ 0, and vCD

ðt3Þ ¼ vi. Applying KVL/KCL in a similar way, we obtain

_
x
⇀

ðtÞ ¼

0 0 �
n

n2Llk þ L
0 0 0 0

0 0 �
1

n2Llk þ L
0 0 0 0

0
1

C
�

1

RC
0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

x
⇀

ðtÞ ð8Þ

2.5. Negative half cycle

The subsequent four operation intervals basically “mirror” those in positive cycle. Therefore,

the derivations are omitted for brevity.
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3. Solution and numerical simulation

Numerical simulation based on a typical PSPWM full-bridge power converter circuit (with

parameters: transformer turns ratio n = 0.5, V i ¼ 160 volt, Vo ¼ 50 volt, R = 6 Ω, C = 940 μF,

L = 300 μH, Llk ¼ 20μH, CA ¼ CB ¼ CC ¼ CD ¼ 5nF, f s ¼ 50 kHz) in our laboratory is

performed. A “realistic” model of the circuit is built using PSpice, and the developed mathe-

matical model is realized using MATLAB/Simulink. Comparison of the simulation results

validates the correctness and effectiveness of the established model.

4. Stability analysis

4.1. Zero-state response

A SISO system ðA, B, CÞ with proper rational transfer function GðsÞ ¼ CðsI � AÞ�1B is BIBO

stable if and only if every pole of GðsÞ has a negative real part or, equivalently, lies inside the

left-half s-plane. For both positive and negative half cycles, we can obtain the following

transfer function for each operation interval:

• Trailing-leg (passive-to-active) transition:

G1 ¼
�nRðCA þ CBÞs

RCðCA þ CBÞðn2Llk þ LÞs3 þ ðCA þ CBÞðn2Llk þ LÞs2 þ ðRðCA þ CBÞ þ n2RCÞsþ n2

pole ¼ p11, p12, p13 ðin complicated formÞ

ð9Þ

• Active region (duty cycle loss): G2 loss ¼ 0

• Active region:

G2 ¼
nR

RCðn2Llk þ LÞs2 þ ðn2Llk þ LÞsþ R

pole ¼
�ðn2Llk þ LÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn2Llk þ LÞ2 � 4R2Cðn2Llk þ LÞ

q

2RCðn2Llk þ LÞ

ð10Þ

• Leading-leg (active-to-passive) transition:

G3 ¼
nRðCC þ CDÞs

RCðCC þ CDÞðn2Llk þ LÞs3 þ ðCC þ CDÞðn2Llk þ LÞs2 þ ðRðCC þ CDÞ þ n2RCÞsþ n2

pole ¼ p31, p32, p33ðin complicated formÞ

ð11Þ

• Passive region: no input:

Due to “mirroring” operation, corresponding intervals in positive and negative half cycles will

have the same transfer function. The pole location for the operation interval of trailing-leg and
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leading-leg transition depends further on the values of the circuit elements. The poles for the

operation interval of active region have negative real parts due to

ðn2Llk þ LÞ >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn2Llk þ LÞ2 � 4R2Cðn2Llk þ LÞ

q

ð12Þ

Hence, the system is BIBO stable within this interval. Note that there is pole/zero cancelation

for all intervals, which implies that each interval subsystem is either uncontrollable or

unobservable.

4.2. Zero-input response

The equation _x ¼ Ax is marginally stable if and only if all eigenvalues of A have zero or

negative real parts and those with zero real parts are simple root of the minimal polynomial

of A. The equation _x ¼ Ax is asymptotically stable if and only if all eigenvalues of A have

negative real parts. For both positive and negative half cycles, we can obtain the following set

of eigenvalues for each operation interval:

• Trailing-leg (passive-to-active) transitions:

A1 ¼

0 0
n

n2Llk þ L

�n2

n2Llk þ L
0 0 0

0 0
�1

n2Llk þ L

n

n2Llk þ L
0 0 0

0
1

C

�1

RC
0 0 0 0

1

CA þ CB
0 0 0 0 0 0

�1

CA þ CB
0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

,λ ¼ 0, 0, 0, 0,λ11,λ12;λ13 ð13Þ

• Active region (duty cycle loss):

λ ¼ 0, 0, 0, 0, 0,
�1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðL� 4R2CÞ=L
q

2RC
ð14Þ

• Active region:

λ ¼ 0, 0, 0, 0, 0,
�ðn2Llk þ LÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn2Llk þ LÞ2 � 4R2Cðn2Llk þ LÞ

q

2RCðn2Llk þ LÞ
ð15Þ

• Leading-leg (active-to-passive) transitions:
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λ ¼ 0, 0, 0, 0,λ31,λ32,λ33ðin complicated formÞ ð16Þ

• Passive region:

λ ¼ 0, 0, 0, 0, 0,
�ðn2Llk þ LÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn2Llk þ LÞ2 � 4R2Cðn2Llk þ LÞ

q

2RCðn2Llk þ LÞ
ð17Þ

Since all intervals have zero eigenvalue, we need to determine whether zero is a simple root of

the minimal polynomial of A. The minimal polynomial (in x) for each operation interval (positive

or negative half cycle) is summarized as follows:

• Trailing-leg (passive-to-active) transitions:

x4 þ
1

RC
x3 þ

n2Cþ CA þ CB

CðCA þ CBÞðn2Llk þ LÞ
x2 þ

n2

RCðCA þ CBÞðn2Llk þ LÞ
x ð18Þ

• Active region (duty cycle loss):

x3 þ
1

RC
x2 þ

1

LC
x ð19Þ

• Active region:

x3 þ
1

RC
x2 þ

1

Cðn2Llk þ LÞ
x ð20Þ

• Leading-leg (active-to-passive) transitions:

x4 þ
1

RC
x3 þ

n2Cþ CC þ CD

CðCC þ CDÞðn2Llk þ LÞ
x2 þ

n2

RCðCC þ CDÞðn2Llk þ LÞ
x ð21Þ

• Passive region:

x3 þ
1

RC
x2 þ

1

Cðn2Llk þ LÞ
x ð22Þ

Although all operation intervals have different state matrix (A), corresponding intervals in

positive and negative half cycles actually possess the same set of eigenvalues. The eigenvalues

for the operation interval of trailing-leg and leading-leg transition depend further on the

values of the circuit elements. Both intervals of active (including duty cycle loss) and passive

region are marginally stable due to
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n2Llk þ L >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn2Llk þ LÞ2 � 4R2Cðn2Llk þ LÞ

q

, 1 >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L� 4R2C

L

s

ð23Þ

and zero is the simple root of the minimal polynomial.

5. Controllability/observability analysis

The stability analysis indicates that all interval subsystems have uncontrollable or unobservable

modes. We may decompose the state variable model of each subsystem into controllable and

uncontrollable parts, and follow by decomposing each part into observable and unobservable

parts to obtain

ð24Þ

The observability matrices of the controllable part for each operation interval (positive or

negative half cycle) are summarized as follows:

• Trailing-leg (passive-to-active) transition:

Oc1 ¼

0
�n

Cðn2Llk þ LÞ

n

RC2ðn2Llk þ LÞ

�n

Cðn2Llk þ LÞ

n

RC2ðn2Llk þ LÞ

nðn2Cþ CA þ CBÞ

C2ðCA þ CBÞðn2Llk þ LÞ2
�

n

R2C3ðn2Llk þ LÞ

n

RC2ðn2Llk þ LÞ
oc1:1 oc1:2

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

ð25Þ

• Active region (duty cycle loss):

Oc2loss ¼ ½0� ð26Þ

• Active region:

Oc2 ¼

0
n

Cðn2Llk þ LÞ
n

Cðn2Llk þ LÞ

�n

RC2ðn2Llk þ LÞ

2

6

4

3

7

5
ð27Þ

• Leading-leg (active-to-passive) transitions:
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Oc3 ¼

0
n

Cðn2Llk þ LÞ

�n

RC2ðn2Llk þ LÞ

n

Cðn2Llk þ LÞ

�n

RC2ðn2Llk þ LÞ

n

R2C3ðn2Llk þ LÞ
�

nðn2Cþ CC þ CDÞ

C2ðCC þ CDÞðn2Llk þ LÞ2

�n

RC2ðn2Llk þ LÞ
oc3:1 oc3:2

2

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

5

ð28Þ

Table 1 summarizes the rank of the observability matrix. The state variables of both controlla-

ble and observable are listed in Table 2. Since equivalent transformation does not affect the

eigenvalues, Eq. (24) has the same set of eigenvalues as in stability analysis. For the operation

intervals of trailing/leading leg and active region, uncontrollable or unobservable states

(vCA
,vCB

,vCC
, and vCD

) are marginally stable corresponding to zero eigenvalue. Therefore, those

states will stay constant within those intervals, which matches what is observed in numerical

simulation. For the intervals of duty cycle loss and passive region, uncontrollable (iL, vC) states

are asymptotically stable, which also matches what is observed during simulation.

Interval Rank

Positive half cycle Trailing-leg (passive-to-active) transitions 3

Active region (duty cycle loss) 0

Active region 2

Leading-leg (active-to-passive) transitions 3

Negative half cycle Trailing-leg (passive-to-active) transitions 3

Active region (duty cycle loss) 0

Active region 2

Leading-leg (active-to-passive) transitions 3

Table 1. Rank of the observability matrix for the controllable part.

Interval Controllable and observable

Positive half cycle Trailing-leg (passive-to-active) transitions iL , vC, vCB

Active region iL, vC

Leading-leg (active-to-passive) transitions iL , vC, vCD

Negative half cycle Trailing-leg (passive-to-active) transitions iL , vC, vCB

Active region iL, vC

Leading-leg (active-to-passive) transitions iL , vC, vCD

Table 2. State variables of both controllable and observable.
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6. Model reduction

The goal is to obtain a low dimensional model that encompasses the imperative response

characteristics of the comprehensive model. The reduced model is then utilized for subsequent

control design. For control of the “steady-state” response, we neglect the transition intervals

and take only the active region and passive region into consideration. Define d is duty cycle

(ON) of the converter and d0 ¼ 1� d (OFF). Assuming that Llk ≪ L, we may derive the follow-

ing differential inclusion model

diLðtÞ

dt

dvoðtÞ

dt

2

6

6

4

3

7

7

5

¼
0 �

1

L

1

C
�

1

RC

2

6

6

4

3

7

7

5

iLðtÞ

voðtÞ

" #

þ

nd

L

0

2

4

3

5viðtÞ ð29Þ

Let x1 ¼ iL, x2 ¼ vo, u ¼ d, y ¼ vo

_x1

_x2

� �

¼

0
�1

L

1

C

�1

RC

2

6

6

4

3

7

7

5

x1

x2

� �

þ

nvi
L

0

2

4

3

5u, €y ¼
�1

RC2
x1 þ

1

R2C2
�

1

LC

� �

x2 þ
nvi
LC

u ð30Þ

7. Indirect adaptive fuzzy control for uncertain switching power converters

subject to external disturbances

In the following, we propose a robust adaptive fuzzy tracking controller for the PSPWM full-

bridge soft switched power converter. Although the controller is designed based on the

reduced model, its effectiveness and performance are subsequently verified with the compre-

hensive model.

Indirect adaptive fuzzy control with sliding model

Based on the input-output linearization concept, Eq. (30) can be represented by

yð2Þ ¼ f ðxÞ þ gðxÞu, f ðxÞ ¼
�1

RC2
x1 þ

�

1

R2C2
�

1

LC

�

x2, gðxÞ ¼
nvi
LC

ð31Þ

The control objective is to force y to follow a given bounded reference signal ym, under the

constraint that all signals involved must be bounded. Let e ¼ ym � y, e ¼ ðe, _eÞT and k ¼ ðk2,k1Þ
T

be such that all roots of the polynomial s2 þ k1s þ k2 are in the open left half-plane. If the

functions f and g are known, then the control law

u ¼
1

gðxÞ
½�f ðxÞ þ ym

ð2Þ þ k
T
e� ð32Þ

applied to Eq. (31) results in
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eð2Þ þ k1 _e þ k2e ¼ 0 ð33Þ

which implies that lim
t!∞

eðtÞ ¼ 0 a main objective of control.

However, f and g are unknown. We replace f and g in Eq. (32) by the fuzzy logic systems

f̂ ðxjθf Þ and ĝðxjθgÞ. The resulting control law

uc ¼
1

ĝðxjθgÞ
�f̂ ðxjθf Þ þ ym

ð2Þ þ k
T
e

h i

ð34Þ

is the so-called certainty equivalent controller. We use

u ¼ uc þ us ð35Þ

where the additional control term us is called a supervisory control for stability. Substituting

Eq. (35) into Eq. (31), we obtain the error equation

_e ¼ Λceþ bc f̂ ðxjθf Þ � f ðxÞ þ ĝðxjθg

� �

� gðxÞÞuc � gðxÞus

h i

ð36Þ

where

Λc ¼
0 1

�k2 �k1

� �

, bc ¼
0

1

� �

ð37Þ

Since Λc is a stable matrix (jsI �Λcj ¼ sn þ k1s
ðn�1Þ þ⋯þ kn which is stable), we know that

there exists a unique positive definite symmetric n ·n matrix P which satisfies the Lyapunov

equation:

Λc
TPþ PΛc ¼ �Q ð38Þ

where Q is an arbitrary 2 · 2 positive definite matrix. Let Ve ¼
1
2 e

TPe, in order for xi ¼ yði�1Þ
m

�eði�1Þ to be bounded, we require that Ve must be bounded, which means we require that _V e ≤ 0

when Ve is greater than a large constant V. Using Eq. (35) and Eq. (38), we have

_V e ¼ �
1

2
e
TQeþ e

TPbc½ðf̂ ðxjθf Þ � f ðxÞÞ þ ðĝðxjθgÞ � gðxÞÞuc � gðxÞus�

≤ �
1

2
e
TQeþ jeTPbcj½jðf̂ ðxjθf Þj þ jf ðxÞj þ jĝðxjθgÞucj þ jgðxÞucj� � e

TPbcgðxÞus

ð39Þ

In order to design the us such that the right-hand side of Eq. (39) is not positive, we need to

know the bounds of f and g. That is, we have to make the following assumption.
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Assumption: We can determine functions fUðxÞ, gUðxÞ and gLðxÞsuch that jf ðxÞj ≤ fUðxÞ and

gLðxÞ ≤ gðxÞ ≤ g
UðxÞ for x∈R2, where fUðxÞ < ∞, gUðxÞ < ∞, and gLðxÞ > 0 for x∈R2.

Basedon fUðxÞ, gUðxÞ and gLðxÞ, andbyobservingEq. (39),we choose the supervisory controlus as

us ¼
sgnðeTPbcÞ

1

gLðxÞ
½jf̂ ðxjθf Þj þ jfUðxÞj þ jĝðxjθgÞucj þ jgUðxÞucj�, Ve ≥V

0, Ve ≤V

8

<

:

ð40Þ

Substituting Eq. (40) into Eq. (39) and considering the case Ve > V, we have

_V e ≤ �
1

2
e
TQeþ jeTPbcj½jf̂ j þ jf j þ jĝucj þ jgucj �

g

gL
ðjf̂ j þ fU þ jĝucj þ jgUucjÞ�

≤ �
1

2
e
TQe < 0 ð41Þ

In summary, using the control Eq. (35), we can guarantee that Ve ≤V < ∞. Since P is positive

definite, the boundedness of Ve implies the boundedness of e, which in turn implies the

boundedness of x.

We employ the following fuzzy logic system:

f̂ ðxjθf Þ ¼
X

M

l¼1

θlξlðxÞ ¼ θ
T
ξðxÞ ð42Þ

where θ ¼ ðθ1,…,θMÞ
T , ξðxÞ ¼ ðξ1ðxÞ,…,ξMðxÞÞ

T , ξlðxÞ is the fuzzy basis function defined by

ξlðxÞ ¼
Y2

i¼1
μFli

ðxiÞ
XM

l¼1

Y2

i¼1
μFli

ðxiÞ
.

ð43Þ

θl are adjustable parameters, and μFli
are given membership functions.

We present the detailed design steps of the adaptive fuzzy controller.

• Step 1 Define pi fuzzy sets Ali
i ðli ¼ 1, 2,…, piÞ for variable xiði ¼ 1, 2Þ

• Step 2 There are
Y2

i¼1
pi rules to construct fuzzy systems f̂ ðxjθf Þ:

if x1 is A
l1
1 and x2 is A

l2
2 , then f̂ is El1…l2

There are
Y2

i¼1
qi rules to construct fuzzy systems ĝðxjθgÞ:

if x1 is B
l1
1 and x2 is B

l2
2 , then ĝ is Hl1…l2

Using product-inference rule, singleton fuzzifier, and center average defuzzifier, we obtain
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f̂ ðxjθf Þ ¼ θ
T
f ξf ðxÞ, ĝðxjθgÞ ¼ θ

T
g ξgðxÞ ð44Þ

where

ξ
l
f ðxÞ ¼

Y2

i¼1
μAl

i
ðxiÞ

Xp1 · p2

l¼1

Y2

i¼1
μAl

i
ðxiÞ

, ξlgðxÞ ¼

Y2

i¼1
μBl

i
ðxiÞ

Xp1 · p2

l¼1

Y2

i¼1
μBl

i
ðxiÞ

ð45Þ

Our next task is to develop an adaptive law to adjust the parameters in the fuzzy logic systems

for the purpose of forcing the tracking error to converge to zero.

Define

θ
�
f ¼ arg minθf

½sup
x∈R2 jf̂ ðxjθf Þ � f ðxÞj�

θ
�
g ¼ arg minθg

½sup
x∈R2 jĝðxjθgÞ � gðxÞj�

ð46Þ

Define the minimum approximation error

ω ¼ ðf̂ ðxjθ�
f Þ � f ðxÞÞ þ ðĝðxjθ�

gÞ � gðxÞÞuc ð47Þ

Then the error equation can be rewritten as

_e ¼ Λceþ bc½ðf̂ ðxjθf ÞÞ � f̂ ðxjθ�
f ÞÞ þ ðĝðxjθgÞ � ĝðxjθ�

gÞÞuc þ ω� ð48Þ

Substituting Eq. (43) into Eq. (47), we have

_e ¼ Λceþ bcωþ bc½ðθf � θ
�
f Þ

T
ξf ðxÞ þ ðθg � θ

�
gÞ

T
ξgðxÞuc� ð49Þ

Consider the Lyapunov function candidate

V ¼
1

2
e
TPeþ

1

2γ1

ðθf � θ
�
f Þ

Tðθf � θ
�
f Þ þ

1

2γ2

ðθg � θ
�
gÞ

Tðθg � θ
�
gÞ ð50Þ

where γ1 and γ2are positive constants. The time derivative of V along the trajectory of Eq. (48) is

_V ¼ �
1

2
e
TQeþ e

TPbcωþ
1

γ1

ðθf � θ
�
f Þ

T ½ _θ f þ γ1e
TPbcξf ðxÞ�

þ
1

γ2

ðθg � θ
�
gÞ

T ½ _θg þ γ2e
TPbcξgðxÞuc� ð51Þ

If we choose the adaptive law

_θ f ¼ �γ1e
TPbcξf ðxÞ, _θg ¼ �γ2e

TPbcξgðxÞuc ð52Þ

then from Eq. (50) we have

_V ¼ �
1

2
e
TQeþ eTPbcω ð53Þ
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This is the best we can hope to get because the term e
TPbcω is of the order of the minimum

approximation error. If ω ¼ 0, that is, the searching spaces for f̂ and ĝ are so big that f and g are

included in them, then we have _V ≤ 0. Eq. (51) cannot guarantee θf and θg are bounded, so we

use projection algorithm. If the parameter vectors θf and θg are within the constraint sets or on

the boundaries of the constraint sets but moving toward the inside of the constraint sets, then

use the simple adaptive law Eq. (51). Otherwise, if the parameter vectors are on the boundaries

of the constraint sets but moving toward the outside of the constraint sets, then use the

projection algorithm to modify the adaptive law Eq. (51). such that the parameter vectors will

remain inside the constraint sets.

Ωf ¼ θf ∈R

Y2

i¼1
pi jkθf k ≤Mf

( )

ð54Þ

Ωg ¼ θg ∈R

Y2

i¼1
qi j0 < ε ≤ kθgk ≤Mg

( )

ð55Þ

where Ωf and Ωg are constraint sets for θf and θg, Mf ,Mg, ε are constants

_θ f ¼
�γ1e

TPbcξf ðxÞ if ðkθf k < Mf Þ or ðkθf k ¼ Mf and e
TPbcξf ðxÞ ≥ 0Þ

Pf�γ1e
TPbcξf ðxÞ g if ðkθf k ¼ Mf and e

TPbccξf ðxÞ < 0Þ

(

ð56Þ

where the projection operator Pf�g is defined as

Pf�γ1e
TPbcξf ðxÞg ¼ �γ1e

TPbcξf ðxÞ þ γ1e
TPbc

θfθ
T
f ξf ðxÞ

kθf k
2

ð57Þ

Whenever an element θgi of θg ¼ ε, use

_θgi ¼
�γ2e

TPbcξgiðxÞuc if e
TPbcξgiðxÞuc < 0

0 if eTPbcξgiðxÞuc ≥ 0

(

ð58Þ

where ξgiðxÞ is the ith component of ξgðxÞ.

Otherwise, use

_θg ¼
�γ2e

TPbcξgðxÞuc if ðkθgk < MgÞ or ðkθgk ¼ Mg and e
TPbcξgðxÞuc ≥ 0Þ

Pf�γ2e
TPbcξgðxÞg if ðkθgk ¼ Mg and e

TPbcξgðxÞuc < 0Þ

(

ð59Þ

where the projection operator Pf�g is defined as

Pf�γ2e
TPbcξgðxÞucg ¼ �γ2e

TPbcξgðxÞuc þ γ2e
TPbc

θgθ
T
g ξgðxÞuc

kθgk
2

ð60Þ
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Theorem:

1. kθf ðtÞk ≤Mf ,kθgðtÞk ≤Mg, all elements of θg ≥ ε,

kxðtÞk ≤ kymk þ

�

2V

λPmin

�1
2

ð61Þ

juðtÞj ≤
1

ε

 

Mf þ jy2mj þ kkk

 

2V

λPmin

!1
2
!

þ
1

gLðxÞ
"

Mf þ jfUðxÞj þ
1

ε
Mg þ gU
� �

Mf þ jy2mj þ kkk

 

2V

λPmin

!1
2
!#

0

@ ð62Þ

for all t ≥ 0, where λPmin is the minimum eigenvalue of P, and ym ¼ ðym, _ym,…,yðn�1Þ
m ÞT .

2.
ðt

0

keðτÞk2dτ ≤ aþ b

ðt

0

jωðτÞj2dτ ð63Þ

for all t ≥ 0, where a and b are constants, and ω is the minimum approximation error

defined by Eq. (46)

3. If ω is squared integrable, that is,

ð

∞

0

jωðtÞj2dt < ∞, then lim
t!∞

keðtÞk ¼ 0

Design example:

The parameters of the converter are listed in Figure 6. Consider the following system:

Figure 6. Photo and parameters of a PSPWM full-bridge power converter circuit. Transformer turns ratio n = 0.5. Vi = 160

volt, V0 = 50 volt, R = 6Ω, C = 940μF L = 300μH, Llk = 20μH CA = CB = CC =CD = 5nF, fs = 50 kHz.
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yð2Þ ¼ f ðxÞ þ gðxÞu ð64Þ

f ðxÞ ¼
�1

RC2
x1 þ

1

R2C2
�

1

LC

� �

x2, gðxÞ ¼
nvi
LC

ð65Þ

The design steps of the adaptive fuzzy controller are provided in the following:

u ¼ uc þ us, uc ¼
1

ĝðxjθgÞ
�f̂ ðxjθf Þ þ ym

ð2Þ þ k
T
e

h i

us ¼
sgnðeTPbcÞ

1

gLðxÞ

h

jf̂ ðxjθf Þj þ jfUðxÞj þ jĝðxjθgÞucj þ jgUðxÞucj
i

, Ve ≥V

0, Ve ≤V

8

<

:

ð66Þ

Step 1:

Let

Λc ¼
0 1

�100000 �1000

� �

, Q ¼
200000 0

0 1

� �

ð67Þ

Use Λc
TPþ PΛc ¼ �Q to find P

P ¼
1150 1
1 0:0015

� �

,λPmin ¼ 0:00063 ð68Þ

Determine the range of x

0 < x1 < 20, 0 < x2 < 60, 0 < kxk < 63:24 ð69Þ

Determine the range of input and output

10 < u ≤ 90, ym ¼ 50 ð70Þ

Obtain V by

2V

λPmin

� �

1
2

≤ 13:24, V ¼
λPmin

2
ð13:24Þ2 ¼ 0:055 ð71Þ

Find fUðxÞ, gUðxÞ, gLðxÞ according to

jf ðxÞj ¼
�1

RC2
x1 þ

1

R2C2
�

1

LC

� �

x2

	

	

	

	

	

	

	

	

	

	

¼
�1

6· ð940 · 10�6Þ2
x1 þ

1

62ð940 · 10�6Þ2
�

1

ð300· 10�6Þð940 · 10�6Þ

 !

x2

	

	

	

	

	

	

	

	

	

	

¼ 188, 622:3027x1 þ 3, 514, 662:2403x2 ¼ fUðxÞ

jgðxÞj ¼
nvi
LC

	

	

	

	

	

	

	

	

	

	

¼
0:5 · 160

ð300· 10�6Þð940· 10�6Þ
¼ 283, 687, 943:2624 ¼ gUðxÞ ¼ gLðxÞ

ð72Þ

Set the other parameters as
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Mf ¼ 1, 000, 000, 000, Mg ¼ 1, 000, 000, 000, ε ¼ 2, γ1 ¼ 10, 000, 000, 000, γ2 ¼ 500, 000, 000 ð73Þ

Step 2:

Establish the following fuzzy rules

μF11
x1ð Þ ¼ exp � x1�0

2

� �2

 �

,μF21
ðx1Þ ¼ exp � x1�4

2

� �2

 �

,μF31
x1ð Þ ¼ exp � x1�8

2

� �2

 �

,

μF41
ðx1Þ ¼ exp � x1�12

2

� �2

 �

,μF51
ðx1Þ ¼ exp � x1�16

2

� �2

 �

,μF61
ðx1Þ ¼ exp � x1�20

2

� �2

 � ð74Þ

μF12
ðx2Þ ¼ exp � x1�0

6

� �2

 �

,μF22
ðx2Þ ¼ exp � x1�12

6

� �2

 �

,μF32
ðx2Þ ¼ exp � x1�24

6

� �2

 �

,

μF42
ðx2Þ ¼ exp � x1�36

6

� �2

 �

,μF52
ðx2Þ ¼ exp � x1�48

6

� �2

 �

,μF62
ðx2Þ ¼ exp � x1�60

6

� �2

 � ð75Þ

such that we have 36 rules

f̂ ðxjθf Þ ¼ θ
T
f ξf ðxÞ, ĝðxjθgÞ ¼ θ

T
gξgðxÞ ð76Þ

where

ξlðxÞ ¼
Y2

i¼1
μFli

ðxiÞ
X36

l¼1

Y2

i¼1
μFli

ðxiÞ, l ¼ 1, 2…36
.

ð77Þ

Step 3:

Use the adaptive law as described in Eq. 51 to Eq. 59

Numerical simulation is performed by augmenting the controller and parametric adaptive law

with the comprehensive open-loop model. Figure 7 is the input, output current, output

Figure 7. t = 0~0.3s.
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transient response. Note that the tracking error converges around 0.12s. Figure 8 is the zoomed

input, output current, output voltage, and tracking error within 0.299–0.3s. We see that the

output voltage converges to 50V and the tracking error converges to 0.

8. Conclusion

This chapter presents a control-orientedmodeling and analysis approach for a class of PWM full-

bridge power converters. The results can be extended to other categories of switching power

converters with complex topology. The proposed modeling and analysis approach provides an

assortment of essential information for subsequent control design, including selection of thevalues

of circuit elements, stability characteristics of the open-loop system, controllable and observable

signals/variables, and so on. Current research on feedback control of dc-dc power converters

mostly focuses on systemswith simple circuit topology (buck, boost, or buck/boost). In particular,

control for soft switched PSPWM full-bridge converters is still limited to linearized designwith PI

or lead-lag compensators. The conventional linearized design approaches may overlook critical

dynamics due to bilinear terms being neglected. For systems possessing nonlinearities and uncer-

tainties ofwhich accuratemathematical description is difficult to obtain, fuzzy control is definitely

a sensible option. Moreover, in this study, we see that desirable properties are achieved (e.g.,

tracking, robustness) by integrating fuzzy control with parametric adaptation and sliding mode

control. For future work, the experimental verification of the proposed control system is currently

under progress. It is also a future plan to build a power factor correction (PFC) circuit to shape the

input current of off-linepower supplies formaximizing the actual power available from themains.

Anothermotivation to employ PFC is to complywith regulatory requirements.

Figure 8. t = 0.299~0.3.
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A Fuzzy Belief-Desire-Intention Model for Agent-Based

Image Analysis

Peter Hofmann

Abstract

Recent methods of image analysis in remote sensing lack a sufficient grade of  robustness 
and transferability. Methods such as object-based image analysis (OBIA) achieve  satisfying 
results on single images. However, the underlying rule sets for OBIA are  usually too com-
plex to be directly applied on a variety of image data without any  adaptations or human 
interactions. Thus, recent research projects investigate the potential for integrating the 
agent-based paradigm with OBIA. Agent-based systems are highly adaptive and therefore 
robust, even under varying environmental conditions. In the context of image analysis, 
this means that even if the image data to be analyzed varies slightly (e.g., due to seasonal 
effects, different locations, atmospheric conditions, or even a slightly different sensor), 
agent-based methods allow to autonomously adapt existing analysis rules or segmenta-
tion results according to changing imaging situations. The basis for individual software 
agents’ behavior is a so-called believe-desire-intention (BDI) model. Basically, the BDI 
describes for each individual agent its goal(s), its assumed current situation, and some 
action rules potentially supporting each agent to achieve its goals. The chapter introduces 
a believe-desire-intention (BDI) model based on fuzzy rules in the context of agent-based 
image analysis, which extends the classic OBIA paradigm by the agent-based paradigm.

Keywords: agent-based image analysis, fuzzy believe-desire-intention model, object-based 
image analysis, fuzzy control system, remote sensing

1. Introduction

Analyzing remote sensing data is strongly bound to methods of image processing and image 
analysis. In contrast to other imaging techniques, remote sensing as per definition is a method 
to acquire information about the earth’s surface by detecting and analyzing its reflected or 
emitted electromagnetic radiation and without being in direct contact with it. Besides radiation 
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of the visual spectrum also infrared (optical data) and microwave radiation (RADAR) is used to 
produce remote sensing images. The remote sensing instruments can be carried by space crafts 
(usually satellites) or airborne vehicles (airplanes, drones, etc.). In order to gather geo-informa-
tion from remote sensing data, the produced images need to be analyzed, that is, preprocessed 
and classified. In this context, image classification means to assign pixels to meaningful object 
classes of the earth’s surface, whereas the delineated and classified objects are finally stored 
in a geographic information system (GIS) as polygons, lines, or points ( vector model). With 
the continuous increase of remote sensing images’ spatial (and radiometric) resolution, image 
analysis in remote sensing became more and more complex. Until the late 1990s, the majority 
of remote sensing data was analyzed by means of classification methods taking into account 
the radiation stored in each single pixel. Meanwhile, rather sophisticated methods of pattern 
analysis, artificial intelligence, and computer vision are applied.

With the advent of very high resolution (VHR) satellite images, classic methods of image 
 classification, as described above, failed since most of the objects of interest are represented 
in VHR data by numerous and spectrally inhomogeneous pixels. Moreover, properties such 
as shape, texture, and spatial context play a rather important role when identifying and 
 delineating objects of interest in this kind of data [1–3]. Thus, more or less simultaneously 
with the advent of VHR satellite images, object-based image analysis (OBIA) has meanwhile 
evolved as a new and accepted paradigm for analyzing remote sensing data. In contrast to 
pixel-based analysis methods, OBIA deals with image objects as the building blocks for 
 analysis. Image objects are initially generated by an arbitrary image segmentation followed 
by an initial classification of these image segments. The feature space for classification can be 
very high dimensional describing color, shape, texture, or the spatial context properties for the 
desired object classes. Numerous classifiers can be applied ranging from simple thresholding 
to Support Vector Machines (SVM), Bayesian Network Classifiers (BNC), and Artificial Neural 
Networks (ANN). Fuzzy set assignments are possible, too. For the latter the definition of fuzzy 
sets and the underlying fuzzy classification rules should reflect the ontology of the desired 
object classes [4–6]. Thus, the typical workflow of OBIA starts with an  initial  segmentation 
(and classification) as described above; followed by an iterative process of knowledge-based 
segmentation and classification improvement. The latter reflects the so-called task-ontology 
describing the necessary expert knowledge on image processing, which can be stored as an 
OBIA rule set and reapplied. However, the more precisely and reliebly remote sensing data 
has to be analyzed, the more complex are the methods and rule sets. The latter finally reduces 
the rule sets’ transferability. In order to achieve acceptable results for different image data 
more manual interaction such as changing single rules or  manually correcting object borders 
and/or class assignments is necessary [7, 8]. Consequently, in order to benefit from OBIA’s 
advantages for numerous images or even whole image archives, intelligent, and flexible solu-
tions are necessary, which are capable to autonomously adapt to image variability.

2. Agent-based and multiagent systems

Agent-based and multiagent systems (MAS) recently show a variety of applications: they 
range from simulation of complex systems such as social systems [9] and ecosystems [10, 11] 
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to the automation and optimization of complex production systems such as  industrial pro-
cesses [12–14]. In software development, meanwhile the agent-oriented paradigm has evolved 
as a new paradigm that extends the classic object-oriented approach. Simply spoken, the gen-
eral differences are: (1) objects behave rather passive than agents, that is, objects only change 
once they receive an appropriate signal while agents behave proactive and collaborative and 
(2) agents can be mobile while objects are static. Thus, agents have (individual) goals they 
intend to achieve; they have sensors and effectors that enable them to become aware about 
their current status and to interact with their environment. Agents can decide autonomously 
about their potential next action. The environment agents are interacting with can be of arbi-
trary complexity ranging from other (human) agents to factory plants, sports fields to traffic 
situations, etc. When embedded in (collaborative) MAS individual agents often have different 
roles but common goals. All these abilities allow software agents and MAS to react flexible but 
robust on unforeseeable changes of their environment.

Since each agent needs to have certain situation awareness, each agent must be capable 
to appraise its current situation. That is, evaluating the grade of goal achievement and the 
acting opportunities supporting the agent’s goal achievement. This sort of situation aware-
ness is commonly known as the belief-desire-intention (BDI) model [15–19]. Simply spoken, 
the BDI model allows an agent to analyze its current situation and to choose from a pre-
defined list of plans the most promising one in order to achieve its goals. It is obvious that 
for the design of software agents and MAS ontologies are required, which are capable to 
formally describe an agent’s or MAS’ environment and which allow individual agents to 
infer their current situation. Further, ontologies are necessary to describe an agent’s goals 
and to infer the most promising action for goal achievement [20]. Casali et al. [21] extend 

the classic BDI model to a graded BDI (g-BDI) model, which allows each agent to express 
its preferences among its acting opportunities, while Shen et al. [22] introduce an agent 

fuzzy decision making (AFDM) approach, which extends the classic BDI model “by mak-
ing decisions based on quantified fuzzy judgment.” Zarandi and Ahmadpour [23] present 

a fuzzy agent-based expert system for the steel making process that uses a fuzzy described 
knowledge base.

2.1. Agent-based image analysis

Although meanwhile matured, the agent-based paradigm and potential applications based 
on it are not very widespread in the image analysis community, yet. The most applications 
can be found in the field of image coregistration and image fusion [24–26]. In the field of object 
detection and delineation reported applications are still rare [27–31]—even more in the field 
of remote sensing image analysis [32–35].

2.2. Software agents and multiagent systems in OBIA

As already mentioned, in order to fully exploit the advantages of OBIA there is a strong need 
for more robustness and transferability of methods. The limiting factors are the rule sets’ 
 complexity and the unpredictable variations of the image objects’ appearance in remote 
 sensing data. At this background recently the integration of the agent-based paradigm with 
OBIA are investigated in order to improve its degree of automation, its robustness, and its 
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transferability. MAS seem to have the potential to overcome OBIA’s obstacles [33, 36–38]. 
Especially their ability to react flexibly on environmental perturbations, which is given in the 
remote sensing domain by varying illuminations, seasons, locations, sensors, and atmospheric 
conditions, are promising aspects to be investigated. Consequently, Hofmann et al. [38] devel-
oped a conceptual framework for agent-based image analysis (ABIA), which suggests two 
principle ways of integration: (1) adapting already existing OBIA rule sets(e.g., thresholds of 
single rules) by means of a MAS built by respective rule set adaptation agents (RSAAs) and 
(2) evolving OBIA image objects to image object agents (IOAs). In the first approach  different 
RSAAs adapt a rule set’s rules in order to improve its classification results. As constraint, 
adaptations must not violate the underlying ontology of the original rule set. The latter is 
controlled by one or more control agents (CAs), which also give feedback whether a to-be-
defined minimum classification quality has been achieved after rule set adaptation (Figure 1).

In the second approach after initial segmentation and (fuzzy) classification IOAs build a 
 hierarchical network of IOAs. Each IOA intends to become a best possible member of its 
assigned class (goal, desire). To achieve this goal, every IOA can change its shape by a number 
of predefined methods (effectors, intention). Further, every IOA is aware about its  topological 
situation and can communicate within other IOAs in the hierarchical net. The underlying 
ontology for this approach is given by the (fuzzy) class descriptions (Figure 2).

The ABIA framework has been implemented in a typical environment for agent-based 
 modeling (REPAST [39]) as well as in a typical OBIA environment (eCognition) [40],  realizing 

Figure 1.  Principle workflow for OBIA rule set adaptation by means of a MAS built by RSAAs (Source: [38]).
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the IOA approach. In both implementations the real world objects to be delineated and identi-
fied were described as fuzzy sets based on an appropriate ontology. As test scene a very high 
resolution digital orthophoto (0.08m) has been used together with an appropriate digital sur-
face model (DSM) together with the calculated slope and curvature (slope of slope) per pixel 
(Figure 3).

The rule set was intentionally designed to delineate buildings in that particular scene  following 
the ontology as outlined in Figure 4.

However, if the rule set is applied without any further adaptations it creates a rather 
 over-segmented image—which would be a typical OBIA use case after reapplying a given 
rule set on similar images. The BDI model to solve this problem has been implemented as a 
hybrid model. That is, the class definitions were implemented as fuzzy sets, whereas the next 
action’s  decision rules were designed crisp. For the latter simply all three provided actions 
were  virtually  executed for each IOA. Every IOA then opted for that action that improved its 
class  membership to “building” at best. In the example demonstrated the final result has been 
achieved after 17 iteration steps already (Figure 5).

Figure 2. Scheme of a MAS built up by hierarchically organized IOAs and CAs (Source: [38]).
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Figure 4. Ontology describing buildings and their appearance in the given data (Source: [38]).
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3. A fuzzy believe-desire-intention model for agent-based image analysis

Based on the already achieved results with the relative simple crisp BDI model it has been 
investigated here whether the IOAs’ intentions could also be expressed in fuzzy manner and 
whether this is of advantage compared to the above described BDI model. For this purpose 
the existing rule set, which has been developed in a software environment dedicated for OBIA 
(here: the commercial software eCognition), has been extended by the necessary components. 
In a standard fuzzy control-system control is given implicitly through the membership func-
tions, e.g., “the colder room temperature the more open heater’s valve.” In this particular 
case the used software only allows fuzzy sets (alias classes) to be described in fuzzy manner. 
Consequently, the agents’ acting opportunities had to be expressed as fuzzy sets whereas the 
membership degree to an “action-class” can be interpreted as the “intention-degree” or the 
willingness of an agent to perform that particular action. Another difference of the fuzzy BDI 
model developed here is that it only evaluates the current situation. That is, there is no virtual 
test for each potential action if and how it would improve an agent’s situation (here: its class 
membership).

3.1. Components of the fuzzy BDI model

In order to fuzzify each IOA’s believe its current status quo after segmentation and  classification 
is analyzed. That is, each IOA had to be enabled not only to know its current class member-
ship degree (degree of goal/desire achievement), but also for each classification rule the degree 
of its contribution to that particular classification result. The latter would allow each IOA to 
select an action that improves one of those conditions.

3.1.1. Fuzzy beliefs

For this purpose, the conditions that build a “building” as described in the ontology were 
 separated into the four categories: color conditions, DSM conditions, and shape conditions. 
The class “roof”—which represents buildings—consequently was now described through 
these aggregated conditions whereas the property “Classification Value of …” expresses 

Figure 5. Segmentation and classification result before (left) and after (right) applying the agent-based optimization 
approach according to the ABIA framework. Numbers indicate the membership degree to “building” (Source: [38]).
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the membership degree μ for this particular class or the degree of fulfillment (DOF) of 
that  particular condition. Similarly, the condition classes were further deconstructed to 
classes describing the DOF’s property conditions (feature-2-class) or operator conditions 
( operator-2-class). Table 1 shows the cascaded classification scheme. With this  decomposition 
every IOA now can  determine the grade each of the fuzzy classification rules or rule groups 
(color  conditions, shape conditions, or context conditions) it contributes to its final class 
assignment result (= grade of goal achievement). In the example displayed in Figure 6 the 

red outlined IOA fulfills the  criteria for “roof” only by 0.432, whereas the color conditions are 
fully fulfilled, the shape conditions are fulfilled by 0.555 and the DSM conditions are fulfilled 
by 0.432.The shape conditions are not fulfilled, because the IOA’s rectangular fit value of 0.76 
leads to a grade of fulfillment for that condition of 0.555 only.

Class Properties Operator Membership 

function type

Function values

Lower bound Upper bound

Roof Classification value of ‘Color 
conditions’

AND 0.00 1.00

Classification value of ‘DSM 
conditions’

0.00 1.00

Classification value of ‘Shape 
conditions’

0.00 1.00

Color conditions Classification value of 
‘feature-2-class “Ratio green”’

AND 0.00 1.00

Classification value 
of ‘operator-2-class 
“Red-OR-Grey”’

0.00 1.00

DSM conditions Classification value of 
‘feature-2-class “Mean 
difference to neighbors DSM”’

AND 0.00 1.00

Classification value of 
‘feature-2-class “Mean 
Slope-of-Slope”’

0.00 1.00

Shape conditions Classification value of 
‘feature-2-class “Lower Bound 
of Area”’

AND 0.00 1.00

Classification value of 
‘feature-2-class “Upper Bound 
of Area”’

0.00 1.00

Classification value of ‘feature-
2-class “Rectangular fit”’

0.00 1.00

Classification value of 
‘operator-2-class “Border 
Index-OR-Shape Index”’

0.00 1.00
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Class Properties Operator Membership 

function type

Function values

Lower bound Upper bound

Feature-2-class “Ratio 
green”

Ratio green - 0.32 0.34

Feature-2-class “Ratio 
red”

Ratio red - 0.32 0.34

Feature-2-cIass “grey” Ratio green AND 0.31 0.35

Ratio red 0.31 0.35

Ratio blue 0.31 0.35

Operator-2-class 
“Red-OR-Grey”

Classification value of 
‘feature-2-class “grey”’

OR 0.00 1.00

Classification value of 
‘feature-2-class “Ratio red”’

0.00 1.00

Feature-2-class 
“Mean difference to 
neighbours DSM”

Mean difference to neighbors 
DSM

- 0.00 3.50

Feature-2-class “Mean 
Slope-of-Slope”

Mean Slope-of-Slope - 88.00 90.00

Feature-2-class 
“Lower Bound of 
Area”

Area - 10.00 100.00

Feature-2-class 
“Upper Bound of 
Area”

Area - 7391.60 7391.70

Feature-2-class 
“Border Index”

Border Index - 1.20 3.00

Feature-2-class 
“Rectangular fit”

Rectangular fit - 0.50 1.00

Feature-2-class 
“Shape Index”

Shape Index - 1.30 3.00

Operator-2-class 
“Border Index-OR-
Shape Index”

Classification value of ‘feature-
2-class “Border Index”’

OR 0.00 1.00

Classification value of ‘feature-
2-class “Shape Index”’

0.00 1.00

Table 1. Cascaded fuzzy classification scheme for the class “roof” as described in Figure 4.
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neighbors in the DSM is at 1.631 translating to a DOF for that feature of 0.432.

3.1.2. Fuzzy intentions

Based on these fuzzy beliefs an intended next action can be determined in fuzzy manner 
based on appropriate fuzzy decision rules—again expressed as fuzzy sets. In the example 
present the following possible actions were implemented: “grow,” “shrink,” “smooth,” 
“merge,” and “do nothing.” While the latter action is obvious and applies only if an IOA has 
achieved its goal already, the former actions point to procedures eCognition offers and can be 
easily exchanged or adapted if necessary. In this particular example the actions translate to:

• “grow”: grow the IOA of concern by one pixel into neighbor IOAs, which are unclassified.

• “shrink”: shrink the IOA of concern by one pixel.

• “merge”: merge the IOA of concern with its unclassified neighbors.

• “smooth”: perform a grow-and-shrink sequence by one pixel each starting with shrink.

The appropriate intentions are defined as the fuzzy sets: “want grow,” “want shrink,” “want 
smooth,” “want merge,” or “do nothing.” The degree or the intensity an agent wants to 
 execute one of these actions can depend on the prior determined classification conditions or 
on the spatial situation in which IOA is embedded in, or a combination of both. Each of the 
action intensities is expressed gradually, that is, through an action-membership (Table 2). 
In the example given, an IOA wants to shrink if the situation is similar to that of “want 
grow;” it wants the more shrink the closer its size is at the upper bound of the area-rule for 
“ building” (“Upper bound of Area”). An IOA wants to do nothing the more it fulfills already 

Figure 6. Evaluation of classification conditions of an IOA.
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Intention Properties Membership 

function

Operator Function values

Lower bound Upper bound

Do nothing Classification 
value of “Color 
conditions”

AND 0.00 1.00

Classification 
value of “DSM 
conditions”

0.00 1.00

Classification 
value of “Shape 
conditions”

0.00 1.00

Want grow Border contrast 
blue

AND Minimum/10 25.00

Border contrast 
green

Minimum/10 25.00

Border contrast 
red

Minimum/10 25.00

Border contrast 
DSM

−2.00 2.00

Want merge Area AND 10.00 2500.00

Classification 
value of 
“Similarity to 
neighbors (DSM)”

0.00 1.00

Classification 
value of 
“Similarity 
to neighbors 
(Color)”

0.00 1.00

Want shrink Want grow AND

Feature-2-class “Upper bound of Area”

Want smooth NOT(feature-2-class “Rectangular Fit”) AND

NOT(operator-2-class “Border Index 
OR Shape Index”

Table 2. Definition of intentions as fuzzy sets.
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the  “building” criteria. It wants the more grow, the lower its contrast and elevation difference 
is at its border. Its intention to merge increases, the lower its area is and simultaneously the 
more its DSM and color criteria are similar with those of its neighbors. Its intention to smooth 
its border increases the less the shape criteria for building are fulfilled.

As displayed in Figure 7, the red outlined IOA prefers to grow. However, similar to the ambi-
guity of class assignments of objects, each IOA can have ambiguous intentions in terms of a 
favorite, a second favorite, etc. action. Further, as with fuzzy class assignments [41], a mini-
mum intention value should be defined (sensibly not less than 0.5) below which an intended 
action must be seen as not clearly enough wanted and thus not further considered.

In the example given in Figure 7 although the IOA’s most wanted action is to grow, this 
action is not the only one it intends to perform. Since the intention value for “want_grow” is 
not clearly around 1.0 the IOA seems to be not fully convinced about this action to achieve 
its goal. Merging (intention = 0.68) seems to be an option although it is second-best. In other 
words, the IOA could also be satisfied if it merges. The only thing that is clear, is, that the 
IOA does not want to shrink (intention = 0.0). And its willingness to smooth its border 
(intention = 0.0298) is even lower than that for doing nothing (intention = 0.356).

4. Conclusion

The amount of remote sensing data stored in archives is increasing continuously. At the 
 background of an increasing demand for reliable, precise and timely geoinformation, 
 searching these archives, and analyzing the image data stored in them urges for methods 
of reliable and automated image analysis. While OBIA is an accepted and highly accurate 
method for analyzing especially VHR remote sensing data, its robustness, and transferability, 
as well as degree of automation is still low. Major obstacles for automating OBIA and its meth-
ods are its  sensibility against perturbations, that is, the images’ and objects  variability. ABIA 

Figure 7. Grades of intentions for actions an IOA wants to perform for its improvement.
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as an extension of the OBIA paradigm has the potential to overcome these obstacles, since it 
has the ability to react more flexible and robust on unforeseeable perturbations. Nevertheless, 
research in this field is still in its beginning.

The example demonstrated in this chapter is just one aspect of this wide research field. It has 
been demonstrated how a fuzzy BDI model can be implemented in standard OBIA  software, 
which is capable to allow individual IOAs to control their improvement actions within a 
MAS. Further research needs to be done in learning mechanisms for individual agents as well 
as in improved individual decision rules. Last but not the least, the performance issues are 
still another aspect that needs to be investigated in that field.

5. Outlook

The implemented fuzzy BDI model acts as the basis for a negotiation model that can be applied 
on ABIA agents: based on their individual action priorities, IOAs can negotiate their common 
next action(s) and therefore optimize the overall classification result of multiple but different 
images of the same kind as it is typical in remote sensing. While the fuzzy BDI model has been 
implemented for IOAs, it is also applicable in principle for rule set adaptation agents (RSAAs).
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Fuzzy Logic Energy Management for a Residential
Power System Using Renewable Energy Sources

Stefan Breban, Ioana Gros, Calin Marginean and
Petre Teodosescu

Abstract

A fuzzy logic energy management algorithm is proposed for a hybrid wind/photovoltaic 

(PV) power generation unit, an electric vehicle battery, and a heat pump for household 
applications. The proposed concept refers to two independent power systems—a light 

electric vehicle and a household that interact through light, interchangeable batteries; 
moreover, they are powered from a renewable energy system comprising PV panels, wind 

generator, and appropriate MPPT-based converters. The main features of the concept are 

the heat pump load that produces thermal energy, as the main electric load of the system, 

and the storage element that is alternately used by the vehicle, which can be recharged from 

renewable sources. The presented algorithm allows the implementation, by means of fuzzy 

tools, of an appropriate energy management control system in order to obtain maximum 

utilization of the renewable energy. The results show that most of the energy required to 

charge the battery and to feed the heat pump can be covered from renewable sources.

Keywords: fuzzy logic energy management, PVs, wind turbine, heat pump, electric 

vehicle, battery

1. Introduction

Over the last decades, renewable energy sources have witnessed major (annual) growth rates, 

mainly the solar energy ones, which offer competitive, environmental friendly, low-cost solu-

tions, accessible at a mass production level. The renewable energy producing units located 

close to energy loads are advantageous as the transportation energy losses are practically 

eliminated. The energy needed for a typical residential home is relatively small and can be 

covered mainly from renewable sources.
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Considering the two major renewable energy sources, such as the wind and sun, the efficient 
energy harvesting from these sources is one major target of the energy industry. Although 

these energies seem to be free, with low negative impact, only the way these energies are 

extracted and used can state if the system is a sustainable system or not. In view of this, one 

can state that a system is efficiently harvesting the energy from these sources in a sustainable 
way if the overall efficiency of the system is high and if the energy produced is managed in 
such a way that these systems have minimum negative effect on the power grid. In other 
words, it is more efficient to use or store locally the energy produced from renewable sources 
instead of injecting the energy into the grid. In this way, the power grid is not perturbed by a 

small production facility with high dynamic behavior. Moreover, if the system is designed in 

an overall cost-efficient way, the number of PV panels, the wind turbine power, and battery 
storage capacity can all be minimized in order to obtain an optimized solution in which the 

power grid can be used only as an energy buffer supply.

The renewable systems of the future will have to integrate all the energy-dependent applica-

tions into a system that can be centrally controlled to obtain the best cost-performance bal-

ance. In view of this, one interesting way is to combine the electric car and the home electric 

systems. Concepts like vehicle-to-grid are recently being introduced [1], imposing that the 

energy storage of the electric vehicle can be integrated into the home electric system to maxi-

mize the overall system performance. An overview on solar heat pump systems is presented 

in Ref. [2]. Garcia et al. [3] present an optimal energy management system for standalone 

wind turbine/photovoltaic/hydrogen/battery hybrid based on fuzzy logic. Also, Ben Salah  
et al. [4] and Athari and Ardehali [5] are using fuzzy logic to facilitate the integration of renew-

able energy into residential or decentralized small power grid applications. Several papers, 
written by the same research group, present optimal control of different combinations of 
power sources that feed a heat pump and other loads. A wind/PV + power grid combination 

is used in Ref. [6], whereas a PV/diesel/battery + power grid combination and a fuel cell/wind/
PV + power grid combination are used in Refs. [7] and [8], respectively. These three papers 

present cost savings derived from optimal control strategies.

The following sections present the power system under study, the presentation of the fuzzy 

logic energy management, the simulation results, and a conclusion.

2. Power system under study

This chapter proposes a concept in which two power systems interact by means of two inter-

changeable small batteries: a lightweight electric vehicle and a household partially powered 
from renewable energy sources. The overall schematic of the studied system is represented 

in Figure 1. The power generation system is composed of renewable energy conversion 

equipment: PV panels and a wind generator, both components being connected at the out-
puts on a DC-Link by means of MPPT-based converters. This DC-Link can be considered 

the main power line of the system on which also all the DC house loads are connected. 

This power system is also connected to the grid with a bidirectional DC-AC converter. The 
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 storage element is a battery from a lightweight electric vehicle. This small capacity battery is 
exchangeable with a second battery that is installed in the vehicle. The heat pump load is a 
key element in the proposed system, mainly because it will be the main electric load in bal-

ancing the energy from the renewable sources. Also, a key element of the proposed system 

is that the battery storage capacity is kept to a minimum; the two batteries are alternately 
used by the vehicle and are recharged mainly from the renewable sources. The battery can 
be used by the home electric system only when the power grid is unavailable. It must be 

stated that, to obtain a feasible approach, the battery has to be as light as possible in order 
to be easily exchanged.

The main objective of this study is to develop an energy management control system, based 

on fuzzy logic, which performs in such way that all the energy from the renewable sources 

is used, with minimum or no energy injection into the power grid and with a small energy 

storage capacity. The electrical energy can also be obtained from the power grid. In this way, 

the best cost-performance tradeoff with minimum storage capacity and maximum utilization 
of the renewable energy can be obtained.
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Figure 1. Schematic of the power system.
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3. Fuzzy logic energy management

The fuzzy logic energy management is developed with the aim of splitting the renewable 
energy power to be either stored into the battery or transformed into thermal energy, with a 
multiplication factor by a heat pump. The fuzzy algorithm is using as inputs the battery state 
of charge (SoC) and the required heat energy (hot water and heating during cold periods). 
The output is the battery power (Pbatt), the heat pump power (P

hp
) being calculated with the 

simple Eq. (1):

        P  
hp

      = 1− P  
batt 

     (1)

Figure 2 presents the two inputs and one output of the fuzzy logic supervisor.

Figures 3–5 present the membership functions (MFs) of the two inputs and output. The 

implementation of the fuzzy logic supervisor is done using Fuzzy logic toolbox and Matlab/

Simulink® software from Mathworks®. It should be noted that those membership functions 

are built considering that the sum of them is on the entire interval 1 and the variation on both 

axes is expressed in per unit.

The rule base of the fuzzy algorithm is presented in Table 1. It contains nine rules according to 

the fact that each input has three MFs, all of them being considered in the rule-editing phase. 

Figure 3. MFs for the first input of the fuzzy logic management system.

Inference
Battery power

Thermal energy 

level

Battery SoC

Figure 2. Fuzzy logic energy management inputs and output.
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These rules were established considering the next principle: the thermal energy level and the 
battery SoC should increase similarly if they have a similar level (in per unit), but if one is 
lower than the other, it will be favored in order to reach a similar level (in per unit).

Figure 5. The output of the fuzzy logic management system.

Figure 4. MFs for the second input of the fuzzy logic management system.

Battery power Battery SoC

Small Moderate High

Thermal energy level Small Moderate Small Small

Moderate Big Moderate Small

High Big Big Small

Table 1. Rule base of the fuzzy logic power management.
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The defuzzification method used is centroid, which returns the center of area under the 
response surface. Figure 6 presents the response surface generated for this fuzzy logic super-

visor. As it can be seen from this figure, the output variation does not reach the full range 
between 0 and 1 (its range is between 0.163 and 0.837). Thus, in order to extend the output 

range, the output result is subtracted with 0.163 and then multiplied with 1.485.

4. Simulation results

The following figures present the simulation results for a power system with the following 
assumptions:

• Wind turbine and PV panels have an installed power of 1 kW each.

• The electric vehicle battery has a capacity of 1 kWh with an SoC of 40% when the charge 
process starts.

• It is considered that the vehicle is an ultralight version having two interchangeable batter-

ies: one that equips the vehicle and the other left at home for charging.

• The heat pump has a coefficient of performance (COP) of 3, thus it consumes one-third 
electrical energy and generates three times more heat energy.

Figure 6. Response surface for the fuzzy logic supervisor.
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• The necessary heat energy considered is 30 kWh, thus a 10 kWh of electrical energy is re-

quired for the heat pump.

• The heat pump has the possibility to adjust power according to renewable energy 

production.

• Simulations are made for 1 day (24 h).

Figures 7 and 8 present the power and energy produced by the wind/PV hybrid system. 

The PV power curve has similar variations with some classic production curves for a sunny 

day, and the wind power has approximate variations according to a wind measurement from 

Brasov area (Romania).

The necessary electrical and thermal powers required are presented in Figure 9. The electrical 

power consumption is taken from a figure presented in Ref. [9] and the thermal power is esti-

mated considering 30 kWh of needed energy (for a cold period) and no energy consumption 

during workhours.

Figure 10 presents the power grid failures. Even if it is unlikely to have two grid voltage drops 

during 1 day, it was considered in the simulation for demonstration purposes. Each voltage 

drop has a period of 15 min, first, from 14h30 to 14h45 and second from 21h30 to 21h45.

Figures 11 and 12 present the thermal energy level and the battery SoC, respectively, of the 
heat pump and battery powers, for the considered application. Both the thermal energy level 
and the SoC have an initial level. Due to the fact that at 18h00, the thermal power consump-

tion restarts, and even if the heat pump is still working, the thermal energy level decreases 

(Figure 11). At the same time (18h00), the batteries are switched, the charged one is placed on 
the electric vehicle and the discharged one is put to charge. In order to use mainly the renew-

able energy to charge the battery and considering that the thermal energy demand is high, 
during the remaining hours of the day (18h00–24h00), the charging of the battery is stopped. 

Figure 7. Renewable sources power curves.
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Figure 10. Power grid failure.

Figure 8. Renewable energy production.

Figure 9. Estimated consumption of thermal and electrical powers.
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By the end of the day, the thermal energy level and the battery SoC are lower compared with 
the situation at the beginning of the day. It is clear that not all required energy can be obtained 

from the renewable sources, thus, some has to come from the power grid to arrive to the nec-

essary level. From Figure 12 one can observe that the first power grid drop is easily covered 
from renewable energy sources, just a sudden drop in the heat pump power can be observed. 

But the second one takes a lot of energy from the battery, which arrives to an SoC of about 
5%. If the power grid loss would be longer, the feeding of all the loads would not be possible, 
and if considered appropriate, only the mandatory loads (pumps, lighting, etc.) should be fed. 

Or, if charging the discharged one is started at 18h00, the SoC would not decrease that much 
(Figure 13). Of course, in this case, the thermal energy level will decrease. For this situation, 

the heat pump and battery working powers are changed (Figure 14).

Figure 11. Thermal energy level and the battery SoC.

Figure 12. Heat pump power and battery power.
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5. Conclusion

A fuzzy logic energy management algorithm has been proposed and validated by simulations, 

for a household application. This algorithm allows the distribution of the renewable energy to 

charge a battery and also to feed a heat pump that produces thermal energy. The results show 
that the battery charges to around 97%, and the thermal energy level from renewable sources 
is around 88% for the first case (discharged battery is not charged during the evening) and 
around 83% for the second (discharged battery is charged during the evening). The rest of the 
needed energy should be covered from the power grid.

Figure 14. Heat pump and battery powers for the immediate charging of the discharged battery.

Figure 13. Thermal energy level and the battery SoC for the immediate charging of the discharged battery.
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Use of Fuzzy Logic for Design and Control of Nonlinear
MIMO Systems

Pavol Fedor and Daniela Perduková

Abstract

Standard analytical methods are often ineffective or even useless for design of nonlin-

ear control systems with imprecisely known parameters. The use of fuzzy logic prin-

ciples presents one possible way to control such systems which can be used both for 
modeling and design of the control. The advantage of using this method consists in its 
simplicity and easy way of developing the algorithm, which in the phase of designing 
the controllers and also for modeling the features of the designed structures, allows the 
use of computer technology. Simplicity of the proposed structure (usually with the PI 
controllers) and determination of their parameters without any need for complex math-

ematical description present another considerable advantage of the used method. This 
chapter presents two typical examples of designing the control of nonlinear multi‐input 
multi‐output (MIMO) systems from the field of mechatronic systems based on fuzzy 
logic principles.

Keywords: fuzzy PI torque controller, asynchronous motor, continuous line, black‐box 
modeling, fuzzy model‐based control

1. Introduction

There are many processes in technological practice the analytical description of which is 
rather complicated. This can be due to their complexity, nonlinearity, transfer lags, compli-
cated measurement of important parameters, etc. However, information on the performance 
of these processes can often be obtained experimentally (by suitably chosen measurements 
or by monitoring their responses to the control activities of the operator). In these situations, 
fuzzy systems can always be considered as an alternative for system modeling and control.

Chapter 15
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Applying fuzzy logic in fuzzy controller design is very often a suitable possibility of solving 
problem issues in control in various fields of industry because these controllers are an effec-

tive tool for achieving high‐quality properties of the controlled systems [1–9]. The disadvan-

tage in this case is the unsystematic approach to their synthesis and a relatively demanding 
analysis of their stability. A fuzzy controller design is primarily based on the fuzzification of 
its range of inputs and the setting up of rules of its behavior within this range. The behavior 
of classic fuzzy controllers was designed on basis of linguistic rules obtained from experts. 
However, this knowledge is not always easily obtained, especially in cases of higher‐order 
nonlinear systems [10, 11]. For this reason, special attention has been focused in recent years 
on the design of fuzzy control systems that are not based on the search for expert linguistic 
rules [12–17]. Control methods based on the controlled system fuzzy model have many modi-
fications that depend on the particular application [6, 13–17], while the quality of the fuzzy 
model of the controlled system is also of significant importance.

It has been proved that fuzzy modeling can be recognized as one of the nonlinear black‐box 
modeling techniques [11, 12, 18–20]. When designing a black‐box fuzzy system, it is neces-

sary to identify its qualitative properties only on the basis of experimentally measured data, 
while neither its structure nor its parameters are known. That often results in problems with 
inconsistency of the database, problems with covering the entire space of possible inputs, etc. 
[20–22], which makes the fuzzy model unusable in practical applications. In the design of a 
black‐box fuzzy model of a dynamic system, a suitable method for the selection of qualitative 
properties from the collected database always needs to be applied. The functional dependen-

cies between inputs and outputs can then be used for developing a suitable nonparametric 
fuzzy model of the process that can be applied in the design of their control [23–27].

Two typical examples for designing the control of nonlinear MIMO systems using fuzzy 
approach are presented in this chapter:

• The design of fuzzy PI torque controller of the PI type for a drive with an induction motor, 
whose parameters and rules are obtained by searching control input of such a vector which 
is optimal in terms of the selected criterion of optimality.

• The design of control for middle part of a continuous line for material processing by ten-

sion, where the continuous line presents a nonlinear MIMO system. Its control requires 
to ensure decoupled control of individual subsystems, because the output quality of the 
processed material depends directly on quality of the control. The controllers of the sub-

systems ensuring such decoupling usually are of complex structures and, when designing 
them by analytic methods, they are often unrealizable. When the continuous line is pre-

sented by a fuzzy model, it is possible to design simple controllers of the PI type ensuring 
high‐quality dynamical properties of the controlled system.

2. Design of fuzzy torque controller for asynchronous motor drive

An asynchronous motor represents a strongly nonlinear fifth‐order system, whose good 
quality vector torque control is solved by relatively complex mathematical transformations 
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and leads to a complicated control structure [28, 29]. Therefore, a fuzzy system for design of 
torque controller for asynchronous motor drive has been used. The fuzzy controller design is 
based on the concept of identifying the time sequence of the input signal into the controlled 
system that will provide the control target in terms of the selected optimality criterion. Fuzzy 
controller design method is characterized by simplicity, and quality of control is appropriate 
to the considered drive.

API‐type discrete controller is generally described by the equation:

   u  
k
   =  u  

k−1
   +  q  

0
    e  

k
   +  q  

1
    e  

k−1
    (1)

where u
k
 and u

k−1 are values of controller output in the relevant sampling steps, e
k
 and e

k−1 are 

values of the control error, and q
0
 and q

1
 are parameters of controller [28]. From these follows, 

it is possible structure, shown in Figure 1.

A discrete fuzzy PI controller can be described, for example, by the following rules:

  IF  e  
k
   is…∧  e  

k−1
   is…THEN d  u  

k
   is…  (2)

where quantities e
k
, e

k−1, and du
k
 are fuzzy variables that describe the relevant workspace of 

the fuzzy PI controller. The fuzzy controller design procedure consists of the following three 
steps:

Step 1. Finding the optimal sequence of input values

Fuzzy rules and fuzzification of the fuzzy PI controller workspace can be identified by means 
of relations expressed by triplets [e

k
 e

k−1 du
k
] that have been obtained for its optimal behavior. 

This behavior is represented by the time sequence of input vector du
opt

, at which the value of 
the optimality criterion is minimal. It is suitable to choose this criterion in the next form of the 
integral of the quadratic deviation of the system output y from the desired value w:

  J  (  e )    =  ∫        (  w  (  t )    − y  (  t )    )     
2

  dt  (3)

When obtaining the sequence of values of vector duopt, we apply to the drive input various 
sequences of input vector and evaluate the criterion value Eq. (3). This is a standard opti-
mization task that can be solved, for example, by suitable geometric division of the drive 
workspace (which leads to rather high computing demands in the design process), or by 
applying the genetic algorithm method, which significantly speeds up the whole process of 
identification.

Figure 1. Block diagram of fuzzy controller.
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Step 2. Finding the database of optimal data

Having found the optimal input sequence du
opt

 for the controlled drive, we then set up the 
database of triplets [e

k
 e

k−1 duk
], which describes relations between the inputs and the outputs 

of the optimal fuzzy PI controller.

Step 3. Designing the fuzzy controller from the optimal data database

From the obtained triplets [e
k
 e

k−1 duk
] of optimal data, it is possible to design a concrete fuzzy 

controller of various types using standard procedures of clustering the data into significant 
clusters and describing them by means of rules.

In the concrete application of the said procedure in a drive with asynchronous motor, we will 
use its analytical model (see Refs. [28, 29]). If we consider a rotating system which rotates with 
the frequency of the motor’s stator field (usually marked by coordinates x, y), the mathemati-
cal model of the device is described by the following equations:

    

 u  
sx
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s
    i  
sx

   +   
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dt
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   (4)

Used symbols:

isx, isy
 components of stator current space vector i

s

irx, iry
 components of rotor current space vector i

r

usx, usy
 components of stator voltage space vector u

s

ω
m

 the motor mechanical angular speed

ω
1
 angular frequency of the stator voltage

p number of pole pairs (p = 2)

ω
2
 slip angular speed ω

2
 = ω

1
 – ω

m

R
s
, R

r
 stator and rotor phase resistance

Ψ
s
, Ψ

r
 stator and rotor magnetic flux

M
e
 electrical motor moment

AC drive parameters are given in the Appendix.

As a standard, asynchronous motors are supplied from static voltage frequency converters in 
which the stator frequency and voltage rate are U

1
/ω

1
.
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When connected directly to the power supply network, the motor shows a large increase in 
torque and also in current (Figure 2).

Let the aim of the torque controller design be to adjust the slip ω
2
 (i.e., the difference of ω

1
 – 

ω
m

) according to the desired torque value. The structure of the controlled system will be as 
shown in Figure 3.

For finding the optimal input sequence du
opt

, we shall use the diagram shown in Figure 4.

Figure 2. Direct connection of drive with AM.

Figure 3. Structure of the controlled drive.

Figure 4. Block diagram for finding vector du
opt

.
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We search for the input signal sequence du
opt

 through such changes of drive input voltage and 
frequency that will lead to minimal value of the criterion according to Eq. (3). This goal can be 
achieved, for example, by application of the genetic algorithm method, which efficiently enables 
finding the extreme of the selected function in a given space of mutations. Having selected 
input signal sampling time 50 ms and desired value of motor torque Mz = 30, we obtained the 
optimal input vector [0.165 0.145 0.155 0.12 0.105 0.095  0 0 0 0 0 0], as illustrated in Figure 5.

The said optimal input signal sequence was used for generating the database of triplets 
[ω

mk
ω

mk−1 (ω1
–ω

m
)
k
] for the design of the P‐type fuzzy controller. Using the Anfisedit tool in 

the Matlab program, a static Sugeno‐type fuzzy system was designed, based on the acquired 
database of measured data ([ω

mk
ω

mk−1 (ω1
–ω

m
)
k
]). This system has three zones for input data 

fuzzification, and its internal structure can be seen in Figure 6.

The resulting torque control structure of AM with the designed fuzzy controller is shown in 
Figure 7.

The start‐up of the drive with desired torque Mz = 30 Nm using the designed fuzzy controller 
is shown in Figure 8.

The comparison of Figures 5 and 8 shows that the application of the fuzzy controller resulted 
in the achievement of the desired torque responses of the AM at start‐up.

Figure 5. Optimal start‐up of drive with AM.
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2.1. Discussion

The fuzzy controller designed in this chapter is a PI controller, and it provides optimal dynam-

ics in terms of the selected criterion Eq. (3). The design procedure consists of three steps:

In the first step, we search for such input sequence of input vector u of the asynchronous 
motor that would provide minimal value of function Eq. (3). This can be achieved by  modeling 

Figure 6. Structure of AM fuzzy controller.

Figure 7. Structure of torque control in AM with fuzzy controller.

Figure 8. Optimal start‐up of drive with AM with fuzzy controller.
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various vector u input sequences in the system with asynchronous motor, and by a simula-

tion of its behavior for a given sequence. The selection of sampling time for a change of the 
input vector value and by that also of the number of its samples has to be defined according 
to the Shannon‐Kotelnikov theorem. Obviously, with an increase in the number of samples 
also the time required for simulation and for optimal vector u

opt
 identification grows. As the 

whole process of optimal vector identification can be fully automated and the performance of 
computing means nowadays is sufficient, there is no essential problem to identify the optimal 
control input signal for a concrete drive with asynchronous motor.

In the second step, using the database obtained by application of the input vector u
opt

 to the 

asynchronous motor, the input/output relations of the optimal PI controller for the given con-

trolled system are defined. Various input and output signals (e.g., depending on their actual 
measurability …) can be chosen for setting up the suitable database. This makes it possible to 
adjust the controller design to a concrete drive with concrete technical capabilities.

The relations obtained in the second step of the design procedure, written down in the form 
of a suitable input and output signals database (mostly in a table), are described in the third 
step by means of fuzzy logic principles. This way a fuzzy PI controller similar to an optimal 
continuous PI controller is constructed. Standard computing means for working with fuzzy 
systems are employed in this step, such as the fuzzy toolbox in Matlab.

The whole procedure of fuzzy PI controller design was verified by simulation of its properties 
in the concrete control of a drive with asynchronous motor. The results of simulation experi-
ments show that the controller, in spite of its simplicity and the uncomplicated computer 
oriented design procedure applied, enables considerable improvement in the control circuit 
dynamic properties also in case of strongly nonlinear higher order controlled systems.

3. Multi‐motor drive optimal control using a fuzzy model‐based approach

Typical representative of multi‐motor drive is the middle part of the continuous line, where 
the individual working machines are coupled with each other through the material. It can be 
lines for processing continuous flows of material (e.g., sheet metal strips, tubes,  processing 
lines in paper mills, and printing works) by material traction in the field of elastic or plastic 
deformation, which influences the material’s mechanical properties. It means that the mul-
tiple motor drives are complex and coupled MIMO nonlinear systems. Therefore, due to 
the complexity of their mathematical models, which parameters are difficult to identify, the 
development of effective control systems is quite complicated task. This chapter presents the 
design of optimal control of continuous production line using a fuzzy model‐based approach.

The structure of the middle part of the continuous line (further referred to as CL) is shown in 
Figure 9. The structure includes DC motors powered through static transistor converters TC. 
The working machines of the line are driven by the motors through gearbox j; v

1
 and v

2
 are 

machine rolls circumferential velocities, and F
12

 is the tension in the web of material between the 

two machines. The main line disturbances are tensions before and after the middle part of the 
considered line which are affecting the first and second drive (F

01
 and F

23
). Kv is circumferential 
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velocity sensors, K
F
 is tension sensor, uv1 and uv2 are outputs from velocity sensors, and u

F12
 is 

output of tension sensor. The controlling voltages u
1
, u

2
 of converters present the input variables 

of the system. The tension in the web of material F
12

 and the web of material velocity v
2
 is the 

output variables (let us consider y
1
 = u

F12
 and y

2
 = uv2).

The described system with the mechanical coupling of two machines presents a third‐order 
nonlinear MIMO system with two inputs and two outputs (Figure 10), the parameters of the 

Figure 9. Structure of middle section of continuous line.

Figure 10. Middle section of continuous line as MIMO system.
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system change depending on the mechanical properties of the material and on the speed of 
its motion. Defining precise parameters of this nonlinear system analytically presents a rather 
demanding task, and therefore, it is suitable to use for its description a fuzzy system (model) 
built only on basis of its measured input/output data.

Various fuzzy system structures consisting of static fuzzy subsystems and their dynamic parts 
can be found in the literature. In setting up the structure of the fuzzy model of a continuous 
line, we used its state description, where the given state of the system and the given input 
allow us to define the subsequent state, which can be expressed mathematically by the fol-
lowing equation:

    

 x  
k+1

   =  x  
k
   + Δ  x  

k
  

   
Δ  x  

k
   = f  (   u  

k−1
  ,  y  
k−1

   )   
   (5)

where u is the model’s input quantities vector, x is the state quantities vector, f is the searched 

for static vector function of the controlled system, and k is representing the sampling step.

Construction of the CL fuzzy model consists in determining the fuzzy approximation of this 
function on basis of the obtained CL inputs and outputs database. Considering the choice of 
CL input, state and output quantities presented in Figure 10, the structure of the proposed CL 
fuzzy model is shown in Figure 11.

The whole design of CL optimal control consists of two steps:

Step 1. The design of the fuzzy model for the middle section of the continuous line.

The first step in the design of the fuzzy model for the middle section of the continuous line 
is the establishment of a consistent database from measured inputs and their corresponding 
outputs, which covers its entire assumed work space and describes the behavior of the mod-

eled system. For establishing a consistent database, we can use, for example, the method of 
dividing the input range into n‐levels and generating n(n − 1) transient trajectories between 
them [12, 31, 32], or the method of exciting the system by a random input signal [10, 30] 

in case it is not possible (e.g., for operational reasons) to apply a pre‐defined input signal 
at the system’s input. Knowledge of the structure or of the parameters of the modeled sys-

tem is not required in either of these methods. To define suitable sampling time T (accord-

ing to the Shannon‐Kotelnikov theorem) and approximate times for transitions for database 

Figure 11. Structure of the discrete CL fuzzy model.
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 measurement, we performed identification measurements on the physical model of the CL 
with input signals u

1
 and u

2
. Their value and performance are shown in Figure 12. Responses 

of the CL physical model output quantities to the input signals are illustrated in Figure 13.

The responses of the CL to inputs u
1
 and u

2
 (Figure 13) show that this system includes a fast 

tension subsystem and a slow speed subsystem. The range of input values for input u
1
 (web 

tension) is assumed within the interval [−1, 1] and the range of input values for input u
2
 (line 

speed) within the interval [−4, 4]. The database for CL fuzzy model set up will be generated so 
that line speed (input u

2
) will increase in steps each 12 s, and each one second the faster (oscil-

lating) part of the system will be excited by input u
1
. The plot of input signals for generating 

the CL fuzzy model database is shown in Figure 14; Figure 15 shows the output quantities 
corresponding to these inputs.

The database for CL fuzzy model was generated as demonstrated in Figure 16. With sampling 
time T = 0.1 s, we obtained a database with 1000 samples.

Figure 12. Input signals u
1
 and u

2
 for identification measurements.

Figure 13. Identification response of CL middle section outputs.
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Figure 15. CL output variables corresponding identification transitions of inputs.

Figure 16. Generating database for CL fuzzy model.

Figure 14. Identification of transitions for CL fuzzy model database generation.
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This measured database can be used to search for two FIS structures of the given nonlinear 
system which best describe the measured relations between [u

1k−1, u2k−1, x1k−1, x2k−1, x3k−1] → dy
1k

, 
and [u

1k−1, u2k−1, x1k−1, x2k−1, x3k−1] → dy
2k

.

Using the measured database, the particular fuzzy model can be designed by standardly 
known procedures of cluster analysis and adaptive approaches to improve the quality of 
modeling and reduce development time. The fundamental features of cluster analysis are 
reduction of the number of fuzzy rules and provision of good initial rule parameters. For 
our purpose from the large number of methods for adaptive fuzzy networks development 
[33–36], we chose the adaptive neuro‐fuzzy inference system (ANFIS) with subtractive clus-

tering [14], which is a fast and robust data analysis method, having the following parameters: 
range of influence = 0.4, squash factor = 1.25, accept ratio = 0.4, reject ratio = 0.01. Subtractive 
clustering determines the optimal clusters [34] in a multi‐dimensional input/output space that 
accurately represent the data [34, 37] and CL behavior. The ANFIS approach uses Gaussian 
functions for fuzzy sets, linear functions for the rule outputs, and Sugeno’s inference mecha-

nism [15]. The results were two static Sugeno‐type fuzzy systems with two rules for each 
output quantity as is shown in Figure 17.

Figure 17. CL fuzzy model—SUGENO type with 2 rules.

Figure 18. Performance of randomly generated signals u
1
 and u

2
.
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WTFigure 19. Performance of CL fuzzy model outputs y
1
 and y

2
 for randomly generated inputs u

1
 and u

2
.

The thus obtained fuzzy systems were implemented into the final continuous line fuzzy 
model structure, as illustrated in Figure 11.

To verify the correctness of the CL fuzzy model, randomly generated signals u
1
 and u

2
 were 

applied to its input, as demonstrated in Figure 18.

The comparison of the fuzzy model outputs and CL physical model outputs for these inputs 
is shown in Figure 19.

The obtained results confirm that the designed fuzzy model very well approximates the per-

formance of the continuous line also for randomly generated inputs and can be further used 
for the design of CL control.

Step 2. Design of optimal controller for middle section of continuous line.

The principal aim of CL control consists in achieving good dynamic control of tension in the 
material, with the speed of material movement being in accord with the pre‐set CL speed. As 
it has been said above, this is in fact a nonlinear MIMO system an important feature of which 
is mutual influencing of the individual input and state quantities that can result in bad qual-
ity or even in the destruction of the material being processed. This fact makes the controller 
design methods and their subsequent resulting structures often very complex and presents 
an obstacle to their wider practical application in industry. Therefore, our aim was to design 
a simple CL controller that would ensure the desired dynamics in terms of the selected cri-
terion for systems that are only described by input/output relationships, that is, on basis of 
their fuzzy model.

For control of middle section of CL (for which fuzzy model was designed), we chose the sim-

plest control structure consisting of two standard PI controllers (one for tension control F
12

 

and one for output velocity control v
2
), as illustrated in Figure 20.

Processing of material in a CL is usually carried out in operation cycles during which a 
required amount of prepared material is processed (e.g., a roll of paper, a sheet metal coil.) 
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An operation cycle includes three stages—line start‐up, line running at constant processing 
speed, and line delayed shut‐off.

The objective of the optimization is to find such vector K[KPF, KIF, KPV, KIV] of the CL controller 

parameters for which the selected optimization criterion for a given CL operation cycle would 
be minimum. Most often this criterion is selected in quadratic form according to following 
equation

  J  (  K )    =  ∫       (   C  
1
   *  e  

1
        2  +  C  

2
   *  e  

2
        2  )   dt  (6)

where e
1
 is the deviation between the desired and real tensile force of CL, e

2
 is the deviation 

between the desired and real output velocity of the CL. Coefficients C
1
 and C

2
 determine the 

importance placed on the control errors of the particular outputs. In this case, we chose C
1
 = 5 

and C
2
 = 1, which in terms of physics can be interpreted as larger emphasis put on the quality 

of regulation of error e
1
 (tension in the strip of material which primarily determines its final 

quality). The optimal value of parameters of vector K is identified in the space of real values 
of gain of proportional and integrating elements of the particular controllers.

Let us note that what we are looking for is the extreme of the function of various variables, 
where the value of the criterial function for the individual vector K is determined by simula-

tion on basis of the experimentally constructed CL fuzzy model according to Figure 21.

Several procedures can be applied for the purpose of optimization (e.g., genetic algorithm 
methods, and network charts). Thanks to today’s availability of high‐performance computing 
means, we chose the method of even geometrical division of the parameter space into equal 
intervals and of systematic searching within the whole range of the space. The advantage of 

Figure 20. Continuous line PI controller structure.
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this approach is that we can always identify the global minimum of the function Eq. (6), the 
disadvantage may be the time and computing demands in case vector K has several param-

eters, and the division of the space is more dense.

At the start of the optimization process, we determined the initial values of controller param-

eters KPF0 = 1, KIF0 = 1, KPV0 = 1, KIV0 = 10, and we divided the parameter space of individual gains 
of controllers by increments ΔKPF = 1, ΔKIF = 5, ΔKPV = 1, ΔKIV = 5. The maximum values of indi-
vidual parameters were defined as KPFmax = 10, KIFmax = 100, KPVmax = 10, KIVmax = 100—this was 
based on physically standard values of proportional and integrating elements of PI controllers.

The value of the criterial function for initial values of vector K = K
0
 and for the chosen CL oper-

ation cycle is equal to J(K
0
) = 37.19. The time responses of CL physical model output quantities 

corresponding to this initial PI controller parameter setting are illustrated in Figure 22.

For finding optimal controller parameters, an m‐file was created in Matlab program environ-

ment. At the end of the search process for optimal vector of CL controller parameters, the 
value of the optimization criterion was J(K

opt
) = 0.3906, which corresponds with optimal CL 

controller parameter values K
opt

 [9, 20, 7, 80]. Time responses of CL physical model output 
quantities for optimally set parameters of its controller are shown in Figure 23.

3.1. Discussion

The proposed controller has been verified by experimental measurements on a real system 
which presented the physical model of the continuous line (the parameters of the CL physi-
cal model are specified in the Appendix). Figures 22 and 23 illustrate experimental results of 
the control of the continuous line middle section for selected operational cycle. In industrial 
practice, the required tension in the strip of material is set the first and then the line starts up 
to the desired operational speed.

Figure 22 shows the selected CL operation cycle in which first the desired value of tension in 
the strip of material is set to 0.8 N and at time 4 s the line starts up to reach the operational 

Figure 21. Simulation diagram for computing the value of criterial function J(K).
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speed. At time 20 s, failure F

01
 = 0.7*FN occurs at entry of the line middle section (caused e.g., 

by a change in material thickness—material weld). The Figure shows that at initial values of 
parameters of CL speed and tension PI controllers, the deviation in tension from the desired 
value is up to 10%, the speed deviation is up to 25%, and at certain moments, the line also runs 
in the opposite direction. Autonomy and invariance in terms of failures are poor in dynamic 
states. On the contrary, when we set optimal values of parameters of CL speed and tension 
PI controllers, we can see—as illustrated in Figure 23—that tension in the line is maintained 
also in dynamic states within the range of 2% (which ensures high material processing quality 
during the whole operation cycle), and line speed only briefly falls outside the desired value 
by approx. 8% at a moment of influence by an external step disturbance. Optimal setting 
of the CL PI controller parameters therefore ensures good quality dynamics, autonomy and 
invariance of the controlled system against failures.

For the control of continuous line tension and velocity, a very simple control structure with 
two PI controllers was designed. We looked for four optimal parameters in the structure, such 
that would best satisfy the chosen quadratic optimality criterion for the given operation cycle 
of the line.

The quality of the designed controllers depends on the quality of the constructed fuzzy 
model which very well approximates the performance of the modeled system and can be 
further employed in the design of various CL control structures and also in the identification 
of non‐measurable additive disturbances influencing the system, principally in real time.

The quality of the proposed controller depends on a large extent on a good quality of the 
nonlinear system fuzzy model which is constructed in the first step of the design procedure 
The model is constructed only on basis of suitably measured relations between the system’s 
inputs and outputs, without the necessity of preliminary knowledge of its internal struc-

ture and parameters. The fuzzy model design is based on the basic idea of dynamic system 
description in state space.

Figure 22. Time responses of CL outputs during operation cycle for K
0.
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The quality of the proposed controller depends on a large extent on a good quality of the non-

linear system fuzzy model which is constructed in the first step of the design procedure (see 
Section 4). The model is constructed only on basis of suitably measured relations between the 
system’s inputs and outputs, without the necessity of preliminary knowledge of its internal 
structure and parameters. The fuzzy model design is based on the basic idea of dynamic sys-

tem description in state space.

With this method, no principal limitations for the investigated system’s nonlinearities are 
defined, and therefore, there is good reason to assume that the presented method will find 
wide use in multi‐motor drives in steel industry, paper‐making, printing and textile industries, 
in the production of synthetic fibers and foils in the chemical industry and in other industries.
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Appendix

AC drive parameters:

Figure 23. Time responses of CL outputs during operation cycle for K
opt.

PN = 15 kW U1N = 220 V I1N = 29.5 A nN = 1450 rev/min

MN = 98.8 Nm J = 0.11 kgm2 M = 0,064 H R
1
 = 0.178 Ω

R
2
 = 0.36 Ω K

11
 = 277.08 H–1 K

12
 = –269 H–1 K

12
 = –269 H–1

Stator phase resistance: r
1
 = 0.267 Ω, rotor phase resistance: r

2
 = 0.54 Ω

Main inductance: L
h
 = 96 mH, leakage inductance: L

S1
 = L

S2
 = 2.75 mH

Slip angular speed: ω
2
 = ω

1
–ωg, ω0

 = K
11

 (R
1
 + (M2/L

2
)·ωg) = 143.33 s−1, ωg = 5.46 s−1

Mechanical angular speed of the motor:ω
m

, angular frequency of the stator voltage: ω
1

Number of pole pairs: n
p
 = 2

Parameters of the CL physical model:
DC motors:
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An Approach of Fuzzy Logic H∞ Filter in Mobile Robot
Navigation Considering Non-Gaussian Noise

Hamzah Ahmad, Nur Aqilah Othman and
Saifudin Razali

Abstract

This chapter has presented an analysis of H∞ filter‐based mobile robot navigation with 
fuzzy logic to tolerate in non‐Gaussian noise conditions. The technique exploits the infor‐
mation obtained through H∞ filter measurement innovation to reduce the noises or the 
uncertainties during mobile robot observations. The simulation results depicted that the 
proposed technique has improved the mobile robot estimation as well as any landmark 
being observed. Different aspects such as γ values, noise parameters, intermittent mea‐
surement data lost and finite escape time issues are also analysed to investigate their 
effects in estimation. Different fuzzy logic design configurations were also studied to 
achieve better estimation results. As demonstrated in this work, fuzzy logic offers reliable 
estimation results compared to the conventional technique.

Keywords: navigation, mobile robot, H∞ filter, estimation, fuzzy logic

1. Introduction

Working in a hazardous area has always been an issue to human safety and health. This is 
a situation where robotics offers an alternate solution to perform any given task. In realiza‐
tion of this problem, an autonomous robot is providing a suitable approach with less human 
monitoring system. Since the term of ‘robot’ defined by Karel Capek in 1920s, robotics has 
experienced a lot of interesting advancements and evolutions.

In general, robotics is classified into several categories stated by the Robotics Institute of 
America such as the variable‐sequence robot, playback robot, numerical control robot and 
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intelligent robot. There are also a number of available robotic configurations such as manipu‐
lator robot, SCARA robot, spherical type robot, cartesian robot and cylindrical robot.

The robotic research, development and technology have been immense recently considering 
various fields and applications. In fact, the technology has spread and is widely used in home‐
based appliances such as the lawn mower robot, vacuum cleaner robot and floor‐washing 
robot. These domestic robots are sometimes designed to work automatically and indepen‐
dently with their own pre‐described algorithm or system. Considering these conditions, two 
main features must be made available for the robot to perform their task, which are naviga‐
tion and autonomous capabilities.

Mobile robot navigation is the main concern being focussed in this chapter. In modelling the 
mobile robot navigation, three approaches are available [1, 2]. First, the mathematical model‐
ling which develops the mathematical model of the robot and the environment through the 
robot dimensions, configurations and the environment conditions. Therefore, designer must 
understand clearly the mobile robot configurations as well as the environment conditions.

Sensor information is one of the influential elements during information processing in mobile 
robot navigation. The information enables better mobile robot confidence in the naviga‐
tion processes. This is the second type of navigation modelling which uses the information 
extracted from sensors. Several types of sensors can be equipped in a mobile robot to assist the 
navigation. Compared to the mathematical model, this technique is less complex as sensors 
provide relative measurements between mobile robot and any observed landmarks.

The third type is focussing on how to tolerate the noises when the mobile robot navigates. 
Based on probabilistic rules, particularly the Bayes rule, the mobile robot attempts to identify 
its location and the landmarks observed with some uncertainties. This method consumed 
lower mathematical computation and does not rely heavily on the sensors information. 
Owing to these advantages, the third type has been famously applied nowadays. This chapter 
focusses on the probabilistic technique for mobile robot navigation.

On the aspect of making an autonomous mobile robot, a number of approaches have been 
proposed especially by using an artificial intelligence technique, for example [3–5]. Jaradat 
and Abdel‐Hafez [4], for example, have successfully applied the neural network to process 
information obtained through the sensors, IMU and GPS, to navigate the vehicle. Vehicle‐
measured force and angular velocity are measured via IMU and for the vehicle location, GPS 
is employed to do the work. Two hidden layer with at least six neurons are designed to cal‐
culate and analyse the vehicle movement. Their results seem to provide a good accuracy of 
vehicle estimation.

Inspired by the human nature of thinking and based on preceding literatures, the mobile 
robot can be guaranteed to move with less human monitoring and relies on the artificial intel‐
ligence to observe any environment. In this context, artificial intelligence is recognized as one 
of the possible techniques to provide efficient solutions. This research applies the fuzzy logic 
control to improve a probabilistic technique known as H∞ filter by analysing several issues 
such as finite escape time [6], operating in non‐Gaussian Noise, intermittently on lost mea‐
surement data and parameter effects to the estimation.
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2. Mobile robot navigation

The celebrated Kalman filter is the famously used approach for mobile robot navigation. The 
technique which is based on the minimum mean square error utilizes the prior information 
obtained by the sensor to update its current location. Even though Kalman filter offers reliable 
estimations, it is still incompetent in an environment that holds non‐Gaussian noise character‐
istics. The noise can be considered as noise when it is not zero mean and holds a characteristic 
of not uniformly distributed noise. Therefore, a number of new methods are proposed such 
as the unscented Kalman filter, particle filter and ensemble Kalman filter, which generally 
use a lot of particles to infer the mobile robot position [2]. These techniques exhibit higher 
computational cost if the number of particles is increased. In fact, they require a fast processor 
to calculate and store the information during mobile robot observation. Thus, a simple and 
robust filter than the above‐mentioned techniques is welcome to solve the navigation issues. 
Some of the Kalman filter limitations can be listed as follows:

• The mean and correlation of the process and measurement noise need to be known at each 
time instant.

• The covariances of the noises must be determined beforehand, since the Kalman filter uses 
these covariances as design parameters.

• The Kalman filter is the minimum variance estimator if the noise is Gaussian. However, if 
a different cost function (such as the worst‐case estimation error) should be applied to the 
system, then the Kalman filter may not be suitable to accomplish the objectives.

H∞ filter is one of Kalman filter families. The filter is proven to work in non‐Gaussian noise 
environment and it is assumed that the noises are bounded. By defining the tuning param‐
eters known as  γ , the filter can provide a better solution than Kalman filter as well as other 
techniques. In this chapter, the non‐Gaussian noise is assumed to be bounded and acts as a 
random noise when mobile robot does its observations. It is also important to note that H∞ fil‐
ter is facing one issue, that is the finite escape time where the estimation can be unbounded if 
the system is not satisfying the designed criteria [7]. Despite these shortcomings, the H∞ filter 
performance analysis is the main objective in this chapter to propose an alternative solution 
for mobile robot navigation. To ensure the finite escape time is not perceived during observa‐
tion, fuzzy logic technique is applied for the proposed system. The system design consisting 
of these approaches is presented in the next section.

3. H∞ filter and fuzzy logic technique modelling

One of the main parts in navigation is the simultaneous localization and mapping (SLAM) 
problem. It states a situation where the mobile robot builds up an environment based on its 
sensor readings while at the same time localizes itself on the map [8, 9]. Typically, two mod‐
els that simulate the system are referred to describe how the SLAM problem is being solved. 
The first model is known as the kinematic model and the latter is defined as measurement 
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model. Both models are essential to define the behaviour of the system with reference to the 
environmental conditions.

The kinematic model simply illustrates how the mobile robot movements are recorded. The 
following equation demonstrates the model.

   X  
k+1   =  F  

k
    X  

k
   +  B  

k
    u  

k
   +  w  

k
    (1)

where X is the augmented states of the mobile robot (x, y) and landmark i (x
i
, y

i
). F and B are 

the state transition matrix and the control input matrix, respectively. u and w are the control 

input and the associated noise during mobile robot movements.

Mobile robot measures relative distance and angle to any observed landmarks location when 
moving throughout the environment. The measurement model holds the following equation.
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Table 1. Kalman filter and H∞ filter comparison [10].
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Here, y contains the information of relative distance and angle measurements and H is 

showing the measurement matrix. v is the associated noise occurred during measurements.

H∞ filter algorithm is almost similar to the Kalman filter. The only differences are notated on 
the state covariance and state update. For convenience, the comparison between H∞ filter and 
Kalman filter is presented in Table 1.

3.1. Fuzzy Logic‐based navigation

In this chapter, the measurement innovation is referred as the main reference in designing the 
fuzzy logic. Different to Ref. [3] which utilizes the heading angle and relative distance range 
as their inputs to the system, fuzzy logic is designed in this research to process the angle and 
distance errors as its inputs. Our objective is to decrease those errors by configuring the fuzzy 
sets in producing smaller errors. By choosing the output appropriately, the effects or mea‐
surement error due to sensor inaccuracies can be minimized further.

There were also some researchers attempts to applied fuzzy Logic in navigation such as in 

Refs. [11–17]. Each of them demonstrated that fuzzy logic or artificial intelligence technique is 
capable to fuse the information obtained from the sensors for mobile robot estimation. Some 
of the researches are referred to evaluate the performance of this work.

Literature has stated that mobile robot has some confidence on its estimation especially when 
Kalman filter is applied for estimation [3]. For non‐Gaussian noise characteristic, the sensors 
reading might be interfered and exhibits bigger error and hence results in bigger measure‐
ment noise covariance, R. If the gain K is small at all times during observations, then it is pos‐
sible to have smaller measurement errors. Inspired by this fact, fuzzy logic is proposed to find 
the best value of measurement innovation to pursue lower error. Kobayashi et al. [16] have 
selected the P, Q and R from fuzzy logic to gain smaller uncertainties. Work by Wang et al. 
[18] has recognized this as one of the ways to realize smaller measurement noise even when it 
was being applied to the other H∞ filter family, the Kalman filter. Mamdani technique is used 
for analysis purposes in determining the output of the system. The technique is proposed as 
it calculates the output by considering and utilizing the maximum information gained from 
measurement.

The general design is illustrated in Figures 1–3, that consists of the input and output and their 
respective fuzzy sets. The fuzzy sets are changed whenever the mobile robot moves in dif‐
ferent motion and therefore, the values are not included. The following describes the rules of 
fuzzy logic that are used to define the output of the measurement innovation.

• IF angle error is negative and distance error is negative, THEN angle is negative.

• IF angle error is negative and distance error is normal, THEN angle is normal.

• IF angle error is negative and distance error is positive, THEN angle is negative and dis‐
tance is normal.
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• IF angle error is positive and distance error is normal, THEN angle is negative.

• IF angle error is positive and distance error is negative, THEN distance is normal.

• IF angle error is positive and distance error is positive, THEN angle is negative and dis‐
tance is normal.

Generally, Gaussian and triangular membership functions are considered in this chapter for 
evaluation purposes. Only three fuzzy sets are defined which are divided into three different 
categories: the negative, normal and positive regions. The scale of each of the fuzzy sets is 
selected based on the normal condition that has high errors. The value differs with each of the 
fuzzy sets, and it has been tuned several times to obtain the best estimation results. The tun‐
ing is taking into account the uncertainties behaviour throughout the simulation. Other than 
that, both angle and distance measurement characteristics are observed prior to the tuning 
process. Wang et al. [18] designed the membership function of the angle error to be positive at 
all times. However, random mobile robot’s movements may also show a negative angle espe‐
cially when a global coordinate system is being considered. This aspect is one of the major 
differences between our approach and what they have investigated.

Figure 1. Fuzzy logic with inputs and outputs (a) and its associated block diagram to the proposed technique (b).

Figure 3. (a) Fuzzified angle and (b) fuzzified distance measurement.

Figure 2. (a) Angle measurement and (b) distance measurement.
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4. Results and discussions

This section describes the performance of the fuzzy logic‐based H∞ filter by considering sev‐
eral factors such as the finite escape time problem, localization and mapping problem and the 
effects of noise parameters. These three issues are important to be solved concurrently during 
the navigation. If not, then the estimation results will not be as expected. Analysis is based on 
the design parameters included in Table 2.

Figures 4 and 5 demonstrate the estimation results when γ = 0.7, which determines that fuzzy 
logic‐based H∞ filter outperforms the normal H∞ filter about the mobile robot and landmarks 
estimations. Erroneous estimations are perceived for the mobile robot location estimations as 
well as the landmarks positions. The measurement details are presented in Figure 2 for each 

of the estimation error. Figure 6 illustrates the state covariance update performance. It can 
also be seen from this figure that the proposed method attempts to avoid the finite escape 
time from happening.

4.1. Effect of changing γ

The γ effect to the proposed technique has also been analysed to ensure that our proposed 
technique has consistent and reliable results. Figures 7 and 8 describe the performance of the 
state estimations for both system of normal H∞ filter and fuzzy logic‐based H∞ filter, respec‐
tively, when γ = 0.23, which is smaller than the previous case. It is plotted clearly that normal 
H∞ filter exhibits erroneous results compared to our proposed technique.

4.2. Effect of initial state covariance

Generally, in SLAM, mobile robot does not have any prior information about its location or 
the environment. Therefore, the initial state covariance is designed to pose high uncertain‐
ties. Owing to these conditions, the mobile robot can probably have lost its way and is unable 
to navigate effectively on the environment. The analysis covers this issue by simulating the 
results using both normal H∞ filter and fuzzy logic‐based H∞ filter in the next few figures.

Variables Parameter values

Process noise:

Qmin, Qmax −0.002, 0.001

Measurement noise:

Rθmin, Rθmax −0.04, 0.01

Rdist‐min, Rdist‐max −0.15, 0.3

Initial covariance:

Probot, Plandmark 0.001, 100

Simulation time 1000 (s)

Table 2. Simulation parameters.
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Figure 6. The state covariance conditions between H∞ Filter (HF) and H∞ Filter with Fuzzy Logic(FHF). Normal HF 
exhibits frequent Finite Escape Time(FET) compared to the H∞ Filter with Fuzzy Logic(FHF).

Figure 4. The mobile robot movements through the environment. Lighter colour of round shape defines the actual 
positions while the triangle shape and darker colour round shape presents the H∞ Filter with Fuzzy Logic(FHF)  and 
normal H∞ Filter (HF) estimation performance, respectively.

Figure 5. A performance comparison between FHF and normal HF estimations for both mobile robot (a) and landmarks 
(b) estimations about the errors.
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Figure 9 demonstrates the results of estimation when mobile robot is in the above‐mentioned 
condition. As expected, the normal H∞ filter did not deliver good estimation results. On the 
other hand, the fuzzy logic‐based H∞ filter guarantees a good estimation that can still be pre‐
served with a considerable estimation. In this analysis, the Gaussian membership is used for 
decision making.

Further inspection is done by using different fuzzy membership with the similar range of 
fuzzy sets in the case when the mobile robot attempts to localize itself in a given environment. 
Other associated and related simulation parameters remain unchanged to observe any signifi‐
cant improvement that fuzzy logic can offer. The initial state covariance for the landmarks is 
now known and mobile robot does not have any information of its location. Even other types 

Figure 7. The state update conditions of normal HF generate a lot of estimation errors.

Fuzzy Logic, Systems and Engineering Applications

318

_____________________ WORLD TECHNOLOGIES _____________________



WT
of membership functions are applied for decisions; the fuzzy logic‐based H∞ filter surpassed 
the normal filter performance as depicted in Figure 10.

Assessment on different mobile robot movements during its observations with the same sim‐
ulation parameters is also conducted to evaluate the consistency of estimation. The results are 
not disappointing and show a reliable estimation when comparing it to the normal H∞ filter 
as illustrated in Figure 11.

Figure 8. The state update conditions of FHF do not encounter high uncertainties or errors during mobile robot navigation.
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4.3. Effect of non‐Gaussian measurement noise

H∞ filter is known to be more robust to the extended Kalman filter (EKF) especially when‐
ever non‐Gaussian noise is available. The measurement noise is increased to observe whether 
the H∞ filter with fuzzy logic still able to preserve a good estimation. Figure 12 presents the 

results that still define that the H∞ filter with fuzzy logic (triangular memberships) maintains 
better performance than the normal H∞ filter. Similar performance is also observed with dif‐
ferent fuzzy memberships even though the results are not included in this chapter.

Figure 9. The normal H∞ Filter(dotted line)  shows erroneous results compared to the true mobile robot path(lighter line) 
and Fuzzy Logic based H∞ Filter(darker line). Landmarks estimation of normal H∞ Filter(round shape) is also results in 
erroneous estimation.

Figure 10. The normal H∞ Filter (dotted line) cannot localize itself as well as the available landmarks even though the 
landmarks information is given compared to the Fuzzy Logic based H∞ Filter (darker line) with reference to the truth 
locations (lighter line). Triangle shows the Fuzzy Logic based H∞ Filter and round shape showing the normal H∞ Filter 
for landmarks estimation.
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The performance analysis between fuzzy logic‐based H∞ filter and extended Kalman filter 
is also considered. A condition where mobile robot loses its measurement data at random 
time is referred in this case. Interesting results are obtained in Figure 13 showing that the 
H∞ filter with fuzzy logic inference is still better compared to the normal EKF estimation in 
non‐Gaussian noise. The landmarks estimation for H∞ filter with fuzzy logic outperforms the 
EKF. Therefore, based on the figure, H∞ filter with fuzzy logic technique offers better solutions 
when non‐Gaussian noise as well as when measurement data is lost unexpectedly during 
mobile robot observations.

There are few remarks to be considered in designing the fuzzy logic control for mobile robot 
navigation. The measurement innovation characteristics must be first examined prior to 
the  estimation to ensure the results achieve the desired conditions. Besides measurement 

Figure 11. Normal H∞ Filter (dotted line) produces erroneous results compared to the proposed technique (FHF in 
darker line) for different mobile robot movements. Triangle shows the Fuzzy Logic based H∞ Filter and round shape 
showing the normal H∞ Filter for landmarks estimation.

Figure 12. Normal H∞ Filter (dotted line) performance is still low compared to the Fuzzy Logic based H∞ Filter (darker 
line) with reference to the truth positions(lighter line) for bigger measurement noise. Triangle shows the Fuzzy Logic 
based H∞ Filter and round shape showing the normal H∞ Filter for landmarks estimation.
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the designer should carefully understand and model the noise according to the environment 
to be observed. H∞ filter is also sensitive to some parameters as stated by Bolzern and Maroni 
[7] and those parameters must be studied before conducting further analysis on the proposed 
technique.

5. Concluding remarks

This research has presented the analysis and study of H∞ filter for mobile robot navigation 
using fuzzy logic control. The investigation was mainly focussing on the development of 
the fuzzy logic control to analyse the relative angle and distance measurement as its input 
to produce smaller error of navigation. Besides, fuzzy logic control was also found to be a 
possible technique to avoid finite escape time problem in H∞ filter. A number of tests have 
been conducted for the proposed technique which includes the effects of having different γ 

value, different noise parameters and intermittently data lost. Preliminary results describe 
that the fuzzy logic‐based H∞ filter is able to tolerate the problem by using only few num‐
ber of rules and fuzzy sets. Thus, the technique can be one of the alternative solutions for 
navigation.
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Figure 13. An analysis when measurement data is randomly unavailable. Fuzzy Logic based H∞ Filter(darker line) 
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Chapter 17

Fuzzy Optimization Control: From Crisp Optimization

Makoto Katoh

Abstract

This section shows interesting contents from the development results of author’s past
crisp optimization combustion control concerning real boilers of fossil power plants to
the upper and lower separation new fuzzy optimization control system plan. The fuzzy
decision-type optimization is for elevators and the fuzzy table-like control with zero is
for a single-element level control of one tank model. In addition, other researchers’
recent researches concerning other applications are introduced to maintain fairness and
balance.

Keywords: crisp optimization control, fuzzy optimization control

1. Introduction

In section 1, the section hierarchy and abstract of this chapter is introduced. Moreover, some-

times, abstract of many studies on many kinds of fuzzy optimization control systems are also

introduced and discussed. Current interests [1] are mathematically steady and will become

active in the future, whereas Mandani type fuzzy control is comprehensible and has been

installed already to a marketing personal computer control system for a coupled tank level [2].

In section 2, the composition of the optimizing control system, which the author and the

colleagues of an enterprise had developed [3] and the recent evolution of optimization part

are introduced. The first real process application version consisted of the optimal search part

with the restriction by an upper computer, a usual cascade control by decentralization digital

control system and various input parts and an interface part for them. The optimization search
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method was developed from some general nonlinear programming to an integer program-

ming that combined a local search and a boundary search using a simple pattern. Afterward,

the optimization part has been enhanced to methods using the double patterns with more

evaluation cells [4] and to methods in many books for optimization technique [5–7] except for

boundary pattern search. In addition, the concept of cellular automata [8] and the technique of

Q learning [9] were taken and it has been enhanced in the three universities and an institute of

technology.

Zhang, Maeda, and Kawachi [10] presented an optimization model in order to allocate irriga-

tion of water, which is withdrawn from a river, to paddy field blocks in irrigation system. A

fuzzy linear programming is employed in order to solve the fuzzy decision-type optimization

in the model formulation for dealing with uncertainties due to randomness of hydrologic and

hydraulic parameters and fuzziness in management goals.

Multi various patterns and the other concept for optimization are introduced in a literature by

the author [11].

Then, recent literature by Fujita, Tani, and Kawamura et al. [12] on fuzzy optimum control

theory based on fuzzy maximization decision method of built structure are introduced.

In Section 3, a single input single output (SISO) feed-forward and feedback control system

with a Table Base Controller with Zero (TBCZ) as one of Table Base System (TBS) is proposed

using crisp number, which is expected to provide some advantages.

There, a feed-forward controller refers to an inverse transfer function of the controlled object.

It is proposed that a control table for three inputs of PID and three types of membership

functions are not in fuzzy sets, but rather in crisp sets in expectation of the some advantages:

Some simulation results and evaluations are also shown there.

In Section 4, a fuzzy decision method based on crisp numbers with not only 1D-2D fuzzy

evaluation membership functions and 1D-2D fuzzy restriction membership functions but also

3D description of their membership functions with overview plan, and a search method on the

overview plan is proposed as a kind of fuzzy optimization part.

2. Examples of crisp and fuzzy optimization control systems

2.1. A crisp example in real plants

The optimizing control is divided into three parts, the optimization part in the upper system,

the digital control part in the lower system, and the interface part where they are connected to

former two parts. The method of the search for the combination pattern of the local search part

and the boundary search part [4] was used as an upper system.

Figure 1 shows a system block diagram of the optimum combustion control system (MHI

Operation Support System), which is a real example of crisp optimization controls [3]. The

output chart of optimization part is shown in Figure 2 [3] and control logic part is shown in

Figure 3 [11]. The patent [11] has more information on the optimization control.
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This example is very important, for horizontally developing the optimizing control with the

three-layer structures in the future, and as an example of applying a real machine of the

optimizing control in a thermal power generation process that is a multivariable system with

large changes though it has not arrived at “fuzzy” optimizing control yet.

However, the initially developed artificial intelligent language and the detail search algorithm

of the local search agent and the boundary search agent could not open for secret of know-

how. Then, the author has developed a new evolutionary cellular automata algorithm using

Figure 1. System block diagram of an optimization control.

Figure 2. An example of optimization search for maximizing a boiler efficiency in OFA rate and O2 concentration plane.
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different patterns to low cost squares in the upper optimization control system though they are

cost up. They are introduced in the next paragraph.

2.2. A crisp evolutionary algorithm for hybrid optimization control

In this paragraph, a crisp evolutionary algorithm for hybrid optimization control by

multiagents is shown, because reliability and adaptability of the above hybrid optimization

must be needed to increase and open.

Figures 4 and 5 show the cellular (remaining to use fuzzy number) structure of local search

agents to search for the peak in the boundary line and boundary search agents to search for the

peak out of the boundary line. Moreover, increasing reliability and adaptability of these search

methods are shown [8].

Figure 3. Eco outlet O2 feedback control logic with optimization signal.
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Figure 4. Cellular structure of local search agents for reliability and adaptability.

Figure 5. Cellular structure of boundary search agents for reliability and adaptability.
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The following features are obtained by using eight cells group in an agent for evaluation of

double circles as rotated machines as shown in Figure 4.

1. Adaptability to movement of mountains

2. Evaluation to continuous values

3. Application to multipeak

The following features are obtained by using six cells group in an agent for evaluation of

double squares as moving cars with six wheels as shown in Figure 5.

1. Decrease of derailment probability

2. Evaluation to discrete values

3. Application to bifurcated boundary by using agents with different priority evaluation order

Oppositely, there are the following features in the quadrangle (square) agents adopted with an

initial real system.

1. It is easy to develop because algorithm is easy.

2. There is a room to enlarge fuzzy circle.

Figure 6 shows local and boundary search algorithm using cellular automata.

The cellular automata algorithm has the following features.

Figure 6. Cellular automata algorithm for local and boundary search algorithm. (a) Local search. (b) Boundary search.
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1. Multistart points can set to any positions.

2. Four steps of center transition, self-organization of all cells to the moved agent, in or out

state judgment, are repeated.

In the case of four-cell agents like four wheel cars in Figure 2, center line must be replaced to

front line in automata (b) of Figure 6.

2.3. A fuzzy example of built structure

On the other hand, Fujita, Tani, and Kawamura et al. at Kobe University [12] execute fuzzy

optimum control theory based on fuzzy maximization decision method (target conditions and

restriction condition are expressed by fuzzy membership functions) to built structure, and it is

called intelligent active control. Not only target response displacement and target control

power but also structure identification values obtained from the responses of the structure

and earthquake vibration forecast obtained from earthquake input measurement were used for

the structural response forecast.

They decided the parameters using the fuzzy maximization decision method. Then, the effect

of controls were examined by experiment and simulation about two methods for addition of

control power added the feedback only of the ground vibration input acceleration power and

the relative acceleration power’s from base of structure.

They reported that the feedback control with optimal coefficients can imorove the rate of

improvement by 30% higher or more.

This report feels the difficulty for execution of fuzzy optimization control though it can

encourage the execution.

In the following section, a table base controller with zero (TBCZ) is introduced for easiness of

tuning of membership functions more than conventional fuzzy control.

3. A fuzzy-like table base PID controller with zero

The purpose of this section is to design and evaluate a Table Base Controller with Zero (TBCZ)

as one of Table Base System (TBS) [13].

3.1. Table base controller with zero

3.1.1. TBCZ configuration

In this paragraph, we propose the following SISO feed-forward and feedback control system

with a TBCZ in Figure 7, which is expected to provide the following advantages:

1. Fast start up

2. Small overshoot

3. Easy maintenance using the tuning knowledge of the conventional PID control
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Moreover, M/A means a manual/auto switch station, s means a differential operator, and 1/s

means an integral operator in Figure 7.

3.1.2. Table of TBC

Figure 8 shows a table of TBCZ and rectangular membership functions instead of usual

triangle membership functions. Here, SUMi contains not only the proportional scaling factor

SFp and the differentiation scaling factor SFd but also the integrator scaling factor SFi. Finally,

the scaling factor of the input SFu must not be overlooked.

The rectangular membership functions are easy on computation because they are crisp.

Figure 7. Configuration of a TBCZ.

Figure 8. A table of TBCZ and membership functions.
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3.2. Modeling, parameter tuning, and evaluation

Here, assumed characteristic of up-down symmetrywithout hysteresis, and neglected pumpwith

long nose tube reached inwater of tank and PWMcontrol dynamics,which is sufficiently fast.

Then, we modeled the control using the following simple linear transfer functions:

G sð Þ ¼
Ke�Ls

Tsþ 1
; K ¼ 30, T ¼ 20, L ¼ 2 ð1Þ

H sð Þ ¼
Ks

Tssþ 1
; Ks ¼ 1, Ts ¼ 0:1 ð2Þ

3.2.1. Parameter tuning

3.2.1.1. Scaling factor in the TBCZ

The followings are examples of scaling factors in the TBCZ.

P ¼
1

SFp
, D ¼

1

SFd
, I ¼

1

s
SFi

, ε0 ¼ 0

1

SFp
¼ 0:15,

1

SFi
¼ 0:0091,

1

SFd
¼ 0:1

ð3Þ

3.2.2. Performances of 3 � 3 and 2 � 2 tables of TBCZ

An evaluation of the mean integral square error and input (MISEI) was compared for various

values of the terminator ε in Figure 9.

Figure 9. MISEI vs. ε (in a table of TBCZ).
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The performance of ε = 0.01 is considered to be equivalent to that of the 2 � 2 table of TBCZ, it

is one point except for line from 0.1 to 0.4 in Figure 9. Thus, the 3 � 3 table of TBCZ is superior

than the 2 � 2 table of TBCZ since this table allows superior performance tuning. If perfor-

mance is valued, then a larger table is better, although this results in high-cost and increased

complexity. Performance of MISEI is superior in the case of smaller Center ZERO. There is a

minimum point of MISEI on the edge of out of scope.

3.3. Other considerations to TBCZ

The robust modification of the experimental PID tuning method of Ziegler Nichols could be

used here. Figure 10 shows performance MISEI of a double loop.

The FFC mix rate in the double loop case must be less than half that in the single loop case.

The decoupling [14] study is omitted in this paragraph, then refer to in reference [13].

3.4. Subconclusion

A new concept of a TBCZ with rectangular membership functions based on crisp sets, which

was featured by ZERO’s in the rule table like the fuzzy-like control table as one of TBC and a

feed-forward control line were proposed, and simulation results are presented for a tank level

control as an example. Then, superior evaluation based on MISEI and performance was

obtained.

The membership functions of the proposed TBCZ were able to easily tune only terminators,

which mean the size of ZERO’s through the evaluation of MISEI.

Figure 10. MISEI vs. ε (in a table of TBCZ).
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Making and tuning of the controller are easier than in conventional fuzzy control because the

membership functions are rectangular without common parts in crisp sets, and the only

control rules are ZERO and SUMi in a 3 � 3 control rule table.

The development of a robust compensator of integrator for no-overshoot property is a future

theme. The readers can find the literature [15] on conventional system.

4. Fuzzy decision-type optimization

It proposes a fuzzy decision-making type optimization technique in this paragraph as an

example of the problem on elevators.

Wada and Kato propose an optimization technique of fuzzy rules according to the situation by

using behavior acquisition based on emotional memory that uses fuzzy sets on pleasantness

and unpleasantness of a robot. And the robot is made to acknowledge pleasantness and

unpleasantness by using a source of light and an experiment toward a comfortable goal

evading the obstacle is done [16].

The fuzzy decision-type optimization for an elevator is proposed firstly in ordinary 2D mem-

bership description [17]. In this paragraph, it is enhanced to 3D description.

The other fuzzy optimization studies [18–22] are interesting for this study.

4.1. Maximizing decision probability methods

In this paragraph, firstly, the problem of fuzzy decision-type optimization (maximization) with

subjects is defined generally.

Assuming that x1 and x2 are fuzzy numbers, membership functions μ1 and μ2 are introduced

according to x1 and x2 and λ is a scalar for λ-cut.

maximize
x∈X

min μ1 x1ð Þ, μ2 �x1ð Þ
� �

⇔

maximize λ

subject to α1x1 þ β1 ≥λ, � α2x2 þ β2 ≥λ, x∈X

ð4Þ

This technique can be used for fuzzy deciding. For example, it is decided using this technique

whether an “almost crowded” elevator should pass over a certain floor with “long queuing

length”. These two fuzzy sets “almost crowded” and “long queuing length” are described by

using fuzzy numbers of passengers in the elevators and queues in the floor.

x1 is defined to the number of passengers ride on an elevator, and x2 is defined to the number

of queuing in an elevator lobby of a floor. An example of detail equations and measurement

method of person numbers can be referred to the literature [23].

The fuzzy decision method is called to maximizing (min-max) decision because it is optimize

when the product (minimum) of two membership functions is max as in Figure 11.
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where

λmax ¼ max
z0
1
, z0

2f g
min
z0
1
, z0

2f g
μ x1ð Þ,μ �x2ð Þ

� �

λc ¼
1

3
λmax, λ0 ¼ 0

ð5Þ

The notation of the trapezoid membership function is described by the three terms set

[[left_terminator, center, right_terminator]] as same as the triangle membership function (center

means the position of grade 1, and terminator means the position of grade 0) and is inserted

the end point of right and left terminator by infinity mark ∞, �∞ as the following G and C.

Then, the product (minimum calculation) D of G and C is described, if you devise it as

multiplying the scalar corresponding the max value μD(x*); x* means center of D, then you

can write as follows.

G ¼ g1, g,∞
� �� �

, C ¼ �∞, c, c2½ �½ � ð6Þ

D ¼ μD x�ð Þ g1, x
�, c2

� �� �

ð7Þ

where x*, μD(x*) can be obtained easily because they are coordinate values of a cross point of

two lines in the case of triangle or trapezoidal membership functions.

In multiobjective decision-making, generally it is common to narrow down to the only opti-

mum solution by using preference function from among plural noninferior Pareto solutions,

and depending on the shape of this preference function, decision maker’s preference is divided

into whether it is risk avoidance type, risk-oriented type, or risk neutral type.

Figure 11. Membership functions of fuzzy sets “Almost crowded” and “Long Queuing Length”with a variable λ-level on

fuzzy passage decision of “Maybe Pass a Waiting Floor”.
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When the preference function is convex, the case is the risk avoidance type. When it is concave,

the case is the risk-oriented type.

When the case has multipurpose Gi (i = 1,…,n) and numerous restrictions Cj (j = 1,…,m), their

common set D is defined equally as follows.

D ¼ G1 ∩G2 ∩⋯ ∩Gn ∩C1 ∩C2 ∩⋯ ∩Cm ð8Þ

When getting a minimum of the respective membership function μGi, μCj, the membership

function of D is found as μD.

μD ¼ μG1
∧μG2

∧⋯ ∧μGn
∧μC1

∧μC2
∧⋯ ∧μCn

ð9Þ

When adopting notation like Eq. (7), it can be written as follows.

D ¼ μD x�ð Þ minx, s:t:,μD xð Þ ¼ 0
� �

, x�, max x, s:t:,μD xð Þ ¼ 0
� �� �� �

ð10Þ

Here, about (x*, μD(x*)), because they are the coordinates of an intersection point of two

straight lines, they can be found easily when finding the set of which D is composed. About

both end points, the finding method is like the same.

4.2. Expendability of the proposed method

4.2.1. 3D description

Figure 11 with only a front view becomes Figure 12 with a front view, a side view and

an over view when elevator passenger number x1 and queuing line number x2 is

selected as independent logically double axis if three view description is adopted in this

fuzzy optimization. This change may be increase possibility of fuzzy optimization

approach.

The following Figure 12 comes next Figure 13 not making the independent double axis of

regular axis and reverse axis like Figure 11 but making psychological one axis by describing

variable X3 (the underside is unpleasant and the upper side is pleasant) in addition to physical

two axis by describing variables X1 and X2.

Here, “Almost Crowded” and “Long Queuing Length” are unequality conditions and “Pas-

senger pleasure” is an objective function. It is the fuzzy decision-making method that “pass of

an elevator to a floor” is done by maximizing decision method using min-max of three

member ship functions (a blue point by minimax method). Whereas it is the crisp decision-

making that the decision-making is done at the grey point of which pleasant degree is higher

slightly in grey area which grade of all membership functions are one. It’s a problem that the

comfort level of the waiting line isn’t considered against the comfort level of the passenger in

this fuzzy decision-making area. Though the comfort level of the passenger is sacrificed, it can

be said that the comfort level of the waiting line is considered in the crisp decision-making

area.
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long queuing length for a fuzzy optimization problem.

Figure 13. Three side plan in physics and psychological crossing at right angle axis of two dimensions on a fuzzy

optimization problem.
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The three side of plans (over view, front view and side view) are described like Figure 13

instead of the above plan like Figure 12 when X2 and X3 out of the three axes are changed like

Figure 13. Usually, only front view plan is indicated as Figure 11 and others are omitted for

economy and maximum decision policy. Here, overview plan is also indicated because mini-

mum decision policy in overview plan is better than the maximum decision policy as under-

stand if you see.

These plans permit two kinds of optimization methods, minimizing in overview plan and

maximizing in front plan.

4.2.2. Search on overview plan

For searching minimum point on overview plan less than grade 1 such as Figure 14, mobile

method of freely writing lines and circles like dance on the plane in order to evaluate grade

values using the following equations with the rotation matrix is proposed here. This is a

discrete mobile model which generates left and right double velocities vL and vR of interval d.

vG kð Þ ¼ vL kð Þ þ vR kð Þ; r ¼ 0:5d ð11Þ

ωG kð Þ ¼
1

r
vR kð Þj j � vL kð Þj jð Þ ð12Þ

ΔθG kð Þ ¼ hωG kð Þ;θG 0ð Þ ¼ θG0 ð13Þ

Figure 14. An example pattern of searched course for reduced repeat by a discrete mobile agent.
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θG kþ 1ð Þ ¼ θG kð Þ þ ΔθG kð Þ ð14Þ

vG kþ 1ð Þ ¼
cosΔθG kð Þ � sinΔθG kð Þ

sinΔθG kð Þ cosΔθG kð Þ

" #

vG kð Þ ð15Þ

pG kþ 1ð Þ ¼ pG kð Þ þ hvG kþ 1ð Þ; pG 0ð Þ ¼ pG0 ð16Þ

where suffix G means center of the mobile object, suffix L means left, suffix R means right, p

means position, ω means angle velocity, θ means angle from x-axis, and h means sample time.

Figure 14 shows an example pattern by a mobile agent and the reduced inner copy for design

of searched course in the plane.

Addition of inverse kinematics will make easier the process of drawing figures filled in the

canvas.

4.3. Action mode, effective, influence, yield analysis (AMEIYA)

A table on action mode effect, influence, yield analysis (AMEIYA) may be obtained by imitat-

ing reasoning methods from left-column action mode to right-column effect, influence and

yield things.

A Q&A table used to obtain the above table on AMEIYA may also be made by readers referred

to Ref. [23].

In the future, new strategic systems for fuzzy optimization control on elevators will expect to

born from these tables.

5. Conclusions

In this chapter, a fuzzy optimization control system by combining fuzzy decision-type optimiza-

tion parts and a fuzzy-like table base PID controller parts was proposed separately instead of the

conventional united crisp optimization control system.

Double future themes on fuzzy optimization, which may be used in fuzzy optimization control,

were also presented. One is three side plans with an overview plan, which omitted conventional

studies. The other is a new search method on a plane using a new simple discrete mobile model,

which generates left and right double vector velocities.

These two separate parts are expected to be united and to be evaluated. Moreover, optimiza-

tion based on fuzzy numbers and calculations may be used for absorbing uncertainty of

sensors output and digitalizing of input to computer.

Moreover, some idea of strategic systems on fuzzy optimization control was provided for

readers in the future.
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Applications of the Fuzzy Logic to the Energy
Conversion Systems on Board of UAVs

Dinca Liviu and Corcau Jenica Ileana

Abstract

This chapter intends to present some applications of the fuzzy controllers to the automatic
control of the DC-to-DC converters type boost, buck and buck-boost. For the mathematical
modelling of these converters, one used averaged models; taking into account that con-
trolled parameter is the average output voltage. One considered only the continuous con-
ductionmode in themathematicalmodel. For each converter, onemakes a short description
of the principal scheme and the functioning mode and presents the averaged model. One
obtains the transfer functions and finally builds fuzzy controllers in order to stabilize the
output voltage with respect to the input voltage variations. The control is realized by
modifying the duty cycle of the PWM command pulses. Obtained systems, both in closed
loop and in open loop, are implemented inMATLAB/Simulink and simulations results are
also presented.

Keywords: DC-to-DC converters, fuzzy logic control, averaged models, UAV, power
systems

1. Introduction

Type UAV (Unmanned Air Vehicle) platforms have realised in the last period a special develop-

ment due to their large area of applicability. UAVs can perform a variety of missions like military

observation, combat, crops observations, disaster areas surveillance, in conditions of very high

econommic and energy efficiency against classical aviation. UAVs offers many advantages like

reducedmanufacturing and operating costs, low energy consumption, possibility to access safely

in hazardous areas for manned aircrafts, ability to penetrate spaces more restricted, inaccessible

to classic aircraft, and due to technological developments obtained recently, the ability to achieve

continuous flight missions with durations of the order of several days to several weeks. In this

sense, the development of UAVs is expected to play an important role in High Altitude Pseudo-

Satellites (HAPS) with continuous flight duration of the order of 5 years.
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Achieving such high flight duration was possible due to the use of hybrid power sources that

use at least two types of energy sources. In this sense, the most used energy sources are

presently high capacity batteries or super capacitors that are recharged from renewable energy

sources, especially high-efficiency photovoltaic cells developed in the last period. Fuel cells

present a high efficiency, so it represents an alternative for the electrically powered manned

airplanes. This solution is extensively studied and planned to be used in the near future.

Airbus Company has already developed an electric airplane for two flights that last approxi-

mately for 1 hour. Currently, it is working to develop a plane for four persons with hybrid

power source (high capacity battery plus two-stroke combustion engine that acts as an electric

generator). Flight duration is expected to be extended to two hours. Research department of

Airbus is considering replacing the thermal engine with the fuel cell to further expand the

duration of flight.

Titan Aerospace was tested in August 2013, a concept vehicle for future high-altitude SOLAR

50 and 60 UAVs. SUN SOLAR 50 was scheduled to fly in 2014. SOLAR 50 was conceived as a

UAV which uses high-capacity batteries and 3000 solar cells as power sources. The maximum

flight duration of 50 SOLAR is expected to be 5 years at last. It is designed to be equipped with

telecommunications and recognition systems, atmospheric sensors, etc. SUN 60 is planned for

a payload of 125 kg [1–3].

The High Altitude Long Endurance Boeing (HALE) UAS 2012 aims at developing high altitude

UAS for missions to ensure transmissions for the disposal of existing infrastructure and

prolonged surveillance missions to the areas of interest.

Phantom Eye Project uses hydrogen internal combustion engine with hydrogen stored cryo-

genically. Solar Eagle Project, of Boeing as well, expects the use of high efficiency solar cells

and SOFC type fuel cells. Wingspan aircraft is expected to be 120 m and propulsion will use six

electric motors with permanent magnets [1–3].

Project Zephyr 7 High Altitude Pseudo-satellites from Airbus Defence & Space is to be used for

surveillance, communications and monitoring services on surfaces in the order of tens of

thousands km2. This UAV holds the record for the longest flight—336 hours. Solar energy has

been used for the propulsion and storage in lithium-ion battery with 3 kWh capacities to drive

at night [1–3].

Since the parameters of power sources such as solar cells or fuel cells vary greatly in relation to

the operating conditions, and loads useful on board UAVs (cameras, sensors, communications

systems, etc.) usually require stabilized voltage, power buses of UAVs need to be maintained

at a constant voltage.

This can be achieved by using power converters to adapt output sources to the requirements of

bus power sources. Most sources on board UAVs are DC sources and loads are mostly (except

some propulsion motors) of DC types. Following are required DC-to-DC converter types

which have a higher efficiency and weight as low as possible aboard UAVs. The most conve-

nient in this sense are the converters that have not transformed, part of this class are buck,

boost and buck-boost converters. They are suitable for use on UAVs because they adapt the

power source voltage to the power bus voltage by simply varying the duty cycle of the

command pulses.
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For the converters control, there are many techniques in literature, more or less sophisticated,

among these are fuzzy techniques. These techniques offer a robust control and have an

advantage which is related to human logic that these techniques do not require to know a

detailed mathematical model of the system and can be tuned relatively easily granted by

numerical simulations.

In this chapter, development of models used in the study of electrical systems of UAVs follows

the modelling of three types of DC-DC converters, used on board UAVs, and development of

fuzzy controllers is used to stabilize the output voltage.

Mathematical models developed for these converters follow the behaviour in terms of the

averaged parameters (voltage and current) and neglect their ripples.

Although all models are being averaged, technique for obtaining these models is the introduc-

tion of the circuit voltage or current sources to make up in terms of DC parameters switch, coil

or diodes present in converters. We consider this method more viable in terms of logic than

writing equations split by two periods of operation of the converter and then their average as

shown in Ref. [4].

2. Boost converter

The principal scheme of the boost converter is shown in Figure 1a and b equivalent scheme for

continuous mode is presented. Functioning of this converter contains two steps. In the first

step when the switch is in position 1, the inductor current rises and the inductor accumulate

energy in its electromagnetic field. In the second step when the switch is in position 2, the

inductor is now in series with the input source and pushes its energy on the capacitor. Inductor

current drops, so the inductor behaves as voltage source in series with the input source and the

capacitor will be charged to a voltage higher than the input voltage. For this reason, the boost

converter raises the input voltage [5, 6].

Diagram in Figure 1a is equivalent in terms of DC components with the diagram in Figure 1b.

Given that, coil behaviour was modelled in terms of averaged voltage with a voltage source

dependent on the duty cycle of the control pulses UL(d), and the current through the switch

was modelled by a current source dependent on the duty cycle of control pulses IT(d).

Coil voltage was found to be UL ¼
d�Uin

1�d so as to respect the converter transfer characteristic in

steady state. Regarding the currents, it was considered that IT = ID in terms of the average

Figure 1. Boost converter. (a) Principal scheme, (b) Equivalent scheme for continuous mode.
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values. In stationary regime, coil L behaves like a voltage source UL(d). At a duty cycle

variation, in transitory regime. In these conditions, one can write relations:

dIin
dt

¼ �
1

L
UC þ

Uin

Lð1� dÞ
dUC

dt
¼

1

2C
Iin �

UC

CRS

8

>

>

<

>

>

:

ð1Þ

For linearization, notations, Iin ¼ Iin0 þ ΔIin, UC ¼ UC0 þ ΔUC, Uin ¼ Uin0 þ ΔUin, d ¼ d0 þ Δd

have been used. Relation obtained after linearization is (2)

ΔIin
ΔUC

� �

¼
0 �

1

L
1

2C
�

1

CRS

2

6

4

3

7

5

ΔIin
ΔUC

� �

þ

1

Lð1� dÞ

Uin

Lð1� dÞ2

0 0

2

4

3

5

ΔUin

Δd

� �

ΔUout½ � ¼ 0 1½ �
ΔIin
ΔUC

� �

þ ½ 0 0 �
ΔIin
Δd

� �

8

>

>

>

>

>

<

>

>

>

>

>

:

ð2Þ

Using this system, one can deduce the transfer functions given in Eqs. (3) and (4)

H1ðsÞ ¼
ΔUoutðsÞ

ΔUinðsÞ
¼

1
2LCð1�dÞ

s2 þ s 1
CRS

þ 1
2LC

¼
k1

ðs� s1Þðs� s2Þ
ð3Þ

H2ðsÞ ¼
ΔUoutðsÞ

ΔdðsÞ
¼

Uin

2LCð1�dÞ2

s2 þ s 1
CRS

þ 1
2LC

¼
k2

ðs� s1Þðs� s2Þ
ð4Þ

In Figure 2, simulation scheme of boost converter in open loop is shown. They were used ΔUin

and Δd as input, the output voltage was considered as ΔUout. Simulated boost converter

parameters were as follows L ¼ 47 μF, C ¼ 2:2 mF, RS ¼ 1 Ω, d ¼ 0:5, Uin ¼ 24 V: In the

simulations using transfer functions, variations of output voltage about output voltage reference,

Figure 2. Open loop simulation scheme of boost converter.
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when there are some variations in input voltage and duty cycle compared to reference values,

are obtained. To capture the absolute values, some sum blocks are introduced in Figure 2whose

variations overlap reference values achieved through the transfer or the absolute values of the

input parameters. Simulation results are presented in Figure 3a–c.

Fuzzy control technique for DC-DC converters is applied in some studies in literature [7–10].

Other control techniques for these converters are studied in Refs. [11–17].

Closed loop scheme of the boost converter, implemented in MATLAB/Simulink is shown in

Figure 4. One used a fuzzy controller with two inputs, output voltage error with respect to the

Figure 3. Boost converter response: (a) input voltage variation; (b) duty cycle variation; (c) output voltage variation.

Figure 4. Closed loop simulation scheme for boost converter.
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nominal output voltage and its integral, so one can say that this is a PI fuzzy controller. The

advantage of the fuzzy controllers is that one can modify conveniently the control characteris-

tics slopes in order to obtain the desired system behaviour. Usually one wishes a higher slope

for points far from the origin and smaller slope for points near the origin. In this way, when the

system is far from the nominal functioning point, one can accelerate its return to the nominal

point. When it comes near the nominal point, parameters variations are sluggish in order to

obtain a good stability in the nominal point. Fuzzy system in Figure 4 has a particularity for an

error and its integral are defined by two separate fuzzy controllers with four membership

functions on input and output. In this way, one can simplify the controller tuning. There are

necessarily eight inference rules (four rules for each controller) in contrast with the classical

fuzzy controller with two inputs and one output having 16 inference rules. This difference

increases once the membership function for each input increases. In Figure 5, the membership

functions for fuzzy proportional controller P and its control surface are presented.

In Figure 6, the membership functions for fuzzy integrator controller I and its control surface

are presented. Converter operation with these fuzzy controllers has been tested to a step type

signal and ramp type signal. In hybrid power systems of UAVs containing fuel cell or solar

cells, parameters variations are not very sudden, so it is exciting to study the converters

behaviour at sluggish signals, such as the ramp type which is taken into consideration here.

In Figure 7, the boost converter behaviour at step signal is shown and in Figure 8, its behav-

iour to a ramp signal with a slope of 3 V/s is shown.

Figure 5. P-fuzzy controller. (a) Input membership functions; (b) Output membership functions; (c) Control surface.

Figure 6. I-fuzzy controller. (a) Input membership functions; (b) Output membership functions; (c). Control surface.
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Linguistic terms for both the controllers and for both inputs and outputs are NBIG (large

negative), NMC (small negative), PMC (small positive) and PBIG (big positive). For both

controllers, inference rules are: If input is NBIG, then output is NBIG; If input is NMC, then

output is NMC; If input is PMC, then output is PMC; If input is PBIG, then output is PBIG.

For defining the controllers in this case, it is intended to simplify them as much so as to reduce

the computation time required. In this purpose, one eliminated the membership function

corresponding to linquistic term ZERO, which is used in the usual manner in fuzzy controllers.

By conveniently change of the membership function one obtained control surfaces in concor-

dance with the followed strategy - lower slope around the origin and greater slope farther

origin.

The behaviour of the converter closed loop is one adequate operation of power systems on

UAVs. Peak voltages at step input are attenuated and voltage returns quickly enough to the

prescribed value. For the ramp input, deviation from set point is only 0.025 V, which is a very

good performance.

Figure 7. Closed loop behaviour of boost converter: (a) input variation; (b) duty cycle variation; (c) output voltage

variation.

Figure 8. Boost converter behaviour at ramp signal: (a) input voltage variation; (b) output voltage variation.
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3. Buck converter

Principal scheme of the buck converter is shown in Figure 9. This converter has also two steps

in its functioning. In the second step when the switch is in position 1, the capacitor loads

through the inductor and inductor current increases, so the inductor behaves as a voltage

source with inverse polarity with respect to the input voltage. In this manner on the capacitor,

one can obtain a voltage smaller than the input voltage. In the second step when the switch is

in position 2, energy accumulated in the inductor is pushed on the capacitor and thus Inductor

current decreases, so it behaves as a voltage source with the same polarity as the input voltage

but with a smaller value. So, the buck converter decreases the input voltage. In Figure 10,

equivalent scheme for continuous mode is presented.

Following Figure 10, one can write the following relations: Uin �UL ¼ Uout ¼ d�Uin, iT þ iD ¼

iL ¼ iS, Uin�iT ¼ Uout�iS: After several transformations, following system of equations give:

Uout ¼ Uind� L
d

dt

IT
d

� �

Uout

RS
¼ IT

1

d
� C

dUout

dt

8

>

>

>

<

>

>

>

:

ð5Þ

By linearization, like the case of the boost converter, resulted linearized model is:

ΔIT
�

¼ �

d0
L
ΔUout þ

d20
L
ΔUin þ

V in0 � d0
L

Δdþ
IT0
d0

Δ _d

ΔUout

�

¼

1

C � d0
ΔIT �

1

RS � C
ΔUout �

IT0

C � d20
Δd

8

>

>

>

>

<

>

>

>

>

:

ð6Þ

Applying Laplace in system zero initial conditions, Eq. (6) results in transfer functions of the

form

ΔUout

ΔUin
¼

RS � d0
s2ðRS � L � CÞ þ L � sþ RS

ð7Þ

ΔUout

Δd
¼

RS �Uin0

s2ðRS � L � CÞ þ L � sþ RS
ð8Þ

Buck converter parameters considered in this chapter are L ¼ 56:5 μF, C ¼ 166:7 μF, RS ¼ 2 Ω,

d ¼ 0:5, Uin0 ¼ 24 V, Uout0 ¼ 12 V: Simulation scheme for the buck converter with transfer

functions, open loop is shown in Figure 11. Simulation results are presented in Figure 12.

Utilizing a closed loop scheme and the same fuzzy controllers, like in the case of boost converter

shown in Figure 4, closed-loop simulation results are obtained shown in Figure 13. For the buck

converter control, a classical PI fuzzy controller has been designed with two inputs, the error

between the output voltage and the voltage prescribed and integral of this error. Simulation

scheme in this case is the one in Figure 14. The membership functions and control surface of this
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controller are presented in Figure 15. The inference rules of fuzzy PI controller here are defined

in table of this Figure 16. Buck converter behaviour with this control is shown in Figure 17. Note

that the peak voltage obtained from step input is reduced to one third of the peak voltage

obtained with the controller in the previous case (fuzzy controllers P and I are put in parallel),

and the time to restore the prescribed value is also diminished.

Figure 9. Principal scheme of buck converter.

Figure 10. Equivalent scheme for continuous mode of buck converter.

Figure 11. Open loop simulation scheme for buck converter.
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Figure 12. Open loop behaviour of buck converter: (a) input voltage variation; (b) duty cycle variation; (c) output voltage

variation.

Figure 13. Closed loop behaviour of buck converter with two fuzzy controllers in parallel P+I: (a) input voltage variation;

(b). output voltage variation.

Figure 14. Closed loop simulation scheme for buck converter with one PI fuzzy controller with two inputs.
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So, we can say that this second fuzzy PI controller with two inputs provides better behaviour,

but at the expense of greater computation time, so microcontroller that is implemented should

have better performance.

Figure 15. PI fuzzy controller with two inputs: (a) membership functions for error input; (b) membership functions for

integral error input; (c) membership functions for output; (d) control surface.

Figure 16. Inference rules for PI fuzzy controller with two inputs.
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4. Buck-boost converter

Principle scheme of the buck-boost converter is in Figure 18. This converter outputs a higher or a

lower voltage than the input voltage but with inverse polarity, so it is known as controller-

inverter. It also functions in two steps. In step 1, when the switch is in position 1, the diode is

inversely polarized and the current flows from the source through the inductor and charges its

electromagnetic field. In the second step, when the switch is in position 2, the energy stored in the

inductor is released on the capacitor and the output load with inverse polarity of the voltage.

From the point of view of the average values, it was considered a voltage drop occurs on the

switch. Also one considered the coil average voltage is equal with continuous output voltage.

Following Figure 19, one can write the following relations: iS þ iC ¼ iD, iD þ iT ¼ iL, UL ¼

Uin�
d

d�1 , iTðd� 1Þ ¼ iD�d. It has considered among others stationary input-output characteris-

tics of buck-boost converter. In addition, one can write the following equations:

Uin þUT �UL ¼ �L
diL
dt

ð9Þ

Uin ¼ �L
diL
dt

þ RSiS ð10Þ

Figure 17. Closed loop behaviour of buck converter with PI fuzzy controller with two inputs: (a) input voltage variation;

(b) output voltage variation.

Figure 18. Principle scheme of buck-boost converter.
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C
dUout

dt
þ

Uout

RS
þ iT ¼ iL ð11Þ

After several transformations, we obtain:

Uout �Uin
d

d� 1
¼ �L � C

d2Uout

dt2
�

1

d� 1
þ

L

RS

dUout

dt
�

1

d� 1
ð12Þ

By linearization and applying Laplace transform in null initial conditions, transfer functions

result as follows:

ΔUoutðsÞ

ΔUinðsÞ
¼

d0
d0�1

�L � C d0
d0�1 s

2
�

L
RS�

�
d0

d0�1 sþ 1
ð13Þ

ΔUoutðsÞ

ΔdðsÞ
¼

�Uin0
1

ðd0�1Þ2

�L � C d0
d0�1 s

2
�

L
RS�

�
d0

d0�1 sþ 1
ð14Þ

Parameters used in the simulation buck-boost converter are: L ¼ 56:5 μF, C ¼ 166:7 μF,

RS ¼ 2 Ω, d ¼ 0:5, Uin0 ¼ 15 V, Uout0 ¼ �15 V: Scheme simulation for buck-boost converter

in open circuit is similar to that for buck converter in Figure 11. Responses to step signals

applied to both voltage input, and on the duty cycle are shown in Figure 20. Although for this

converter two versions of fuzzy controllers were made, one version with two fuzzy controllers

disposed in parallel, one for the proportional component and one for the integrative compo-

nent, and a second version with a single fuzzy controller with two inputs (proportional and

integrative) and one output (duty cycle variation). For the first variant, fuzzy controllers are

shown in Figures 21 and 22. Buck-boost converter case has chosen five membership functions,

one of which corresponds to the term linguistic ZERO (ZE in Figures 21 and 22), the other

membership functions corresponding to the same linguistic terms as with previous fuzzy

regulators. The inference rules in this case were the same for both controllers: If the input is

NBIG, then output is NBIG; If the input is NMIC, then output is NMIC; If the input is ZE, then

output is ZE; If the input is PMIC, then output is PMIC; If the input is PBIG, then output is

PBIG.

Figure 19. Equivalent scheme for continuous mode of buck-boost converter.
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Closed-loop simulation scheme for this case is similar to that for boost converter in Figure 4

but with transfer functions and controllers shown in buck-boost converter. Buck-boost con-

verter’s response in a closed loop and step input are shown in Figure 23.

The behaviour of the converter for sinusoidal input voltage variation has been studied in this

case which is shown in Figure 24.

Figure 20. Buck-boost converter behaviour in open loop: (a) input voltage step; (b) output voltage at input voltage step;

(c) duty cycle step; (d) output voltage at duty cycle step.

Figure 21. P fuzzy controller for buck-boost converter: (a) membership functions for input; (b) membership functions for

output; (c) control surface.
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We notice here a better behaviour of fuzzy controller at step signal, the restore time to

prescribed value is lower than the other controller presented converters but notice a worsened

behaviour for sinusoidal signal response. At zero-crossing of the input signal, one obtained

jumps in output voltage. The amplitude is not large, about 0.3 V, but these jumps means higher

Figure 22. I fuzzy controller for buck-boost converter: (a) membership functions for input; (b) membership functions for

output; (c) control surface.

Figure 23. Closed loop behaviour of buck-boost converter with two fuzzy controllers in parallel (P+I): (a) input voltage

variation; (b) output voltage variation.

Figure 24. Closed loop behaviour of buck-boost converter with two fuzzy controllers in at sinusoidal input: (a) input

voltage variation; (b) output voltage variation.
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(b) membership functions for integral input; (c) membership functions for output; (d) control surface.

Figure 26. Inference rules for PI fuzzy controller.
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harmonics induced on power bus and thus worsening power quality on board of the UAVs. A

second version of fuzzy controller designed for buck-boost converter is that of a controller with

two inputs and one output, with five membership functions on each input and the output. This

fuzzy controller is shown in Figure 25. Inference rules for this fuzzy controller are presented in

table in Figure 26.

One observes a good response at step input in this case; but at sinusoidal input, voltage peaks

appear again at input zero crossing. That means again worse energy quality on board.

5. Conclusions

This paper presents some applications of the fuzzy control technique to DC-DC converters in

usual configurations (boost, buck, buck-boost). For each converter, first averaged mathematical

models are presented, obtained upon some equivalent schemes for continuous regime. Upon

these averaged models, transfer functions for each converter are deduced. These transfer func-

tions are applicable for the transitory regimes in the small perturbation hypothesis. One has to

take into account that the averaged models and transfer functions are available for the continu-

ous conduction regime for each converter. In order to obtain the continuous conduction regime,

each of the studied converters needs a big enough switching frequency. This frequency does not

appear explicitly in the transfer functions, but is determined by the circuit components.

Fuzzy controllers developed here for the studied converters are less usual. First, for the boost

and buck converters, one used fuzzy controllers with four membership functions two on each

input and output. In order to diminish the calculus volume for each functioning step as much

as possible, one used triangular membership functions at the middle of the interval and

trapezoidal membership functions at extremities. Although, one followed to reduce the num-

ber of membership functions.

For a more stable behaviour of the converters, one tried to reduce the control surface slope

around the origin and to keep a bigger slope far from the origin, in order to accelerate

converter return to the desired functioning point. By a convenient choose of the membership

functions, one could reach this purpose in conditions of a small number of membership

functions, as one can see in Figures 5c, 6c and less in Figure 15d.

To reduce further the calculus volume at each functioning step and to simplify inference rules

definition, one tested the possibility to decompose a PI fuzzy controller with two inputs in two

simpler fuzzy controllers, each of themwith one input. These new fuzzy controllers are disposed

in parallel and one has as input the error between the real output voltage and the desired output

voltage, and the other has as input the integral of this error. In this way, one can reduce the

inference rules from n · n to 2 · n where n is the number of the membership functions. Fuzzy

controllers defined for the boost converter were used successfully to control the buck converter.

For buck converter, one designed a classical PI fuzzy controller with two inputs and one

output, with four membership functions, two on each input an on the output (see Figure 15).

Performances obtained with this controller are improved. The peaks on the output voltage are
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reduced, and time to return to the prescribed voltage is also reduced (see Figure 17). In

Figure 17, one observes response slope changes when the controller passes from a control

interval to another and the return acceleration when the integrative component reaches the

limit of membership function PMC. One observes further response of slope diminishing when

the error decreases and smooth approach of the real output voltage to the prescribed one.

For the buck-boost converter, one tested classical fuzzy converters with odd number of member-

ship functions on each input (one of them corresponding to the linguistic term ZERO). One

aimed to obtain for this controller a small slope of the control surface near the origin and a bigger

slope far from it. Designed controllers can be seen in Figures 21, 22 and 25. Buck-boost converter

behaviour is good when step input is used, as one can see in Figures 23 and 27. But when

sinusoidal input is used, problems appear. In Figures 24 and 27 one can see the output voltage

peaks when the input passes through zero. That means worse quality of energy on board.

As an important conclusion, one can say that control with fuzzy technique offers a special

flexibility to the controller design. One can reach very good performances even for simplified

configurations of the controller. Possibility to obtain a convenient control surface for each

Figure 27. Buck-boost converter behaviour with PI fuzzy controller: (a) voltage step input; (b) response to step input; (c)

sinusoidal voltage input; (d) response to sinusoidal input.
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application is an advantage that cannot be reached with other control techniques. Although, in

some cases, design of a good fuzzy controller needs some experience and testing of many

variants, in order to select the better one. Simplistic definition of the membership functions and

inference rules can lead either to inconvenient control surfaces or to linear ones. In the second

case, the fuzzy controller could be replaced very well with a classical P or PI controller, with

same performances.
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A Model for Evaluating Soil Vulnerability to Erosion

Using Remote Sensing Data and A Fuzzy Logic System

Ignacio Meléndez-Pastor, Jose Navarro Pedreño,

Ignacio Gómez Lucas and Antonis A. Zorpas

Abstract

Soil vulnerability is the capacity of one or more of the ecological functions of the soil 

system to be harmed. It is a complex concept which requires the identification of multiple 
environmental factors and land management at different temporal and space scales. The 
employment of geospatial information with good update capabilities could be a satisfac‐

tory tool to assess potential soil vulnerability changes in large areas. This chapter pres‐

ents the application of two land degradation case studies which is simple, synoptic, and 

suitable for continuous monitoring model based on the fuzzy logic. The model combines 
topography and vegetation status information to assess soil vulnerability to land deg‐

radation. Topographic parameters were obtained from digital elevation models (DEM), 
and vegetation status information was derived from the computation of the normalized 

difference vegetation index (NDVI) satellite images. This spectral index provides rele‐

vance and is updated for each scene, evidences about the biomass and soil productivity, 

and vegetation density cover or vegetation stress (e.g., forest fires, droughts). Modeled 
output maps are suitable for temporal change analysis, which allows the identification 
of the effect of land management practices, soil and vegetation regeneration, or climate 
effects.

Keywords: soil vulnerability, fuzzy logic, remote sensing, soil erosion, soil degradation

1. Introduction

Soil is considered a nonrenewable resource, and it is essential for food security and for our sus‐

tainable future and is defined as the top layer of the earth’s crust formed by mineral particles, 
organic matter, water, air, and living organism [1]. Desertification associated to soil erosion 
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processes is the main topic to protect and maintain soils. Moreover, desertification and land 
degradation are terms that are used in order to indicate ecosystem productivity and are associ‐

ated with loses of vegetation covered [2]. The United Nations program against desertification is 
crucial as it focuses on fighting hunger and poverty, foresting stability, and building resilience 
to climate change in some of the world’s most vulnerable areas [3]. Soil erosion, water‐holding 

capacity, salinity, sodicity, losses of nutrients, etc. are common indicators used to categorize 

land degradation [1]. The genesis of soil is a long process, and the formation of a layer of 30 cm 
depth takes from 1000 to 10,000 years [4]. This scenery created between soil degradation and 
the long process of formation gives us few alternatives about soil conservation, which is essen‐

tial for humans.

Soil vulnerability is the capacity of one or more of the ecological functions of the soil system 

to be harmed, i.e., biomass production, filtering, buffering and transformation medium, gene 
reserve, and protection of flora and fauna [5]. In other words, it is the sensitivity of soil against 

degrading processes.

The most important degrading process worldwide related to desertification, among others, 
is soil erosion as a result of climate change. Climate change is one of the major drivers of 

an ecosystem shift in a decertified state [6]. The vegetation plays a key role protecting soil. 
Moreover, soil erosion is associated to biomass production which has an important role in the 
future energy situation [7]. There are several factors affecting soil erosion. However, vegeta‐

tion and topography play a crucial role in the vulnerability of soil. The first one is the most 
important source of organic matter to soil, protecting it against rain and wind (water and 
wind erosion) [8]. The second one determines and facilitates the losses of soil due to erosive 
processes and transport.

Soils with low vegetation cover and high slopes are more vulnerable against degrading pro‐

cesses. For this reason, it is very important to know these factors to establish the vulnerability 

of a soil in order to protect it, prevent erosion, and keep resources for a sustainable future use.

Many countries like Cyprus, Greek Islands, Spain, and Italy are affected by soil erosion, and 
there are many problems to access or obtain soil data because of the orography, accessibility, 

or other environmental factors. It is estimated that more than 115 million hectares which rep‐

resents 12% of European total land are subject to erosion [9]. Moreover, it is estimated that, in 
the Mediterranean area (consists of a vulnerable area due to climate change effects), water ero‐

sion could affect the loss of 20/40 ton/ha of soil after a single cloudburst, and in extreme cases, 
the erosion could be even more than 100 ton/ha [10, 11]. For this reason, it is important to have 

techniques that facilitate the creation and population of spatial information. These techniques 
are englobed in digital soil mapping (DSM) which are systems composed by numerical models 
inferring the spatial and temporal variations of soil types and soil properties from soil observa‐

tion and knowledge and from related environmental variables [12]. It is important to have an 

overview of the state and properties of soils for decision‐makers and to facilitate the population 

and access to soil data. We cannot forget that land and water resources are central to agriculture 

and rural development and are intrinsically linked to global challenges of food insecurity and 

poverty, climate change adaptation and mitigation, as well as degradation and depletion of 

natural resources that affect the livelihoods of millions of rural people across the world. [13]. 
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The use of easy models that can be applied by administration for decision‐making plays a key 
role for resource conservation and people. In this sense, the models based on remote sensing 

data and mathematical models as those based on fuzzy logic systems can be helpful.

The models based on fuzzy logic systems are related to fuzzy set theory which plays a pri‐
mary role in fuzzy logic. Zadeh developed the theoretical basis of this theory and defined 
the concept of fuzzy sets as “A fuzzy set A in X is characterized by a membership function 

fA(x) which associates with each point in X a real number in the interval [0, 1], with the value 
of fA(x) at x representing the ‘grade of membership’ of x in A. The nearer the value of fA(x) 
to unity, the higher the grade of membership of x in A” [14]. The more interesting property 
is that fuzzy sets work well with data uncertainties. A strict categorization (with discrete 
classes) of environmental/soil factors falls within subjectivity and carelessness of uncertain‐

ties (e.g., error measurements, selection of decimals, missed data, etc.). Fuzzy sets are used for 
classifications where the classes do not have sharply defined boundaries [15]. This approach is 
easily applied for environmental phenomena study, such as soil nutrient losses, atmospheric 

pollutant dispersion, forest productivity, etc., due to the great spatial variability and possible 

discontinuity of those phenomena.

Fuzzy theory provides a rich mathematical basis for understanding decision problems and for 

constructing decision rules in multi‐criteria evaluation and combination [16]. A wide variety 

of fuzzy logic approaches have been developed in order to expand the concept of fuzzy sets. 

Fuzzy measure refers to any set of function which is monotonic with respect to set member‐

ship [17]. The variety of functions that can be applied is great. In fact, a fuzzy function is a 
generalization of the concept of a classical function. A classical function f is a mapping (corre‐

spondence) from the domain D of definition of the function into a space S; f(D) ⊆ S is called the 
range of f. Different features of the classical concept of a function can be considered fuzzy [18]. 

Fuzzy measures include Bayesian probabilities, beliefs and plausibilities of Dempster‐Shafer 
theory, and membership grades of fuzzy sets, providing a framework for the methodologies 

of uncertainty studies [19].

In this process, fuzzy sets and soil erosion are combined in order to facilitate decision‐making 

based on easy criteria that can be applied by administration. Desertification, climate change, 
and soil productivity have to be considered. The need of global understanding of local pro‐

cesses and the possibilities of the computers and remote sensing techniques are the bases of 

this methodology. For these environmental, social, and economic reasons, it is necessary to 

have a tool for taking decisions. On the one hand, decision theory is concerned with the logic 

by which one arrives at a choice between alternatives [20]. On the other hand, the procedure 

by which one selects among different alternatives is enabled by a decision support system 
(DSS). The study of decision support systems is an applied discipline that uses knowledge 
and especially theory from other disciplines [21]. In this case, the knowledge of soil science 

and mathematical modeling helps us build an effective DSS.

A type of decision support system widely used is the multi‐criteria evaluation (MCE) based on 
multi‐criteria analysis (MCA) of analytical hierarchy process (AHP) [22, 23]. The AHP analy‐

sis is based on three basic principles as indicated by Zorpas and Saranti [22], and those include 

the preferences configuration, the interruption of the problem into subproblems, and finally 
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the pair‐wise comparison of criteria/subcriteria with the proposed alternative scenarios. The 
MCA [22, 23] focuses on four main stages starting with recognition of the problem (if possible 
to split in subproblems) and the formation of a hierarchical structure, followed by the pair‐
wise comparison of decision elements used to derive normalized absolute scales of numbers 

whose elements are then used as priorities, and continued with the control of the priorities 

set (to solve the problem) and finally the assessment and the evaluation of the alternative 
scenarios to solve the specific problem. This methodology can be used from decision‐makers, 
engineers, consultants, researchers, and governmental and local authorities in order to evalu‐

ate or propose specific solution in a specific problem [21].

The MCE explores how to combine the information from several criteria to form a single 
index of evaluation using discrete or continuous factors [21–23]. For this purpose in envi‐

ronmental sciences, thematic information aggregation procedures are used in the process of 

criteria combination. Two traditions of aggregation procedures have been extensively used 
for MEC [24]: (1) Boolean overlay where all criteria are assessed by thresholds of suitability 
to produce Boolean maps using logical operators such union, intersection, or negation and 

(2) weighted linear combination (WLC) where continuous criteria are standardized (gener‐

ally by a simple linear transformation) to a common numeric range and then combined by 
weighted averaging. Both aggregation criteria are rather inflexible as consequence of their 
inherent logic aggregation (type of operators and properties).

Aggregation operations on fuzzy sets are operations by which several fuzzy sets are com‐

bined in a desirable way (assuming some rules and operators) to produce a single fuzzy 
set [25]. Fuzzy measures provide a theoretical base to explore an expand understanding of 

MCE processes and the design of new aggregation operators [24]. Two traditions of logic 
operators have been extensively used since decades [26]: (1) MIN and MAX operators for 
Boolean overlay and fuzzy membership aggregation and (2) averaging operator for weighted 
linear combination. Jiang and Eastman [24] suggested the use of weighted linear combina‐

tions as a fuzzy set membership operator together with the MIN and MAX operators, in the 
framework of fuzzy measures. This is a very flexible approach for fuzzy set aggregations. 
In this chapter, the proposed soil vulnerability model related to soil erosion is based on this 

approach for fuzzy set aggregation and easy functions for the analysis.

2. A fuzzy logic model to evaluate soil vulnerability

Soil erosion may be considered the most important degradation processes in this approach, 

and the vulnerability of soils is based on the most important criteria affecting this process. 
Two types of information used by this model are (1) topographic parameters and (2) veg‐

etation. Remote sensing techniques allow us to have data from any part of the Earth. For 
instance, digital elevation models (DEMs) which can describe the topography of any region 
can be derived from data obtained by the Shuttle Radar Topography Mission of NASA [18] 

and many other platforms. Remote sensing techniques can also provide vegetation status data 

for the analysis. For instance, data obtained from Landsat missions [27] or other programs 

facilitate the calculus or vegetation index like normalized difference vegetation index (NDVI).
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The analytical capabilities derived from the use of DEM are enormous, ranging from basic 
topographic feature estimation, to flood simulations, and others. Moreover, remote sensing 
has a great potential to obtain imagery from optical, thermal, and microwave spectral regions 

across wide regions of the planet with a great temporal frequency, enough accuracy, and open 

source. Image processing methods of remotely‐sensed data could extract valuable and spe‐

cialized information of selected targets (e.g., soils, vegetation, waters, etc.). An added value of 
image processing techniques is the capability to analyze temporal series of data which can be 

useful to study the vulnerability and changes occurred in soils along time.

The proposed model is based on a set of three initial inputs, selected considering the previous 
indications (Figure 1):

• Slope: This topographic parameter could be derived from a DEM, and it is defined as the 
variation of altitude between two points in relation with the distance that separate them. 

Slope parameter reports information about the roughness of the territory and plays a 

key role in soil erosion because it could increase or reduce the effect of water [28]. The 
universal soil loss equation (USLE), and derived equations from this, considers slope 
parameter as a key factor for superficial soil water erosion [29].

• Aspect: This topographic parameter could be derived from a DEM. It reports information 
about the geographic orientation of the slopes. As a general rule (in the north hemisphere), 
a slope closer to a north aspect presents lower temperature and higher moisture levels 

Figure 1. Flowchart of the fuzzy logic model to soil vulnerability evaluation.
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(lower incident radiation levels). This parameter could suggest information about soil 
moisture, water availability by plants, etc. This general rule could be dismissed in special 
local situations (e.g., for places where wet maritime winds impact against slopes closed 
to a south aspect). This factor is of great importance in plant distribution and growth and 
soil development and properties [30].

• Normalized difference vegetation index (NDVI) is computed as a normalized ratio between 
near infrared (NIR) and red spectral bands of remotely‐sensed imagery. NDVI values range 
between −1 and +1. This vegetation index is strongly related with several vegetation pa‐

rameters such as changes in biomass and chlorophyll content [31, 32]. NDVI is related with 
other vegetation parameters too [33] such as leaf water content, CO

2
 net flux, absorbed pho‐

tosynthetically active radiation (APAR), and leaf area index (LAI), among others. A high 
NDVI value (usually over 0.3–0.5) indicates a vigorous and dense vegetal coverage.

Slope, aspect, and NDVI are the parameters computed in our model and could be extracted 
for wide regions from remote sensing data. Those parameters are computed following the 
flowchart as Figure 1 presents, with an easy function that can be implemented. The simplic‐

ity of the model may be the limiting factor because only three inputs are taken into account.

However, this tool is good enough to have an overview of the soil erosion and could be a good 
tool for regional soil vulnerability assessment and long‐term monitoring with a low economic 

cost. A near real‐time monitoring of soil vulnerability, depending on the availability of data 

from satellite, could be performed and used by land managers and scientist. The main advan‐

tage in this sense is that field campaign to check soil, vegetation status, slope, and other filed 
parameters is initially not necessary. Moreover, the centered field work in determined areas 
reduces the cost of large field campaigns of wide territories.

The proposed model considers input parameters as fuzzy sets (factors) to be standardized by 
the definition of individual membership functions. A great variety of fuzzy set membership 
functions have been developed.

Based on Eastman [16], fuzzy set membership functions can be defined by three parameters:

• Shape of the function that provides three possible options: (1) monotonically increasing 
which begins at 0 and then rise and stay at 1, (2) monotonically decreasing which is op‐

posite to the previous one, and (3) symmetric which firstly rise and then fall again

• Control points that govern the shape of the curve

• Type of function with three possible options: (1) sigmoidal produced by a cosine function, 
(2) J‐shaped produced by a sine function, and (3) linear produced by a linear function

The definition of these parameters provides a great number of possibilities to define the effect 
of individual factors in the observed phenomena. The shape and type of membership func‐

tions should be defined according to the knowledge of environmental phenomena. Weighted 
linear combination is used for the standardized aggregation factors. This method allows the 
possibility to assign equal or differential weights to factors in function of experts’ knowledge 
about their relative importance for the studied phenomena. Finally, it is important to mention 

that this simple model approach could be completed with other factors to be considered in 
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the aggregation process or in other stages of the model. Equilibrium must be found between 
model simplicity and valuable obtained data to soil conservation.

3. Soil vulnerability under high slope changes: a case study

A test of soil vulnerability evaluation of this model after a fire event was done, considering that 
the area to test the model has many changes in slope and is close to the sea, affected from marine 
breeze and moisture. The selected area is located on the south‐east coast of Spain (Alicante 
province) in the area of “La Granadella” (38.73°N, 0.19°E). This test site supported a fire event 
from 26 to 30 on August 2000. The topography is characterized by a highly rough relief (cliffs 
above the sea of more than 150 m) and a wet Mediterranean climate (700–1000 mm/year of 
rainfall). This is an interesting test area which combines a wet climate and a complex and pre‐

cipitous relief and exhibits a great recurrence of fires.

The hypothesis to verify with the fuzzy logic model is that vegetation regeneration has a 
primary role in soil vulnerability reduction. The potential advantage for the use of fuzzy sets 
with respect to other methods of factor combination must be owed to their great flexibility 
derived from the defined membership functions.

Vegetation status information was obtained from two satellite scenes acquired by the multi‐
spectral advanced spaceborne thermal emission and reflection radiometer (ASTER): (http://
asterweb.jpl.nasa.gov/) sensor. The first scene was acquired 4th October in 2000, some days 
after the forest fire, while the second scene was acquired 7th June in 2003, being a reasonable 
period for a substantial evolution in the landscape.

ASTER sensor is composed of three subsystems in function of their spectral and spatial reso‐

lution characteristics: visible near‐infrared radiometer (VNIR) with 15 m of spatial resolution 
and stereoscopic capability, short‐wave infrared radiometer (SWIR) with 30 m of spatial reso‐

lution, and thermal infrared radiometer (TIR) with 90 m of spatial resolution [34]. Only VNIR 
system bands were employed for our analyses. Both scenes were in origin preprocessed to an 

ASTER high‐level product denominated AST_07 which contain data of surface reflectance [35].

Topographic information was obtained from a high‐resolution digital elevation model (Figure 2) 
that was computed using the previous vector cartography (scale 1:10,000). Triangulated irregu‐

lar network (TIN) polygons were computed with the nodes of the vector cartography and used 
to develop the raster DEM. The spatial resolution of the DEM was adjusted to ASTER‐VNIR 
imagery (15 m). Satellite images were geometrically corrected using the high‐resolution DEM 
and additional cartography in order to minimize the positional errors among the different 
sources of information. The root‐mean‐square error (RMSE) of the geometric correction was 
less than half a pixel for both ASTER scenes.

Topographic parameters (slope and aspect) were computed using the DEM. Both parameters 
were quantized as degrees. Normalized difference vegetation index is derived from a spectral 
band transformation between near‐infrared and red bands. The original NDVI formulation has 
been attributed to Rouse et al. [36] and their research with early Landsat images. The original 
NDVI formulation has been adapted to subsequent sensors whose spectral characteristics are 
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bands (Eq. (1)):

  NDVI =   
 ρ  VNIR3

   −  ρ  VNIR2
  
 __________  ρ  VNIR3

   +  ρ  VNIR2
      (1)

where ρVNIR2 is the spectral reflectance for the second band of the ASTER‐VNIR subsystem and 
ρVNIR3 is the spectral reflectance for the third band of the same subsystem. The computation of 
NDVI is more suitable with surface reflectance data (like AST_07 high‐level ASTER product) 
in order to minimize differential wavelength‐dependent atmospheric disturbances. NDVI 
was computed in the same way for the 2000 and 2003 scenes (Figure 3 (a) and (b)).

Soil vulnerability estimations were computed for both 2000 and 2003 scenarios. Individual 
fuzzy set membership functions are characterized by their shape and type and were defined 
for each of the considered soil vulnerability factors (i.e., slope, aspect, and NDVI). In this 
sense, Table 1 provides a synthesis of model parameters used with the fuzzy logic model. The 
proposed model employed the following membership function for input variables: (1) NDVI, 
a monotonically decreasing linear function; (2) slope, a monotonically increasing J‐shaped 
function; and (3) aspect, a symmetric linear function. Membership functions required the defi‐

nition of several control points (CP) for a potential model generalization.

Fuzzy membership functions were combined weighting the relative importance of each one 

using a linear system. Jiang and Eastman [24] suggested the use of weighted linear combina‐

tions as a fuzzy set membership operator together with the MIN and MAX operators, as a 
very flexible approach for fuzzy set aggregations.

This weighting process considers the relative importance of each variable in the modeling process. 
Vegetation and slope were considered the most important factors for the soil vulnerability model. 

Figure 2. Digital elevation model (DEM) of “Sierra de Escalona” test site.
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Further details of the definition of membership functions and model calibration are available in 
Melendez‐Pastor et al. [37]. Finally, a temporal change analysis of soil vulnerability was com‐

puted using the percentage of change procedure employing the following formulation (Eq. (2)):

  Temporal change (% ) =   
 (   t  

2
   −  t  

1
   )  
 _____ 

 t  
1
  
   · 100  (2)

where t
1
 and t

2
 are the soil vulnerability estimations for 2000 and 2003, respectively.

The application of the fuzzy logic model for this study area covers two environmental facts, 
an (almost) invariant one associated to the slope and orientation (which are mainly deter‐

mined by the geomorphology of the landscape) and a highly changing parameter as the veg‐

etation through NDVI. Landscape topography greatly affects soil profile formation [30, 38], 

while vegetation status and dynamics are highly related with the quality of the soils [39]. The 
DEM analysis revealed that the study area has a mean slope value of 16 degree, with a maxi‐
mum slope value of 78 degrees. Relief is mainly configured on a NE‐SW direction with pref‐
erential slope orientation to the SE direction. NDVI mean values varied from 0.31 (standard 
deviation of 0.12) on 2000 to 0.38 (standard deviation of 0.09) on 2003.

Soil vulnerability simulations (Figure 3 (c) and (d)) revealed the severe impact of the forest 
fire on vegetation. The model marks the importance of vegetation dynamics, the relation with 
the presence of soil although both are limited to the position as the model indicates (slope and 

Figure 3. NDVI estimations for 2000 (a) and 2003 (b). Soil vulnerability estimations for 2000 (c) and 2003 (d). Soil vulnerability 
results area in 8 bits of quantization.
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aspect). A characteristic pattern of soil vulnerability mitigation by intense vegetation regen‐

eration could be advertised along the valleys where NDVI has increased faster since 2000. The 
temporal change estimation of soil vulnerability simulations (Figure 4) remarks the local high 
postfire ecosystem regeneration. Change rates are up to a 30% of less soil vulnerability within 
burned area. Soil vulnerability change map also highlighted areas where soil vulnerability 

has increased. Those changes correspond to land use conversions to urban (change rates up 
to a 30% of more soil vulnerability) and vegetation status variations.

Figure 4. Temporal change (%) of soil vulnerability estimation. Green pixels correspond to less vulnerable areas on 2003.

Factors Slope Aspect NDVI

Membership 
functions

Shape Monotonically increasing Symmetric Monotonically decreasing

CP 1 0 0 0

CP 2 90 180 1

CP 3 No 180 No

CP 4 No 360 No

Type J‐shaped Linear Linear

Weights 0.35 0.05 0.6

Table 1. Model parameters for the soil vulnerability factors slope, aspect, and NDVI.
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4. Soil vulnerability and vegetation as a limiting factor

The proposed model was also engaged in a research of soil vulnerability evaluation in a 
semiarid area in the south of Alicante province (Spain). This study area is located in a por‐

tion of the “Sierra de Escalona” (37.97°N, 0.86°W), an area with altitudes ranging from 80 to 
340 m.a.s.l., a semiarid Mediterranean climate with hot summers and scarce precipitations 
(less than 250–300 mm), and fragile soils severely affected by erosion and land degradation 
processes. Dominant land cover classes are intensive agriculture (citrus and almond trees) at 
low to medium slopes, xerophytic shrubs in abandoned fields and marginal areas, and sparse 
Pinus halepensis stands at the highest slopes. A large reservoir fed by a transbasin diversion is 

located in the north of the study area. This is an interesting test area which combines a semi‐
arid climate, intensive exploitation of soil resources by agriculture, and high erosion rates 

resulting transport of sediments and nutrients to the reservoir.

The hypothesis to verify with this fuzzy logic model application is that soil vulnerability 
is enhanced during drought periods when vegetation status is less protective against land 

degradation drivers. The engagement of satellite images allowed the estimation of soil vul‐
nerability changes within a drought period and between hydrologic years with different pre‐

cipitation patterns (drought vs. normal year).

A comparison of the changes regarding soil vulnerability between late spring/early sum‐

mer and late summer for different hydrologic years was included in this research. The selec‐

tions of the dates were based on meteorological information and satellite image availability. 

Meteorological information for the nearby Pilar de la Horadada town meteorological stations 
was obtained from the Spanish Agroclimatic information System for Irrigation (Ministry of 
Agriculture and Fisheries, Food and Environment). Precipitation data indicated that the 
2000 water year was characterized by a severe drought (169.8 mm), while 2003 was a more 
regular hydrologic year (253.0 mm). This information was the starting point for the compila‐

tion of vegetation and topography datasets.

Four satellite scenes acquired by the multispectral ASTER sensor were employed to obtain 
vegetation information. Two scenes were acquired for the 2000 hydrologic year (June 30 and 
August 1) and two other images for the 2003 water year (May 22 and August 10). The first 
images correspond to the end of spring and early summer, while the second scenes corre‐

spond with the end of summer. Only VNIR system bands (15 m of spatial resolution) were 
employed for our analyses. Both scenes were in origin preprocessed to the ASTER high‐level 
product of surface reflectance (AST_07).

Topographic information was obtained from a high‐resolution digital elevation model (Figure 5) 
that was computed using the previous vector cartography (scale 1:10,000). Triangulated irregu‐

lar network (TIN) polygons were computed with the nodes of the vector cartography and used 
to develop the raster DEM in the same way as the previous case study. The spatial resolution 
of the DEM was adjusted to ASTER‐VNIR imagery (15 m). Satellite images were geometrically 
corrected using the high‐resolution DEM and additional cartography in order to minimize 
the positional errors among the different sources of information. The root‐mean‐square error 
(RMSE) of the geometric correction was less than half a pixel for both ASTER scenes.

Fuzzy Logic, Systems and Engineering Applications

374

_____________________ WORLD TECHNOLOGIES _____________________



WT
Slope and aspect were computed using the DEM and quantized as degrees. Normalized differ‐

ence vegetation indices were computed with the surface reflectance data spectral band transfor‐

mation between near‐infrared and red bands according to Eq. (1). Soil vulnerability estimations 
were computed for the four dates of the ASTER scenes (Table 2). The proposed model employed 
the following membership function and weights for input variables: (1) NDVI, a monotoni‐
cally decreasing linear function with a weight value of 0.4, (2) slope, a monotonically increasing 
J‐shaped function with a weight value of 0.4, and (3) aspect, a symmetric linear function with a 
weight value of 0.2. Membership function control points were the same of the previous case study. 
Further details of the definition of membership functions and model calibration are available in 
Melendez‐Pastor et al. [40]. Finally, a temporal change analysis of soil vulnerability was com‐

puted using the percentage of change procedure employing the formulation of Eq. (2). Temporal 
change analyses were done between different seasons for the same year estimations (E01 vs. E02 
and E31 vs. E32) and between the same seasons for different years (E01 vs. E31 and E02 vs. E32).

NDVI estimations highlighted the critical importance of hydrologic year accumulated precipi‐
tation for the maintenance of vegetation status for nonirrigated areas. In Figure 6 (a) and (b), 

Estimation Year Season ASTER scene Accumulated 

precipitation

E01 2000 Spring summer 06‐30‐2000 167.2

E02 2000 Late summer 08‐01‐2000 167.8

E31 2003 Spring summer 05‐22‐2003 246.4

E32 2003 Late summer 08‐10‐2003 250.0

Table 2. Soil vulnerability estimations and employed ASTER scenes. Hydrologic year accumulated precipitation for Pilar 
de la Horadada meteorological station is shown.

Figure 5. Digital elevation model (DEM) of “La Granadella” test site.
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the largest portion of the study area corresponds with nonirrigated crops, sclerophyllous vege‐

tation, and some coniferous forest areas. They had very low NDVI values, while irrigated areas 
and some wet ravines exhibited quite high NDVI values (0.4–0.6). These NDVI images corre‐

spond with an intense drought water year with less than 168 mm of accumulated precipitation.

Climatic conditions for the hydrologic year 2003 were very different with almost 50% more 
precipitation. Greener areas in Figure 6 (c) and (d) correspond with the irrigated crops and 

also with some coniferous forest and dense sclerophyllous vegetation areas. More intense 
NDVI changes for irrigated crops were associated with the harvest of seasonal crops.

High values of soil vulnerability estimations were obtained for almost the whole study 
area in all the scenes (Figure 7), due to the abrupt orography and the lack of vigorous 
vegetation cover. Southern slopes with high slope values are shown as the most vulner‐

able areas since its vegetation cover, and edaphic development is very scarce. The lowest 
soil vulnerability estimations were obtained for some crop fields with permanent crops in 
flat areas.

Temporal change analyses between different seasons for the same year estimations were done. 
Figure 8 (a) corresponds with the change in 2000 (E01 vs. E02), and Figure 8 (b) is for the 

change in 2003 (E31 vs. E32). The most remarkable changes were associated with the irrigated 
crops. Temporal crops had been collected within the period of time of the change analysis, and 
the soil vulnerability increased by the elimination of the vegetation cover. On the other hand, 

temporal change between the same seasons but for different years (2000 vs. 2003) was ana‐

lyzed. Figure 8 (c) corresponds with the change analysis for late spring‐early summer (E01 vs. 
E31), while Figure 8 (d) corresponds with the change analysis for late summer (E02 vs. E32). 

Figure 6. NDVI images for the estimations E01 (a), E02 (b), E31 (c), and E32 (d).
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was more intense for the change analysis of late spring‐early summer when very few areas 

exhibited an increase of soil vulnerability estimations. Figure 8 (c) indicated a large increase 

of soil vulnerability in areas of the center and east of the image, which are produced by crop 

Figure 8. Temporal change (%) of soil vulnerability estimation E01 vs. E02 (a), E31 vs. E32 (b), E01 vs. E31 (c), and E02 
vs. E32 (d).

Figure 7. Soil vulnerability estimations E01 (a), E02 (b), E31 (c), and E32 (d).
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replacements. Two higher soil vulnerability areas in the north of the image are part of the 
reservoir basin without a soil profile. Late summer temporal changes were less evident for 
the nonirrigated areas by the absence of precipitations in 2000 and 2003. Soil vulnerability 
reductions were associated to irrigated areas less affected by the typical summer drought of 
the study area.

5. Conclusions

The main advantage of the proposed model is the fact that it is associated to the easy data 
collection and computation, which can be used to evaluate soil vulnerability and erosion. 

The tests applied as an example remarks the great potential of the proposed approach and its 
great sensitivity to evaluate the actual state and detect temporal changes of soil vulnerability 

as a dynamic key parameter which plays significant role for soil conservation.

Our studies verified the utility of this simple and easy tool to update with satellite images 
and fuzzy logic model approach. The applicability of this approach for large and sparsely 
populated areas with limited field information could be useful in order to promote better land 
management strategies and more in‐depth analysis of soil degradation processes. Decision 
support systems for local and regional authorities and land management can be tools that 

help decision‐makers arrive to an adequate response for environment, society, and sustain‐

able future.
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Precision Improvement in Inertial Miniaturized
Navigators Based on Fuzzy Logic Denoising of Sensors
Signals

Teodor Lucian Grigorie and
Ruxandra Mihaela Botez

Abstract

The chapter presents a new strategy to improve the precision of the inertial navigators 
processing in a fuzzy manner the signals provided by the miniaturized sensors equipping 
their inertial measurement units (IMU). To apply the developed technique, the hardware 
component of the inertial measurement units was specifically designed to include some 
redundant clusters of inertial sensors disposed in linear configurations on the measure-
ment axes. The algorithm acts at the level of each detection cluster designed to measure 
an acceleration or angular speed along with an IMU axis by fusing the data obtained from 
the sensors in respective cluster. Based on the standard deviations of the sensors signals 
estimated for a data frame with a well-known size, the fuzzy logic mechanism provides 
a set of weights associated with each sensor in cluster, which are further used to fuse the 
data acquired from sensors at the current time. The algorithm has an adaptive charac-
ter, the data frame used to estimate the standard deviations of the sensors signals being 
permanently updated with the new sensors measurements, and, in this way, the weights 
associated with each sensor are reestimated at each measurement step.

Keywords: inertial navigation, miniaturized sensors, data fusion, fuzzy logic, 

redundant configurations, noise reduction, precision improvement

1. Introduction

The permanent change at the level of the sensor fabrication technologies in the last two decades 

aiming especially toward miniaturization produced a significant change in the  navigation and 
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positioning systems field from the point of view of strap-down inertial  navigation systems 
(SDINS). Therefore, more and more applications have been developed and are currently devel-

oped starting from this concept and based on miniaturized inertial measurement units and 

 miniaturized data processing systems. These new technologies, MEMS ( micro-electro-mechanical 

systems), NEMS (nano-electro-mechanical systems), MOEMS (micro-opto- electro-mechanical 

systems), or NOEMS (nano-opto-electro-mechanical systems), are currently successfully 

applied in the inertial sensors, dedicated to a large part of the SDINS applications. Actually, due 

to the miniaturization, the SDINS systems application field has been seriously extended beyond 
the classical navigation systems equipping the vehicles in the aerospace industry, at the level 

of land-vehicle applications, robotics, medicine, and assisted living [1–4]. The distribution of 

the inertial sensor fabrication technologies on future applications accuracy classes can be orga-

nized as in Figure 1 [1]. It can be easily observed that the accuracy level for NEMS technologies 

(possibly NOEMS) are still at the commercial applications level; IOG—integrated optics gyro, 

IFOG—interferometric fiber optic gyro, HRG— hemispherical resonant gyro, PCF-FOG—pho-

tonic crystal fiber-fiber optic gyro.

Included in the dead-reckoning navigation systems category, the SDINS was succeeded 

on the market due to its availability to provide the vehicle speed and position with abun-

dant dynamic information, due to the possibility to calculate at an extremely high rate com-

paratively with the GPS system, and due to its excellent short-term performance. Having 

Figure 1. Inertial sensor technologies on the application accuracy classes.
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 characteristics complementary to satellite positioning systems, in time, it became an impor-

tant component of the modern navigation systems near the GPS [5–6]. If the two systems are 

used in an integrated configuration, for a short time, derived from the quality of the used 
inertial sensors, the inertial navigator can overcome the nonavailability of GPS signals and 
can maintain in this way the navigation solution at a high quality; a well-designed INS/GPS 
navigator provides improved performance in terms of accuracy, availability, and reliability in 

front of a simple GPS system.

From another point of view, the inertial navigators are subjected to various error sources, 

their main deficiency residing in the great accuracy degradation over time mainly due to the 
quality of the used inertial sensors [7–9]. New miniaturization technologies plays an impor-

tant role in the reduction of the cost and the volume of the inertial sensors, which, apparently, 

offers an important advantage for the miniaturized inertial sensors, but, in fact, the fabrica-

tion processes of such sensors make these very sensitive to the changes of the environmental 

conditions: temperature, pressure, electric and magnetic fields, and vibrations. Therefore, the 
sensors output can vary quickly, widely, and sometimes randomly and is very hard to be 

modeled. In many cases, this sensitivity leads to the decreased sensor performance, adding 

more error types, and possibly, with higher values than those of classical sensors [3, 9].

In this context, the need to develop low-cost, small-size, and high-precision INS/GPS integrated 
navigators, which are able to be used also in GPS challenging environments, generated few 
research directions in the field; the main two being [4–6, 10–14]: (1) to develop standalone accu-

rate SDINS structures with miniaturized IMUs; (2) to develop new INS/GPS data-fusion meth-

ods based on artificial intelligence algorithms, having objectives to overcome the limitations 
in terms of model dependency, prior knowledge dependency, and linearization dependency.

The increase of the SDINS accuracy in standalone configuration targets, in fact, the improve-

ment of the quality for the signals provided by the IMUs to the navigation processor through 

the obtaining of high quality miniaturized sensors or through the development of various 

IMU hardware architectures accompanied by right numerical algorithms able to produce sen-

sor errors estimation and compensation [9, 13, 14]. Two categories of errors parasitize the 

inertial sensors: deterministic errors and stochastic errors. For the deterministic errors, the 

specialists conceived various calibration procedures, which can easily estimate and eliminate 

it. Unfortunately, the stochastic error estimation necessitates a more complex process and 

they cannot be fully removed from the sensors data. For both categories of inertial sensors 

(accelerometers and gyros), the most important stochastic errors are caused by noise and by 

instability of bias and of scale factor [7].

The main difficulty with the noise is related to the impossibility to apply a direct filtering pro-

cedure by using classical methods, because, in terms of frequency spectrum, it is superimposed 

on the band 0–100 Hz of the navigation useful signal [7]. As a consequence, many researches 

have been initiated to find alternative solutions to limit its impact on the solution of navigation. 
On the other way, it must not forget that at the level of the noise there are present two compo-

nents, long term noise (low frequency noise) and short term noise (high frequency noise), each 

one with its own spectral characteristics and with its own compensation mechanism: optimal 

low pass filtering or using algorithms that fusing the data from multiple sensors [13, 15–19].
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Our identified way to improve the quality of the inertial sensor signals is based on the use of 
redundant detection clusters with the sensors disposed in linear configurations along each 
detection axis in IMU (Figure 2) [9, 13]. For each cluster, the measured data are subsequently 

fused to provide to the navigation processor a better measured signal of acceleration or angu-

lar speed for the respective axis in IMU. Simultaneously, this structure provides the advan-

tage to have a redundant inertial navigator in terms of the detection unit components, i.e., 

when one or more sensors in a detection cluster break down they are removed from calcula-

tion process but the system still remains operational. The inertial sensors in the same cluster 

have the sensitivity axes parallel and oriented in the same sense with the detection axis.

The proposed fuzzy logic procedure was mainly designed to produce effects at the level of the 
sensor noise, but some benefits were also noted at the level of bias effects reduction.

The work exposed here is related to a research project developed in Romania and financed by 
the Executive Unit for the Financing of Higher Education and University of Scientific Research, 
which aimed at the strap-down inertial navigators’ precision improvement by using redun-

dant sensor networks for their IMUs and new adaptive numerical algorithms for data fusion.

In this chapter, the information is structured as follows: Section 1 is constituted by a short 

introduction; Section 2 exposes the algorithm basic elements and structure, including the 

fuzzy logic mechanism; Section 3 shows the numerical simulation results obtained with the 

developed algorithm for detection clusters with various sizes and sensors types; Section 4 

provides the results obtained with some experimental data acquired with detection clusters 

with six MEMS sensors each (assisted by an integrated GPS/INS navigator as reference posi-
tioning system) and processed for a bidimensional INS navigator; and Section 5 highlights the 

benefits brought by the algorithm in the form of the conclusions.

Figure 2. Inertial sensors disposed in linear configurations along each detection axis in IMU.
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2. Data fusion algorithm basic elements and structure

To describe the generalized form of the proposed algorithm, it is denoted with n the num-

ber of collinear sensors included in a detection cluster, as in Figure 2. On the other way, if x
i
 

(i = 1 ÷ n) are the measurements of the x quantity provided by the n sensors, characterized by 

the standard deviations σ
i
 (i = 1 ÷ n), then the weighted mean obtained by applying the data 

fusion algorithm conducts to the x
e
 estimate of the x quantity under the next form [14]:

   x  
e
   =  w  

1
   ⋅  x  

1
   +  w  

2
   ⋅  x  

2
   + ⋯ + w  

n
   ⋅  x  

n
   =  ∑ 

i=1
  n     w  

i
   ⋅  x  

i
  ,   (   ∑ 

i=1
  n     w  

i
   = 1 )    ;  (1)

w
i
 (i = 1 ÷ n) are the weights of the x

i
 (i = 1 ÷ n) measurements. For each sensor, the standard 

deviation is evaluated starting from the last m samples acquired from it. The algorithm has 

an adaptive character, the data frame used to estimate the standard deviations of the sensors 

signals being permanently updated with the new sensor measurements, and, in this way, the 

weights associated with each sensor are reestimated at each measurement step. The estima-

tion of the new weight set is realized based on a fuzzy logic mechanism. The necessary data 

frame used in the estimation of sensors standard deviations is built using a FIFO (first in first 
out) buffer with n channels and able to memorize m successive samples on each channel. In 

this way, at each measurement time, the last column in the data frame goes out from the buf-

fer and a new one comes in; two consecutive data frames are superposed with (m − 1) samples 
[13]. The standard deviations of the n-independent channels result with the next equation 

[13, 14]:

   σ  
i
  (k ) =  √ 

__________________

    1 __ m    ∑ 
j=1

  m     [  x  
i
  (j ) −    x ¯¯    

i
  (k ) ]   2 ,   (i =   ̄  1, n   ) ;  (2)

x
i
(j) is the jth measurement provided by the ith sensor in the kth data frame; σ

i
(k) is the stan-

dard deviation for the kth data frame, which characterize the ith sensor; and     x ¯¯    i     x   ′   
i
    (  k )     is the 

arithmetic mean of the ith sensor data for the kth data frame [14]. The value of σ
i
(k) is used to 

fuse the data at the next sensor reading.

According to the proposed algorithm, a fuzzy logic controller is used in each channel of a 

detection cluster, and, based on the standard deviation, σ
i
(k) of the m consecutive samples 

acquired from the sensor in the kth data frame provides a weight   w  
i
  fuzzy   (  k )     (  i =   ̄  1, n  1, n )     for the 

respective sensor. Based on the fact that in a weighted sum, the sum of all parts weight should 

be equal to 1, the sensors weights are recalculated and result with the equations [13, 14]):
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As a consequence, by calculating the weighted sum from the data fusion equation, at the time 

t
k+1,

 the x
e
 estimate of x is [13, 14]:
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i.e.,

   x  
e
    (  k + 1 )    =  ∑ 

i=1
  n     w  

i
    (  k )    ⋅  x  

i
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Based on the previous considerations, the architecture of the data fusion algorithm results 

as in Figure 3 [14]. The chosen fuzzy logic controllers are based on rules set that created 
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weights, e.g., a “P” fuzzy logic controller. Therefore, the implemented fuzzy logic control-
lers established an inverse proportionality between the calculated standard deviations and 

sensor-associated weights.

The aim is to obtain a simpler fuzzy controller in order to reduce at minimum the computing 

time at each sample in order to implement the controller on a cheaper microcontroller. The 

way to reduce the computing time is to reduce on one hand the number of the membership 

functions and on the other hand to simplify these functions. The structure of fuzzy controller 

realized in Matlab/Simulink is presented in Figure 4 [20, 21].

The universe of discourse for the controller input has considered a [0, 2] interval, where nine 

membership functions (in1 to in9) with Gaussian shapes were uniformly distributed. In the 

same time, nine membership functions (out1 to out9) with similar shapes were considered in the 

[0, 1] interval, taken as universe of discourse for the output. Figure 5 presents the input/output 

membership functions.

Figure 4. Fuzzy controller structure.

Figure 3. Data fusion algorithm.
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In the fuzzification process, the next nine rules were defined as: (1) If (input is in1) then (output 

is out9); (2) If (input is in2) then (output is out8); (3) If (input is in3) then (output is out7); (4) If 

(input is in4) then (output is out6); (5) If (input is in5) then (output is out5); (6) If (input is in6) 

then (output is out4); (7) If (input is in7) then (output is out3); (8) If (input is in8) then (output 

is out2); and (9) If (input is in9) then (output is out1). Widely accepted for capturing expert 

knowledge, a Mamdani controller type was used due to its simple structure of “min-max” 
operations [21]; and for defuzzification, the centroid method was applied.

3. Numerical simulation results

To simulate the algorithm, some models in Matlab/Simulink for detection clusters with vari-

ous sizes and sensors types were realized. An example of such model is shown in Figure 6, 

being realized for a cluster with four sensors by the same type, with errors software modeled 

by the blocks “Model Acc” placed at the input of the simulation model. These models, real-
ized by the authors, are based on the sensor data sheets and on the IEEE equivalent models for 

the inertial sensors [22, 23]. Accelerometers were modeled as in Figure 7, the obtained model 

having inputs, such as acceleration a
i
, applied along the sensitive axis, and the  cross-axis 

acceleration a
c
, and as output the perturbed acceleration a [22, 23].

Figure 5. Membership functions (mfs) for input and output.

Figure 6. Simulation model with four sensors in cluster.
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Studying the data sheets for various acceleration sensors, it was observed that a part of the 

included parameters is provided by using an interval inside which they can vary arbitrary. 

For example, for the bias it is provided a maximum absolute value (B) which is considered 

as percent from span, for the cross-axis sensitivity it is provided a maximal value (k
c
) consid-

ered as a percent from the cross-axis acceleration (a
c
), for the scale factor calibration error the 

producers give a maximum absolute value (ΔK) under the form of a percent from the scale 

factor (K), and for the noise is provided the maximum value of its density. Therefore, accord-

ing to Figure 7, in the model, the “rand(1)” MATLAB function is used three times to generate 
a random value in the (−B, B) interval for the bias, a random value in the (0, k

c
) interval for the 

cross-axis sensitivity, and a random value in the (−ΔK, ΔK) interval for the scale factor calibra-

tion error. The noises are realized using the SIMULINK block “Band-Limited White Noise” 
and MATLAB function “RandSeed” through the generation of a random value of the density 
in the (80%⋅ν

d
, ν

d
) interval [24].

In a simulation example at null accelerations as inputs, graphical characteristics resulted are 

shown in Figures 8–10. Figure 8 shows the sensor measurements from “Acc-1” to “Acc-4” and 
also the results of the accelerometer data fusion “Acc-f”. In the simulation, there was consid-

ered just the sensor noise overlapped on an ideal null input for four sensors with a span of 18 g, 

a bandwidth of 2500 Hz each, and with various noise densities taken aleatory between 280 and 
380 μg/Hz1/2. The noise pattern of the data fusion resulted a signal that proves an important 
reduction of the noise level, a similar observation resulting from Figure 9 also depicting the 

evolution in time of the standard deviations for the sensors signals and for the estimate x
e
. On 

the other way, Figure 9 proves that the adaptive character of the algorithm is maintained, the 

standard deviations values being updated at each simulation time step. The best sensor in 

the cluster was sensor #3, the standard deviation of the fused signal being two times smaller 

(approx. 3⋅10–3 m/s2) than the raw values of the standard deviations of the sensors signals 

(approx. 6⋅10–3 m/s2). Figure 10, depicting the values of the sensor weights estimated at each 

calculation step, also proves that the best sensor in the cluster was the sensor #3, and it receives 

the biggest values from the four weights during the entire numerical simulation.

Figure 7. Accelerometers Matlab/Simulink model and its interface.
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The sample time for the numerical simulation was 0.01 s, which means a data processing rate 

of 100 samples/s. Moreover, the data frame size for one detection channel was established to 

be m = 100, i.e., the buffers allow to be obtained data frames of 100 consecutive samples for 
each channel. In this way, any two consecutive data frames for one channel are overlapped 

with 99 samples. From Figure 9, the initialization phase of the algorithm with a duration of 

1 s, time necessary for the first buffer to be full with 100 samples can be easily observed. All 
simulation results proved a good functioning of the algorithm which provided an important 

reduction of the sensor noise level, with a higher potential in the improvement of the solution 

of navigation accuracy when it is used in an inertial navigator.

Figure 8. The sensor measurements and the data fusion results.

Figure 9. Standard deviations for the sensor signals and for the data fusion signals.
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The proposed algorithm was also tested using some experimental data acquired with an IMU 

equipped with detection clusters, which included six MEMS sensors each (assisted by an 

integrated GPS/INS navigator as reference positioning system). For the used IMU structure, 
with six sensors in each detection cluster, the Matlab/Simulink implementation of the data 

fusion algorithm resulted as shown in Figure 11 [14]. Grouping the algorithm model resulted 

in “Fuzzy-logic data fusion” block from the right side of the figure. The data fusion block 
inputs are the measured data obtained from the sensors in the cluster (“Si” correspond to the 

Figure 11. Matlab/Simulink implementation of the data fusion algorithm for experimental data.

Figure 10. Sensor weights.
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measurements x
i
, i = 1 ÷ 6), whereas its outputs are the fusion signal “S_f” (the estimate x

e
), the 

sensor weights “w1–w6” (w
i
, i = 1 ÷ 6), the standard deviation of the fusion signal “Std_f”, and 

the standard deviations of the sensor data “Std1–Std6”.

After the fusion, the obtained data were processed in a bidimensional INS navigator in hori-

zontal plane, software implemented as in Figure 12 [14]. Therefore, in this testing mechanism, 

three detection clusters were implied: two accelerometers clusters along the longitudinal and 

lateral axes of the vehicle and a gyro cluster along the vertical axis of the vehicle. The model 

included the “Flat Earth to LLA” Matlab/Simulink block in order to obtain the vehicle coordi-
nates also in terms of latitude and longitude. The block “Horizontal plane navigator” in the 
right side of the figure has been obtained by grouping the navigator software model in the left 
side of the figure. The inputs of the navigator are the inertial measurements provided by the 
accelerometers and by the gyro: longitudinal (f_xv) and lateral (f_yv) accelerations in vehicle 

reference frame, and the angular speed (w_zv) along the vertical axis of the vehicle reference 

frame. As outputs, it provides information related to the angular orientation of the vehicle 

in horizontal plane (yaw angle—psi), to the vehicle speed and position components in local 

horizontal frame, v_xl (North speed), v_yl (East speed), x_l (position in North direction), and 

y_l (position in East direction), and to the latitude and longitude coordinates of the vehicle 

(Lat and Lon).

During tests, the IMU data were acquired simultaneously with the data from an integrated 

GPS/INS navigator used as reference positioning system; both equipments were boarded 
on a test car. The sensor acquired data were offline processed through fusion but also used 
together with the fusion signals in a Matlab/Simulink software model implementing seven 

bidimensional INS navigators (“Horizontal plane navigator” blocks) as in Figure 13 [14]. It 

also includes three “Fuzzy-logic data fusion” blocks used to fuse the acquired data in each of 
the three detection clusters.

The sensors in IMU were organized in six groups, with three sensors each (two accelerometers 

and one gyro), one sensor from each of the three detection clusters. To avoid the complica-

tions in the data processing, the detection groups included sensors with the same number in 

Figure 12. Software model of the bidimensional INS navigator in horizontal plane.
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data from the six detection groups, whereas the seventh navigator (“Horizontal plane naviga-

tor – Fused signals”) processed data resulted from the fusion procedure applied on each of 
the three detection clusters. In this way, the evaluation model allows the obtaining of seven 

solutions of navigation, six solutions based on inertial sensor raw data (nonredundant INSs) 

and one solution based on inertial sensor fused data. All these solutions are further compared 

with the navigation solution provided by the integrated GPS/INS navigators which are used 
as reference positioning system.

For an evaluation situation, the experimental data acquired in each of the three detection clus-

ters and the data fusion results for each cluster are shown in Figure 14 for the accelerometers 

in the x-axis cluster, in Figure 15 for the accelerometers in the y-axis cluster, and in Figure 16 

for the gyros in z-axis cluster. The data fusion signals are the last ones in each figure.

The processing of the acquired data with the model in Figure 13 conducted at the naviga-

tion solutions components shown in the next figures. Together with the navigation solution, 
components have shown the associated errors, evaluated vis-à-vis of the reference naviga-

tion solution provided by the GPS/INS integrated navigator. Table 1 centralizes the absolute 

maximal values of the positioning and speed errors for all six nonredundant INSs (“INS1” 
to “INS6” columns) and for the redundant INS (“Fusion” column), and also the mean values 
obtained for all these errors (“Mean value” column). In the same time, by calculating the mean 

Figure 13. The evaluation Matlab/Simulink model.
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of the absolute maximal values of the errors for the six nonredundant INSs in each line of 

Table 1 and dividing it with the corresponding value in the “Fusion” column, the ratios in the 
“Mean/Fus” column have been obtained. Similarly, the “Max/Fus” and “Min/Fus” columns 
show the ratios between the maximal value of the tabled errors for the six nonredundant INSs 

in each line of Table 1 and the corresponding value in the “Fusion” column, respectively, 
between the minimum value of the tabled errors for the six nonredundant INSs in each line of 

Table 1 and the corresponding value in the “Fusion” column.

Figure 14. Experimental data and the data fusion results for accelerometers in the x-axis cluster.

Figure 15. Experimental data and the data fusion results for gyros in the z axis cluster.
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WTAt the level of the vehicle attitude, the characteristics in Figure 17 were obtained for the yaw 

angle. Also, from the point of view of the horizontal positioning, Figure 18 presents the cov-

ered distances in the North direction, and Figure 19 presents the covered distances in East 

direction. The North speed evolutions during time are depicted in Figure 20, whereas the 

speed evolutions during time in the East direction are shown in Figure 21. For each naviga-

tor, the incorporated “Flat Earth to LLA” block allows the calculus of the vehicle Latitude and 
Longitude as shown in Figures 22 and 23. Combining the positioning data in a horizontal 
plane, it resulted the vehicle trajectories (Latitude versus Longitude) and the deviations from 
the reference trajectory (Latitude errors versus Longitude errors), established by all seven 
navigators, as in Figure 24.

Figure 25 depicts the time evolution of the vehicle trajectories estimated with all seven navi-

gators, whereas Figure 26 presents their deviations from the reference trajectory.

Both graphical results and numerical values presented in Table 1 prove an important posi-

tioning precision improvement by using the proposed data fusion mechanism. The errors 

of the navigation solution are substantially reduced comparatively with the nonredundant 

navigation solutions. The numerical data in the “Mean/Fus” column of Table 1 highlighted 

a decrease of the mean of the absolute maximal values of the errors for the six nonredundant 

INSs of approximately 16.6 times for the positioning in the North direction, 5.1 times for the 

positioning in the East direction, 2.8 times for the speed component in North direction, 1.05 

times for the speed component in the East direction, and 3.8 times in the angular positioning in 

the horizontal plane (yaw angle). It is very important to be mentioned that the inertial sensor 

outputs in the experimental model of the inertial measurement unit were not previously cor-

rected with the biases values or with other errors values. The values in the “Fusion” column 
of Table 1, related to the positioning and speed errors for the redundant navigator after 100 

s have shown us that the absolute maximal values of these errors were 32.67 m for the linear 

Figure 16. Experimental data and the data fusion results for gyros in the z axis cluster.
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Abs. max 

error

INS1 INS2 INS3 INS4 INS5 INS6 Fusion Mean value Mean/Fus Max/Fus Min/Fus

North [m] 411.3583 990.5235 599.5493 308.5221 692.1193 266.7808 32.6736 544.8089 16.6742 30.3156 8.1650

East [m] 73.0415 318.1701 262.5502 107.2303 310.4679 132.3827 39.2776 200.6405 5.1082 8.1005 1.8596

V-North 

[m/s]

9.0599 19.4083 11.1598 7.1313 14.0987 7.0160 4.0333 11.3123 2.8046 4.8119 1.7395

V-East [m/s] 10.9701 9.8672 3.4987 13.6819 1.5752 5.5067 7.1445 7.5166 1.0520 1.9150 0.2204

Latitude 
[degrees]

37.019∙10−4 89.141∙10−4 53.955∙10−4 27.765∙10−4 62.286∙10−4 24.008∙10−4 2.940∙10−4 49.029∙10−4 16.6742 30.3156 8.1659

Longitude 
[degrees]

9.156∙10−4 39.886∙10−4 32.914∙10−4 13.442∙10−4 38.921∙10−4 16.595∙10−4 4.923∙10−4 25.152∙10−4 5.1082 8.1005 1.8598

Yaw 

[degrees]

14.4621 25.2716 18.7894 31.1004 24.9227 19.4309 5.7402 22.3295 3.8899 5.4179 2.5194

Table 1. Error analysis for redundant INS and for nonredundant INSs.
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positioning in North direction, 39.27 m for the linear positioning in East direction, 2.03 m/s for 

the speed component in North direction, 7.14 m/s for the speed component in East direction, 

2.940∙10–4 degrees for the Latitude positioning, 4.923∙10–4 degrees for the Longitude position-

ing, and 5.74 degrees for the angular positioning in the horizontal plane (Yaw angle).

The nonredundant inertial navigation system’s best configuration was switched between 
the detection groups associated with the first sensor in each detection cluster (East channel 
and Yaw angle channel) and with the sixth sensor in each detection cluster (North channel). 

The worst configurations for the nonredundant INSs are for the second sensor in each detec-

tion cluster, the absolute maximal values of errors in North position channel being 990.52 m, 

318.17 m in East position channel, 19.40 m/s in North speed channel, 89.141∙10–4 degrees in the 

Latitude position channel, and 39.886∙10–4 degrees in the Longitude channel. From the point of 
view of East speed channel and yaw angle channel, the worst nonredundant INS is INS4, the 

East speed error being 13.68 m/s and the yaw angle error being 31.10 degrees.

Figure 17. Yaw angle values and errors.

Figure 18. North positions and errors.
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Figure 19. East positions and errors.

Figure 20. North speed evolutions during time.

Figure 21. East speed evolutions during time.
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Figure 23. Longitude and errors.

Figure 24. Vehicle trajectories and deviations from the reference trajectory in horizontal plane.

Figure 22. Latitude and errors.
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5. Conclusions

The chapter exposed a new way to reduce the noise in the inertial sensor data based on a 

fuzzy logic mechanism. As a special need of the developed mechanism is considered to be 

a redundant inertial measurement unit with inertial sensors disposed in detection clusters 

Figure 25. The time evolution of the vehicle trajectories for all seven INSs.

Figure 26. Time evolution of the deviations of the vehicle from the reference trajectory.
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with linear configurations, and measuring the same quantity. The proposed algorithm was 
firstly numerically simulated based on some models in Matlab/Simulink realized for detec-

tion of clusters with various sizes and including various sensor types. All simulation results 

proved a good functioning of the algorithm which provided an important reduction of the 

sensor noise level, with a higher potential in the improvement of the solution of navigation 

accuracy when it is used in an inertial navigator. Second, the algorithm was integrated in 

an INS redundant structure, with an IMU with three detection clusters and six miniaturized 

sensors in each cluster. An integrated GPS/INS navigator was used as reference position-

ing system to estimate the errors of the redundant INS in each channel of the solution of 

navigation. The data acquired from the redundant IMU were used in a software model 

both in nonredundant configuration, to compute the solutions of navigations for six detec-

tion groups which included sensors with the same number in the detection clusters, but 

also for the INS redundant configuration when our data fusion methodology is preliminary 
applied. Both graphical results and tabled numerical values proved an important position-

ing precision improvement by using the proposed data fusion mechanism. The errors of 

the navigation solution were substantially reduced comparatively with the nonredundant 

navigation solutions. The numerical data highlighted a decrease of the mean of the absolute 

maximal values of the errors for the six nonredundant INSs of approximately 16.6 times for 

the positioning in the North direction, 5.1 times for the positioning in the East direction, 2.8 

times for the speed component in North direction, 1.05 times for the speed component in the 

East direction, and 3.8 times in the angular positioning in the horizontal plane (yaw angle). 

It is very important to be mentioned that the inertial sensor outputs in the experimental 

model of the inertial measurement unit were not previously corrected with the biased val-

ues or with other errors values.
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Fuzzy Logic Application, Control and Monitoring of

Critical Machine Parameters in a Processing Company

Tawanda Mushiri

Abstract

The processing company under study found out that the boiler was the key machine 

and needs artificial intelligence monitoring and control. It was simulated under Matlab 
software and oil level, and pressure and temperature were to be modelled and controlled 

using the programmable logic controller (PLC) with a fuzzy logic controller as the main 

brain of control. The company is for processing of fruits to produce juice.

Keywords: fuzzy logic, control, critical machinery, monitoring, processing

1. Introduction

Beverage industry denotes the industry accountable for the manufacture of drinks through 

the usage of highly automated systems, which are responsible for the production of beverages 

within a short period of time [1–3]. Beverage industry is greatly affected with profitability 
problems. The ever‐increasing costs of new equipment and spares, perennial foreign currency 
shortages and the need for improved competitiveness bring about the need for more effective 
maintenance systems [4–6]. This results in maximum utilization of plant‐installed capacity 
through improved reliability, uptime, quality and asset life—all achieved at optimal levels of 
costs versus benefits. Emphasis should be on ensuring that the correct maintenance is being 
done (doing the right job) rather than merely ensuring that maintenance is being done cor‐
rectly (doing the job right). At the processing company, process losses have traditionally been 
1.5% of total losses but increased to 10% in 2011. This has raised concern and hence the need to 
find new emerging maintenance management philosophies, such as improving maintenance 
cost effectiveness as one sure way of increasing the overall profitability [7].
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1.1. Background

Currently, the plant uses run‐to‐failure maintenance as a strategy to take care of its machines. 
This approach is reported to be creating a high risk to workers, production and property. This 
is seen by the high rate of unscheduled events associated with breakdowns, emergency equip‐
ment, long working hours and high maintenance costs. This has lowered down the image of 
the company in terms of competition when compared the benchmarks with other beverage 

companies in developing nations. The progression towards a global economy has increased the 
base of competition for almost all companies. By competition, it is suggested that every orga‐
nization out there is always targeting to keep a certain score. The record on a scorecard may be 
a ratio of more sales, increased revenue or a mounting customer base. Despite the benchmark 
used for the measurements, for a business to remain competitive, there is a basic company 

demand to improve at maintaining and taking care of machinery as well as meeting customers’ 

requirements. The competitiveness of production corporations relies on the availability and 
productivity of their manufacturing equipment, which is possible if all manufacturing losses 
are recognized and eliminated so that the products can be sold on a marker at a minimum cost.

1.2. Fuzzy logic

The rules can process simple arithmetic and logical operations with the help of Locator 

Identifier Separation Protocol (LISP), but a process control algorithm that is based on fuzzy 
logic is called fuzzy control [8]. The oldest and most common maintenance and repair strat‐
egy are “fix it when it breaks”. The appeal of this approach is that no analysis or planning is 
required [9]. Early detection of faults in a machinery is a key parameter in control and main‐
tenance to avoid failure of equipment [10].

2. Critical machinery

The criticality index is regularly used to decide the extent of the nature of assessment on a 
given machine by checking the machine’s objective [11], excess (that is on the off chance that 
if the machine falls flat, is there a standby machine which can assume control), repairing 
expenses, idle sways, well‐being, security and environmental concerns and other considerable 
features. The criticality record puts all machines into one of three classifications as follows:

Critical equipment: This is the fundamental machinery at the processing company. With 
basic equipment which is the core focus of the procedure, it is understood to require ade‐
quate online state checking to ceaselessly capture much information from the mechanism as 
could be expected paying little heed to expenditure and is frequently indicated by the plant 
protection. Estimations, for example, differential development, velocity, spiral relocation and 
shaft pivotal, dislodging and packaging vibration, temperatures, weights and loads, are taken 

where conceivable. Such qualities are regularly sustained into a hardware administration pro‐
gramming system, which is fit for slanting the recorded information and giving the admin‐
istrators data, for example, executing information and even anticipating failures and giving 
conclusions of breakdowns beforehand. 
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Vital equipment: These are units that are essential to the procedure; however, in the event 

that there is a breakdown, the procedure still proceeds. Excess units (if accessible) would be 
in this domain. Analysing and regulation of these units are additionally crucial to keep up 
option strategies given that critical machinery falls flat.

Balance of industrial equipment or the general purpose: These are the components that 

complement the whole plant and are ordinarily assessed, utilizing a handheld information 

gatherer, as said beforehand, to occasionally build an idea of the strength of the machine.

2.1. Types of failure caused by not maintaining machinery

Breakdowns might be characterized by their seriousness in any of these four classes and are 

contingent upon the characterized breakdown impacts below:

1. Insignificant breakdown: Any breakdown that does not debase the general routine and 
adequacy of the framework past worthy breaking points [12].

2. Key breakdown: Any breakdown that will corrupt the framework implementation and vi‐
ability past worthy points of confinement, however, they can be controlled [13].

3. Critical breakdown: Any breakdown that will corrupt the framework past adequate points of 
confinement and could make a security danger if a prompt restorative move is not made [14].

4. Catastrophic breakdown: Any breakdown that could bring about critical framework harm, 
for example, to block useful achievement, and bring about death and staff wounds [15].

2.2. Types of condition monitoring techniques

In line with the research area of interest, condition monitoring will be looked at since it is a 
branch of Condition Based Maintenance (CBM).

2.2.1. Noise and vibration

All machines vibrate, and when they are in good condition, their frequency spectrum has a 
characteristic form; any departure from this form indicates that something is wrong—fatigue, 
or wear, or ageing of something of some component. Parameters that are useful include 
amplitude, frequency and phase angle [16].

2.2.2. Amplitude

This gives an indication of the stress under which a piece of rotating machinery is working, in 

particular, it can give a measure of the eccentricity (out‐of‐roundness) of a rotor [17].

2.2.3. Frequency

Through the frequency spectrum, you can detect a fault in rotating machinery. Vibrations fall 
into two main classes:
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Synchronous: Frequencies are in multiples or sub‐multiples of the frequency of rotation, that 
is, they are harmonics or sub‐harmonics of that frequency.

Asynchronous: These are not related to the rotation frequency; they can be the natural fre‐
quencies of various parts of the system, which can be identified [17].

2.2.4. Phase angle

It locates the high point in a rotor that is not perfectly circular and thus gauges its out‐of‐bal‐
ance characteristics. Machines must be continuously monitored to denote their state. The fol‐
lowing machines can do these:

1. Clearance recorder: recording the actual movements of the shaft which generate the 
vibrations.

2. Speed recorder: mounted externally to a machine, and it gives a strong signal at medium 
frequencies, depending on the temperature and the general environment.

3. Accelerometer: also installed to a machine, and it gives a strong signal at high frequencies [17].

2.2.5. Temperature

Temperature recording is a relatively simple matter at the industrial level. Change of tem‐
perature in rotating machinery is often a sign of deterioration and is therefore something to 

which close attention should be given. This is currently practised in thermography [18].

2.2.6. Tribology

An examination of the particles suspended in oil can give very valuable information. The 
amount of suspended material is an indicator of the state of deterioration of the machine; the 

composition can identify the source of the wear and thus the component that is failing. The 
necessary analysis can be done in the laboratory with the electron microscope. Basically, the 
monitoring techniques that were listed in Table 1 are almost the major ones currently used.

Type Method

Visual Eye

Temperature Thermometer, thermocouple

Lubricant monitoring Filtering, spectroscopy

Vibration Signal frequency analysis

Crack Di‐penetrant analysis, radiography

Corrosion monitoring Eye, corrosometer

Table 1. Summary of condition monitoring techniques.
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3. Problem behind the processing company (PC)

The reactive nature of the corrective maintenance strategy at the company has resulted in loss 

of trivial production time. Downtime due to breakdown is greatly affecting the production 
targets and delivery of juice products to customers which had resulted in loss of goodwill and 
trust from consumers. The processing company (PC) uses a number of raw materials for the 
production of the fruit juice concentrates: mangoes, guavas, oranges, tomatoes, lemons, grape 
fruits, granadilla and other continuous inputs such as municipality and borehole water, diesel, 

electricity and labour. The company has got equipment in place which were mainly supplied by 
a company in Italy. The mission of the production department is to safely produce quality prod‐
ucts and maintain equipment at a lowest possible cost to meet sales and marketing demands.

3.1. Failure in equipment

Using records from previous seasons, equipment with high failure rates and high downtimes is 
identified. For easy interpretation and identification of this equipment, the information is sorted 
using Microsoft Excel and graphs are drawn. From the bar graph showing the relative contri‐
butions of equipment to the total downtime, equipment that contributed the most to the total 
downtime is identified. Breakdown of any of these equipment results in stoppage of the produc‐
tion; therefore, the production loss that is represented by a breakdown of each of these machines 

is equivalent to the production of the diffuser line, which is 60% of total production (300 TCH of 
500 TCH). The following graph in Figure 1 shows the downtimes caused by the breakdown of 

each item during the last juice extraction season, and Figure 1 shows how extraction takes place.

Figure 1. Unit and cumulative downtime of equipment.
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3.2. Planned stoppages

The production line is stopped once every 2 weeks. The shutdown is for the whole plant, as 
some equipment will be due for cleaning and some equipment would be due for servicing. 
The shutdown starts at 0000 h and servicing starts at 1000 h. The time from 0000 to 1000 h is 
used to stop the processes, empty some vessels and allow some equipment to cool. This time 
is also used to plan some of the jobs, perform pre‐task risk assessments, order and transport 
spares from the stores department and also to service some equipment. Full‐fledged servic‐
ing kicks off at 1000 h and continues up to 1600 h. At 1600 h, the start‐up process begins with 
steam being released into the vessels to warm them. Production is started around 1700 h when 
vessels are ready to receive juice, and hot imbibition water is available. The processes are then 
started, and the levels gradually increased. Full production levels are achieved by 1800 h. The 
total downtime for this planned stoppage is thus 18 h. A crushing season starts early April 
and ends in mid‐December. On average, it has 36 weeks. The average number of hours for 
planned stoppages annually is thus:

  Total annual planned downtime = Number of stoppages × Downtime per stoppage  (1)

  Total annual planned downtime =   
36

 __ 2   × 18 = 324 h.  (2)

Figure 2 shows a comparison of planned stoppages and unplanned stoppages. This is a prob‐
lem in this company with more stoppages. This has justified the need for my research, as 
shown in Figure 2.

Figure 2 is very critical as most of the time, the plant is always shutdown, which results in 

a great deficiency and loss of goodwill from the customers as the plant is failing to meet the 
targets.

3.3. Plant performance

From operating history, the availability performance for each item was evaluated, and the 
results are shown in Figure 3. All availability performance scores were above 90 so for clarity 

Figure 2. A pie chart for planned and unplanned stoppages.
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in comparing, the axis for availability performances was broken such that it starts at 90–100.
The main contributor to downtime is planned downtime. This affects the availability of all 
equipment in the production line, but it is not all equipment that requires servicing every 
fortnight. Some of the equipment that requires servicing does not need 18 h. In view of this, 
maintenance schedules currently in use were analysed in order to identify equipment that 
really requires servicing fortnightly and has the least maintainability. Figure 3 shows the 

availability performance of the plant with planned downtime.

3.4. Equipment criticality analysis

This section now seeks to identify the equipment that is critical to mainly to production, 
health, safety, environment and operational costs. This classification of equipment according 
to risk level is done so as to prioritize equipment in terms of maintenance, work orders, costs 
and inspection. The criticality of equipment was analysed based on two sides: the effect of 
failure and its consequence. Equipment history data and interviews were the methodology, 
which was used to find out which equipment has major effect on production. This was used 
to give scores to various equipment using the risk analysis matrix balanced score card by 
Nowlan and Heap, which is shown in Appendix.

3.4.1. Risk analysis matrix balanced score card: Appendix

As shown in Appendix, there are two categories of scores (Priority and Equipment Score), 
which are used to calculate the Criticality Score. The Priority Score is obtained from multi‐
plying the results of the three factors (Factor E, Factor F and Factor G). The Equipment Score 
is obtained from multiplying the results of the four factors (Factor A, Factor B, Factor C and 
Factor D). This is summarized below.

Criticality score (The Criticality Score is obtained by multiplying the Equipment Score by the 
Priority Score = ES * PS).

Figure 3. Equipment availability performance including planned downtime.
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Equipment score (The equipment score (ES) is obtained by multiplying the results for the four 
factors = Factor A * Factor B * Factor C * Factor D). The factors A–D are shown in Appendices 
1–4.

Priority score (The priority score is obtained by multiplying the results for the three factors (= 

Factor E * Factor F * Factor G) as shown in Table 2 and Figure 4.

NB: The general details on the factors used are presented in Appendices 1–4. From Table 2, 

it is clear that criticality equipment ranking for PC is as follows: boiler, juice transfer pumps, 
plant conveyor systems, sterilizers and hot break machines, and the boiler is critically affected 
most as shown in Figure 5.

The graph above shows the Key Performance Indicators (KPI) trend in the year 2010–2015. From 
the graph, the plant availability trend is showing an increment over the years, and the perfor‐
mance rate seems to be showing the same trend; thus, it seems plant availability is proportional 

to performance rate. Planned downtime trend has shown to be decreasing with the unplanned 
downtime showing an increase over the years, meaning that the maintenance effort is opposing 
the world‐class standard as it is showing an increase in reactive domination. OEE is showing a 
haphazard trend as it seems to be aligning with the performance rate. OEE depends mainly on 
the performance rate.

Equipment Factor A Factor B Factor C Factor D ES Factor E Factor F Factor G PS CS

Boiler 4 4 3 4 192 4 4 4 64 12,288

Pumps and  

piping

4 4 3 3 144 4 3 4 48 6912

Plant conveyor  

Systems

4 4 3 4 192 4 2 4 32 6144

Sterilizers 4 4 3 2 96 2 4 3 24 2304

Hot break  

machine

4 4 3 2 96 2 3 3 18 1728

Evaporators 2 3 3 2 36 3 4 2 24 864

Heat exchangers 2 4 3 2 48 2 3 2 12 576

Super pulp  

creamers

4 4 3 2 96 2 2 1 4 384

Chillers 3 2 3 1 18 2 4 1 8 144

Aseptic filling  
machine

4 4 1 1 16 1 3 2 6 96

Sorting plant 4 3 1 2 24 1 1 2 2 48

Compressors 3 3 2 1 18 1 2 1 2 36

Washing line 2 2 2 1 8 1 2 1 2 16

Drier 1 1 1 1 1 1 1 1 1 1

CIP Plant 1 1 1 1 1 1 1 1 1 1

Table 2. Selection of critical machines.
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3.5. Boiler analysis

When failure occurs in any manufacturing process, it is critical to identify and analyse the 
root causes leading to that failure. Hybrid proactive maintenance strategy is condition‐based 
maintenance complementing preventive maintenance (PM) strategy. PM uses mean time to 
failure (MTTF) as its pivot in the calculation of PM intervals. This gives calculations for MTTF 
on unrepairable equipment and mean time before failure (MTBF) on repairable equipment 
based on the assumption that the failure rate of each component is constant. Failure Modes 
Effects and Criticality Analysis (FMECA) analysis for the boiler is discussed in detail in a later 
chapter. The risk priority number chart is drawn with the highest scores corresponding to the 
most critical boiler component. The root cause failure analysis (RFCA) for the boiler machine 
is presented in the form of the Ishikawa diagram which was drawn using the Edraw max soft‐
ware as in Figure 6. The Ishikawa diagram is also called a fishbone diagram. The gearbox and 
feed check are reportedly failing almost every week. A Mamdani fuzzy logic controller is fur‐
ther presented in this chapter to monitor parameters such as moisture and dust effects on the 
feed check valve as well as oil level and torque control on the boiler gearbox. The fuzzy logic 
framework was determined among other counterfeit shrewd frameworks to be best fitting to 
comprehend the breakdown difficulties of the heater. A gearbox is continually sticking, and 
it is difficult to investigate the breakdown of fuzzy logic, and the reason is an instrument that 

Figure 4. Critical equipment scores.

Figure 5. KPI trend analysis.
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to take and observe the most.

In general, I will do main emphasis on the raw data analysis of the overall plant performance 
as shown in Figure 7. Critical equipment has been selected using the Nowlan and Heap proce‐
dure. The critical components for the plant were found to be the boiler, juice transfer pumps, 
conveyor system, sterilization unit and hot break machine. This is the equipment that stands 
to benefit the most from a change in maintenance policy. Because of the time constraint, suit‐
able maintenance strategies will be produced for the boiler of these critical items, which show 

the greatest opportunity for improvement.

Figure 6. Ishikawa diagram for the root cause failure analysis of a steam boiler failure (Edraw Max).

Figure 7. Risk priority number for steam boiler.
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4. Results of the boiler for case study using fuzzy logic

Analysis of the boiler is carried out in this section, and Figure 8 shows the risk priority num‐
ber for the steam boiler.

4.1. Fuzzy logic systems (using Matlab software)

The purpose of the gearbox in a boiler setup is to change the speed ratio between the motor 
and kicker. The gearbox is seen to be continually sticking, and it is difficult to investigate 
the underlying reason for the breakdowns along these lines; fuzzy rationale framework is 

created to screen the torque and oil level when the boiler container is stacked. The gearbox 
must be halted when terrible conditions exist in the evaporator as an integrated upkeep pro‐
cedure to abstain from sticking, henceforth, canny fuzzy rationale control. From the inter‐
views with the engineers and plant artisans, as well as maintenance of history log books, 

it was noted down that oil level and torque are the major factors which are contributing 
to the jamming of the gearbox whenever the boiler is being loaded. In this chapter, the oil 
level is being controlled and is to be modified with specific levels: high, acceptable and low. 
Controlled torque is to be modified with specific levels: high, normal and low. This is high‐
lighted beneath.

4.1.1. Oil level and torque control

4.1.1.1. Effects of oil level and torque control on gearbox jamming

Moisture inside the valves may result from the compressed air passing through the valve. The 
effects of moisture on the valves include:

• Moisture may cause rusting in the moving parts of the valve.

Figure 8. Risk priority number for steam boiler.
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• Increased rate of wear of the valve material may also result due to moisture. Moisture 
washes the lubrication away, which will result in the eventual failure or malfunctioning of 

the valve.

• The industrial processes, which rely on the full functionality of the pneumatic control 

valves, may be jeopardized, and this usually results in costly breakdowns of the machine.

• Air‐ or gas‐operated instruments may give inaccurate readings due to corrosion of the ma‐
terial and hence interrupting the plant processes.

• The rubber diaphragms inside the pneumatic valves can be stiffened and will eventually 
rupture due to the moisture flowing through them.

The following are the range of values of moisture, which are tolerated and some not tolerated 

inside the valve:

4.1.1.2. Oil level control

4.1.1.2.1. For a range of 0–100%

This is the aggregate scope of oil level either acknowledged or unaccepted in the gearbox.

• 0–40%

This alerts the artisans for refiling when oil is about to run out.

• 40–80%

At this level, it is acceptable, and the gearbox can continue operating.

• 80–100%

The level is fine and the gearbox has to keep running.

4.1.1.3. Torque control

4.1.1.3.1. For a range of 0–12,000 Nm

This is the total range for torque in the gearbox at any time (unaccepted or accepted).

• 0–2000 Nm

The range is very fine for starting the gearbox and is fine for running the boiler.

• 2000–8000 Nm

The torque is very fine for the gearbox to continue running.

• 8000–12,000 Nm

This range is very high, and it needs close monitoring, otherwise, stop the boiler.
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4.1.1.4. Output control

4.1.1.4.1. For gearbox range of 0–100%

The gearbox has to run or stop, either of the 2, that is the meaning of 0 for stop and 100% for 
running that is the 0 or 1 for logic:

• 0 stop

At this range for the stop signal, the gearbox is to stop being controlled by torque and oil level

• 1 run

This involves the range 0–100%. All the conditions are being met (oil level and torque), and 
the gearbox can run effectively.

4.1.2. Simulation of the effects of oil level and torque on the gearbox using fuzzy logic

The rule base consists of a collection of expert rules, which are required to meet the control 
goals. These control rules can be developed from survey results, common sense, general prin‐
ciples and intuitive knowledge. The  IF − THEN or IF − AND − THEN   rules are mainly going to 

be used in designing the controller as shown in Figure 9. The situation for which the rules are 
projected is given by the IF part. The fuzzy system reaction in this state will be given by the 
THEN part. Figure 9 below shows the fuzzy logic (Matlab software) screenshot for the two 
inputs (oil level and torque) and the output parameter (gearbox).

Figure 9. FIS editor for gearbox.
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4.2. Control of gearbox jamming using fuzzy logic tool box

4.2.1. Membership function editor for oil level and torque monitoring

The membership function editor is the central concept of the fuzzy set, which has values rang‐
ing from 0 to 1 in the y axis. The ranges of control were done in Tables 3–5. Membership 
function editor is the stage whereby the ranges, as explained above, are inserted into the fuzzy 
logic Matlab software and the screenshot of the data is taken as shown in Figure 10. It helps 
to display all membership functions connected with the input and output for the entire Fuzzy 
Inference System (FIS). In this case, a triangular fuzzy set membership function is used for oil 
and torque monitoring. This is shown clearly in figures below with ranges for oil level monitor‐
ing varying from low, acceptable and high and the numerical values being added. For torque 
control, the corresponding numerical values range from low, normal and high. The gearbox is 
either run or stopped, depending on the oil level and torque conditions as in Table 5.

The membership functions editor for the output is shown in Figure 11, which is the gearbox 
that is plotted in the form of a triangle. Fuzzy logic is an artificial intelligence software which 
can store the output ranges in its memory and can learn the system to give solutions in what 

can be done. The Matlab software of fuzzy logic consists of the rule editor function which 
allows for the generation of the rules. This is done after inserting the range of values for oil 
level and torque monitoring and the gearbox outputs. The IF…..THEN……ELSE rules are 
being used for retrofitting as shown in Figure 12.

Input range (%) Fuzzy variable name

0–40 Low

40–80 Acceptable

80–100 High

Table 3. Input 1: oil level.

Crisp input range (%) Fuzzy variable name

0–2000 Low

2000–8000 Normal

8000–12,000 High

Table 4. Input 2: torque control.

Indicator Symbol

Stop 0

Run 1

Table 5. Output 1: gearbox.
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Figure 10. (a) Membership function editor for the output, gearbox and (b) membership function editor for oil level 
monitoring.

Figure 11. Membership function editor for torque control.

Figure 12. Rule editor for the fuzzy logic control.
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After the rules are inserted, the overall results of combined effects of oil level and torque 
monitoring on gearbox monitoring are as discussed below. The rule viewer is an intelligent 
software, which is used to view the rules created using the rule editor. The rule viewer for 
the range values for oil level, torque and gearbox operation is discussed clearly in the figure 
below. However, the values obtained in the rule viewer are just optimum ranges and cannot 
be concluded as the best control values. Conclusions are only taken after the defuzzification 
process as described later in the chapter. The surface viewer shows a three‐dimensional struc‐
ture, which gives a conclusion to the range of values that are required to keep the gearbox 
functioning. This can be put in two‐dimensional structure to highlight, in a simplified man‐
ner, the range of values recommended to keep the gearbox functioning as in Figure 13.

4.2.2. Analysis of the effects of oil level and torque on gearbox

4.2.2.1. Control of gearbox oil level

From the surface viewer of the gearbox against the oil level shown in Figures 14 and 15, it is 

seen that the gearbox is maintained and remains constant, at a 50% capacity if the oil level is 
40%. If the oil level is at 40%, smooth running of the boiler is experienced. If the oil level by 
any means goes below 40%, stop the gearbox to avoid breakdown of the gearbox. It is seen 
that the fuzzy logic engine will instruct the gearbox to stop running without any human inter‐
vention so as to reduce the frequency of breakdown of the boiler machine through an effective 
gearbox operation. Figure 14 shows a three‐dimensional, and Figure 15 is a two‐dimensional 
image.

4.2.2.2. Control of gearbox torque

From the graph, Figure 14 of gearbox operation against torque control, it is shown that the 
gearbox should never be operated at torque greater than 8000 Nm as shown in Figure 16. The 
gearbox is seen to run smoothly at a 50% capacity if torque ranges from 0 to 8000 Nm. From 

Figure 13. Rule viewer of the gearbox monitoring.
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Figure 14. Surface viewer for gearbox monitoring.

Figure 15. Surface viewer of oil level versus gearbox operation.

Figure 16. Surface viewer of gearbox control using torque.
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this figure, it can be concluded that the required range for the gearbox to run smoothly is 
0–8000 Nm of torque; otherwise, stop the gearbox and hence the boiler. Matlab software has 
stored this data in fuzzy logic and will automatically stop the gearbox operation and hence 
the boiler if the above conditions are not met.

4.2.3. Moisture and dust control on boiler feed check valves

4.2.3.1. Effects of moisture and dust levels on feed check valves

Moisture inside the valves may result from the compressed air passing through the valve. The 
effects of moisture on the valves include:

• Moisture may cause rusting in the moving parts of the valve.

• Increased rate of wear of the valve material may also result due to the moisture. The mois‐
ture washes the lubrication away which will result in the eventual failure or malfunction‐
ing of the valve.

• The industrial processes which rely on the full functionality of the pneumatic control valves 

may be jeopardized, and this usually results in costly breakdowns of the machine.

• Air‐ or gas‐operated instruments may give inaccurate readings due to corrosion of the ma‐
terial and hence, interrupting the plant processes.

• The rubber diaphragms inside the pneumatic valves can be stiffened and will eventually 
rupture due to the moisture flowing through them.

The following are the range of values of moisture which are tolerated and not tolerated inside 

the valve:

4.2.3.2. Moisture level control

4.2.3.2.1. For a range of 1–5%

This is the total range of moisture in the feed check valve at any time (either accepted or 

unaccepted).

• 0–1%

This defines that the amount of the moisture in the feed check valve is very minimum in such 
a way that it causes little or no damage to the valve.

• 1–3%

At this range, the valve works effectively but further exposure to moisture may result in a 
breakdown.

• 3–5%

This is the range when a maximum amount of moisture is experienced inside the valves. This 
range is unacceptable at all times as it leads to breakdown of the valves (rust, corrosion, wear 

and eventually breakdown of the boiler).
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4.2.3.3. Dust level control

4.2.3.3.1. For a range of 0–1%

This is the total range of values of dust inside the feed check valve (accepted or unaccepted).

• 0–0.02%

At this range, the valves can run effectively without any damage.

• 0.02–0.5%

This amount of dust entering the valve may cause the valve to malfunction with further expo‐
sure. However, at this range, the feed check valves are seen to be operating effectively.

• 0.5–1%

These ranges of dust are not acceptable at all. The excessive exposure of dust inside the valve 
may result in scoring, wear and eventually total failure of the boiler machine.

4.2.3.4. Output control

The feed check valve has to either open or close, either of the two, and that is the meaning of 

0 for close and 1 for open.

• 0 close

At this range, for close signal, the valve will close if the if the dust and moisture levels inside 
the valves are unacceptable.

• 1 open

This involves the acceptable range. All the conditions are being met (dust and moisture level), 
and the valve can effectively open at any angle between 0° and 90° depending on the amount 
of feed water to be pumped into the boiler.

4.2.4. Simulation of the effects of dust and moisture levels on feed check valves using fuzzy logic

The moisture and dust level variations in the boiler machine can be monitored using an artifi‐
cial intelligence software. The inference engine of fuzzy logic can store two input parameters 
(moisture and dust level) and one output parameter (feed check valve operation) as shown by 

the print screen below from the laptop in Figure 17.

Control of feed check valve operation using fuzzy logic tool box is shown in Tables 6–8.

4.2.5. Membership function editor for moisture and dust monitoring

This is shown clearly in Figures 18–20 with ranges for moisture level varying from low, accept‐
able and high and the numerical values being added. For dust control, the corresponding 
numerical values range from low, normal and high. The valve either closes or opens depend‐
ing on moisture and dust levels. This is done to control the feed check valves so that they 
won#x2019;t operate in unfavourable conditions which might result in the failure of the boiler.
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The following rules were developed in Figure 20 and will instruct the controller what to do.

After the rules are inserted, the overall results of combined effects of moisture and dust levels 
on feed check valve are as discussed below. The rule viewer is an intelligent software which 
is used to view the rules created using the rule editor and is shown in Figure 21. The rule 
viewer for the range values for moisture level, dust and valve operation is discussed clearly 

Figure 17. FIS Editor for feed check valve.

Input range (%) Fuzzy variable name

0–1 Low

1–3 Medium

3–5 High

Table 6. Input 1: moisture level.

Input range (%) Fuzzy variable name

0–0.02 Acceptable

0.02–0.5 Average

0.5–1 Not acceptable

Table 7. Input 2: dust level.

Output range (%) Fuzzy variable name

0 Closed

1 Open

Table 8. Output 1: feed check valve operation.
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lines indicate the values of moisture level and dust level, which may result in the failure of 

the valve. The required values which should be maintained are shown by the yellow surfaces. 
However, the values obtained from the rule viewer are just ranges and not concluded as the 
best control values. Conclusions are only taken after the defuzzification process.

Figure 18. Membership function editor for moisture.

Figure 19. Membership function editor for the output and feed check valve.
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4.2.6. Analysis of the effects dust and moisture on feed check valve

4.2.6.1. Control of feed check dust level

From the surface viewer of the feed check valve control against the amount of dust, it is seen 
that the valve remains constant at 45% corresponding to a dust range of 0–0.55%. The dust 
level should be maintained at this range. If the dust level is increased from 0.55 to 0.58%, there 
is a linear decrease in the feed check valve’s opening angle from 45 to 0°. As the level of dust is 
further increased from 0.58 to 0.95%, the valve is kept constant at 0°. It is therefore concluded 
that dust level should remain between 0 and 0.55% so that the valves will run smoothly; oth‐
erwise, boiler breakdown will result. Fuzzy logic engine is an artificial intelligence system 

Figure 20. Rule editor for feed check valve.

Figure 21. Rule viewer for the feed check valve monitoring.
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in Figure 23, without any human intervention.

4.2.6.2. Control of moisture level

Figure 24 indicates that moisture level does not contribute much to the valve opening. From 
0 to 85%, the feed check valves operate at a constant capacity of 45%. For smooth operation of 
the valves, moisture level should not exceed 85%; otherwise, fuzzy logic will set the valves to 
close automatically. This helps to prevent the breakdown of feed check valves.

Figure 23. Surface viewer of gearbox control using dust level.

Figure 22. Surface viewer for the feed check valve monitoring.
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Improve management commitment: The success of any system depends on the commitment 

of the management. Design and implementation of a hybrid proactive approach require a 
greater initial investment for it to be successful. Since systems are people driven, it is certain 
to require worker participation. Management needs to look up at providing resources for 
in‐house training for the fuzzy logic system.

Appendices for the processing company

Appendix 1: Factor A

Figure 24. Surface viewer of feed check valve control using moisture.

Effect on production output (Factor A) Factor score

No significant impact/standby equipment is available 1

Minor impact on production. Unlikely to affect other areas of the plant 2

Failure would have significant impact on output and may affect other sections 3

Major impact on the plant#x2019;s operations; failure would cause over 40% of plant 
production to stop

4
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Appendix 2: Factor B

Appendix 3: Factor C

Appendix 4: Factor D

Appendix 5: Priority score

The priority score is obtained by multiplying the results for the three factors:

  PS = Factor E * Factor F * Factor G  (3)

Factor E

Utilization (Factor B) Factor score

Equipment is used on an occasional basis 1

Equipment is required to function independently for up to 50% of available time 2

Equipment is part of a continuous process required to function for a major proportion of  
the planned production time.

3

Equipment is required to function for all of the major losses 4

Quality (Factor C) Factor score

No effect on product quality 1

Minor effect on product quality 2

Critical effect on product quality and can result in major losses 3

Effect on safety or environment (Factor D) Factor score

Little or no risk to the safety of people, equipment or the environment 1

Minor risk to people, equipment or the environment 2

Risk to people resulting in a lost‐time accident and significant damage to equipment or the 
environment which requires notification to relevant authorities

3

Major impact on the plant#x2019;s operations; failure would cause over 40% of plant production to stop. 4

Frequency of failure (Factor E) Factor score

Failures are rare—less than once per year 1

Occasional failure between 3 and 12 months 2

Failure likely between 1 and 3 months 3

Frequent failures at least once per month 4

Frequent failures at least once per week 5
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Appendix 6: Factor F

Appendix 7: Factor G

Appendix 8: Fire Tube boiler’s detailed FMECA analysis

Downtime/repair time (Factor F) Downtime Factor score

Minor 0–30 min 1

Significant 30–120 min 2

Major 2–8 h 3

Severe >8 h 4

Waste (Factor G) Quantity F

No waste is generated under normal operating conditions 0% 1

Small amounts of waste are produced by failure 2% 2

Waste is produced during production that is significant 5% 3

Quantities of waste are significant and warrant immediate attention 10% 4

Component 

name

Component 

function

Cause(s) of 

failure

Effect(s) of 
failure

Failure 

mode(s)

Occurrence 

index (O)

Severity 

index 

(S)

Detection 

index (D)

Risk 

priority 

number 

(O)*(S)*(D)

Servo motor To generate 

torque to 
turn fan 

rotor

Worn 
bearing, 

lubrication 

failure, 

burnt 

brushes and 

broken fan 

bolts

Excessive 
vibration, 

noise. motor 
overheat and 

sparks of fires 
are produced

Bearing 

failure, 

coil shorts, 

overheating

6 7 3 126

Feed check 
valve

To regulate 

the supply 

of water 

which is 

pumped 

into the 

boiler by a 

feed  

pump.

Internal 
valve 

malfunction

Operator 
error

Calibration 

error

Overpressure 
in system 

and leakages 

resulting in 

fire

Fails to open
Remains 
open

Crack valve

6 8 2 96

Combustion 

chamber

To burn fuel Leakage 

through the 

soot blower 

casing seal

Combustion 

gases entering 

fire room

Too much 

fuel being 

fired, and 
excess  
air

7 7 5 245
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Component 

name

Component 

function

Cause(s) of 

failure

Effect(s) of 
failure

Failure 

mode(s)

Occurrence 

index (O)

Severity 

index 

(S)

Detection 

index (D)

Risk 

priority 

number 

(O)*(S)*(D)

Forced draft 
fan

To provide 

air into the 

combustion 

chamber

Dust, 
external 
shocks, 

vibration, 

and 

improper 

operation

Overheating, 
blocked 

fan, loss of 

performance 

(the fan does 

not start 

anymore)

Noisy 

operation, 

blocked fan 

blade

6 8 8 384

Air filters To remove 

unwanted 

elements 

(dirt, dust, 

etc.)

Clogged air 

filter
Black smoke 

exiting the 
exhaust pipe 
and noisy 

operation

Dirty on 
surface

Noisy 

operation

4 6 3 72

Feed water 
system

Used to 

control feed 

water into 

the steam 

drum and 

the feed 

tank

Pump 

blocked,

Leakage 

in suction 

pipe,

Non‐ return 
valve 

blocked 

in closed 

position

Pump runs 

but give no 

water

Pump trip 3 8 8 192

Safety valve To prevent 

explosions 
due to 

excessive 
internal 

pressure of 

steam

Internal 
valve 

malfunction

Operator 
error

Calibration 

error

Steam burns: 
increased 

production 

time.
Overpressure: 
protection 

compromised

Fails to open 6 9 4 216

Fuel system Used to 

supply fuel 

(diesel or 

oil) to the 

boiler

Power 

supply 

switched on 

but no reset 

applied

Relay RL6 
faulty

Detector not 
closing

Open circuit 
on first 
detector 

or low 

pressure on 

the second

Gas leaks 
indicated 

and reset not 

operating

Relieve valve 
damage

Faulty of the 
trip valve

5 6 7 210

Piping 

system

Conveys 

the hot 

combustion 

gasses away 

from the 

boiler to the 

outside

Failure to 
channel 

exhaust 
gases at all, 

gas flow 
restricted

Piping 

assembly 

collapses 

and falls to 

the bottom 
of the stack, 

leakages

Silencer 
mountings 

corroded 

away, 

corrosion

7 7 3 147
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Component 

name

Component 

function

Cause(s) of 

failure

Effect(s) of 
failure

Failure 

mode(s)

Occurrence 

index (O)

Severity 

index 

(S)

Detection 

index (D)

Risk 

priority 

number 

(O)*(S)*(D)

rotor 

bearing

To absorb 

the axial 
thrust and 

support the 

rotor

Excessive 
vibrations

Bearing wear Wear 3 6 2 36

Gearbox To change 

the speed 

ratio 

between 

motor and 

kicker

Starting 
under load

Wear of gears Impact wear 3 8 4 96

Pressure 

relief valve

To measure 

the pressure 

of the steam 

boiler

Internal 
valve 

malfunction

Operator 
error and 

calibration 

error

Rapture of 
the boiler 

container or 

pipes

Jammed 

closed

5 9 4 180

Stop valve To control 

the flow of 
steam from 

the boiler 

to the main 

steam pipe

Internal 
valve 

malfunction

Operator 
error and 

calibration 

error

Overpressure: 
protection 

compromised

Leakages 7 9 9 567

Blow off 
cock

To empty 

the boiler 

when 

discharging 

mud, 

scale or 

sediments

Internal 
valve 

malfunction

Operator 
error and 

calibration 

error

Overpressure 
in system 

resulting in 

fire, leakages

Fails to open
Fails to close

7 6 8 336

Oil Control 
Unit

To circulate 

lubricant 

at specified 
flow 
rate and 

pressure

Blocked 

filters, worn 
impellor, 

high 

lubricant 

temperature

Delivery 
pressure 

lower than 

specified, 
flow rate 
lower than 

specified and 
cavitation

Blockage, 

wear and 

cavitation

6 6 8 288

Water 
indicator 

gauge glass

To indicate 

the water 

level inside 

the boiler

Salt 
deposition 

due to high 

water level 

in drum

Fails to react 
to water rise/
drop above/
below the 

preset value

Fails to react 
to water rise/
drop above/
below the 

preset value

6 9 7 378

Super 
heater

To increase 

temperature 

of saturated 

steam 

without 

raising its 

pressure

Blocked 

tube

Starvation 
of tube

Erosion of 
tube due 

to high 

excessive air

Cracking of 

carbon steel

Dirty on 
surface

Noisy 

operation

Impact wear
Corrosion on 

surface

6 3 8 144
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Detection 
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Risk 

priority 

number 
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pump
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Fatigue, 
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pump 
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bearing 
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