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Chapter 1

CNN Approaches for Time Series
Classification

Lamyaa Sadouk

Abstract

Time series classification is an important field in time series data-mining which
have covered broad applications so far. Although it has attracted great interests
during last decades, it remains a challenging task and falls short of efficiency due to
the nature of its data: high dimensionality, large in data size and updating continu-
ously. With the advent of deep learning, new methods have been developed, espe-
cially Convolutional Neural Network (CNN) models. In this paper, we present a
review of our time series CNN approaches including: (i) a data-level approach based
on encoding time series into frequency-domain signals via the Stockwell transform,
(ii) an algorithm-level approach based on an adaptive convolutional layer filter that
suits the time series in hand, and (iii) another algorithm-level approach adapted to
time series classification tasks with limited annotated data, which is a global, fast
and light-weight framework based on a transfer learning technique with a source
learning task similar or different but related to the target learning task. These
approaches are implemented on identifying human activities including normal
movements of typical subjects and disorder-related movements such as stereotypi-
cal motor movements of autistic subjects. Experimental results show that our
approaches improve performance of time series classification.

Keywords: time series, classification, convolutional neural networks, transfer
learning

1. Introduction

Time series is a series of data points which are collected by recordinga set of
observations chronologically. Examples of time series include speech, human activ-
ities, electrocardiogram (ECG), etc. Recently, time series classification has attracted
great interests and initiated various researches. However, the nature of time series
data, including the large size of data, the high dimensionality and the continuously
updating scheme of time series, makes time series classification a more challenging
task.

Time series classification is widely applied in different fields such as in astron-
omy [1] to classify the brightness of a target star, in medical science to diagnose
cardiac disorders [2] or to recognize human activities [3, 4], and in computer
science for speech recognition [5, 6]. To handle time series classification, several
techniques were proposed, which can be aggregated into three categories: model
based, distance based and feature based.
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The first category of time series classification approaches consists of building a
model for each class by fitting its parameters to that class. Examples of such
approaches are the autoregressive (AR) model [7] and the hidden Markov model
(HMM) [8] which are limited to stationary and symbolic non-stationary time series
respectively.

The second category relies on developing distance functions to measure the
similarity (or dissimilarity) between two time series and on selecting a good classi-
fier, such as dynamic time warping (DTW) distance [9, 10]. But these approaches
are computationally expensive.

The third category consists of extracting meaningful features from the time
series. Examples of such approaches include the discrete Fourier transform (DFT)
[11], the Short-time Fourier transform (STFT) [12], the discrete wavelet transform
(DWT), principal component analysis (PCA), singular value decomposition (SVD),
sparse coding [13], and shapelets [14].

Meanwhile, automatic feature-based approaches using deep learning models
rely have been successfully applied to time series classification, classification prob-
lems, especially convolutional neural networks (CNNs) which are regarded as the
most successful and commonly used deep learning model. In [5, 6], authors address
the problematic of speech recognition whereby speech signals have similar patterns
within different frequency band locations which convey a different meaning. A
solution to this problem is to employ a limited weight sharing CNN [6] where
weight sharing is limited only to local filters which are close to each other and which
are pooled together in the subsampling layer. Another approach based on tiled CNN
architecture with a pre-training stage (an unsupervised learning algorithm named
topographic ICA) was proposed by [15], which showed its superiority over tradi-
tional CNN on small time series datasets. A tiled CNN [16] is a CNN which unties
weights locally and uses a regular “tiled” pattern of tied weights that requires only
that hidden units k steps away from each other to have tied weights. Another
relevant CNN architecture for time series classification named multi-scale
convolutional neural network (MCNN) [17] was introduced where each of the three
transformed versions of the input (which will be discussed in Section 3.1) is fed into
a branch i.e., a set of consecutive convolutional and pooling layers, resulting in
three outputs which are concatenated and further fed into more convolutional and
pooling layers, fully connected layers and a softmax layer to generate the final
output. Training all parameters is done jointly using back-propagation. Another
attempt to enhance time series classification was proposed in [18], which employs
the same idea of multiple branches within the CNN architecture, except that the
input is not a different transformed version of the time series signal fed into each
branch, but rather a duplicate of the same time series signal fed into all the branches
(three branches). However, different convolutional filter sizes are applied per
branch in order to capture the multi-scale characteristics of the time series. Two
other CNN proposals to time series classification were suggested in [19], namely
fully convolutional networks (FCN) without subsampling layers, and residual net-
works (ResNet). FCNs [20] are defined as networks which have convolutional
layers only and no fully-connected layers, whereas ResNet [21] is a type of special-
ized neural network that solves the “vanishing gradient” problem when having
many layers within the network, by using residual blocks which take advantage of
residual mapping to preserve inputs. By adding batch normalization layers into FCN
and ResNet, and by replacing the fully connected layers with a global pooling layer
in the FCN, these two deep learning models seem to yield comparable or better
results than MCNN [17]. An ensemble method of deep learning networks named
LSTM-FCN is proposed in [22] is proposed and consists of feeding the same time
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series input into two branches: an FCN and Long Short Term Recurrent Neural
Network (LSTM) block [23], producing two outputs which are concatenated and
then passed onto a softmax classification layer. Another attempt to helps the CNN
converge faster and better to the minima was made by Guennec et al. [24] who
propose to perform data-augmentation techniques (further described in Section
3.1) and pre-train each layer in an unsupervised manner (using an auto-encoder)
using unlabeled training time series from different datasets. For multivariate time
series, only few research papers based on CNNs were published (such as [3, 4,

25, 26]). Zheng et al. [25] proposed a multi-channels deep convolution neural
network (MC-DCNN), each branch of which takes a single dimension of the multi-
variate time series as input and learns features individually. Then the MC-DCNN
model combines the learnt features of each branch and feeds them into a fully
connected layer to perform classification. And, to further improve the performance,
authors also suggested to pre-train the MC-DCNN first by applying an
unsupervised initialization via the convolutional auto-encoder method. Meanwhile,
a different CNN architecture for multivariate time series classification was intro-
duced in [3, 4, 26], which treats the 3-, 12-, and 9-variate time series inputs (in

[3, 4, 26] respectively) as a 3-, 12-, and 9-channel inputs and convolves them as a
whole instead of convolving each channel of the input separately as performed in
[25]. Authors of this architecture argue that, by separating multivariate time series
into univariate ones just as in [25], the interrelationship between different univari-
ate time series may be lost and thus will not be mined/extracted.

In this paper, we aim at presenting a review on our CNN approaches for time
series classification. Our review discusses our CNN contributions at the data-level
and at the algorithm-level. Our paper is organized as follows. In Section 2, some
preliminaries about time series are introduced. In Section 3 reviews existent data-
level techniques are presented, our data-level technique is reviewed, and experi-
ments as well as results of our technique are laid out. Section 4 describes our
algorithm-level approaches for time series classification, with experiments
conducted and results analyzed. Section 4.3.3 concludes our paper with future
perspectives.

2. Preliminaries/nature of time series data

Univariate and multivariate time series data. Time series inputs can be categorized
into: (i) Univariate Time series which have only a single variable observed at each
time and thus resulting in one channel per time series input, and (ii) Multivariate
Time series which have two or more variables observed at each time, ending up
with multiple channels per time series input. Most time series analysis methods
focus on univariate data as it is the simplest to work with. Multivariate time series
analysis considers simultaneously multiple time series, which, in general is much
more complicated than univariate time series analysis as it is harder to model and
often many of the classical methods do not perform well.

Raw data or extracted signals. A raw time series is a series of data points indexed
in time order i.e., a sequence of discrete-time data taken at successive equally
spaced points in time. In time series classification tasks, some authors choose to
evaluate the performance of their approaches using raw time series data taken from
a specific field/domain while some others prefer to use public datasets in which the
raw time series is already segmented and converted into a set of fixed-length
signals. Indeed, several research papers using CNNs [17-19, 22, 24, 26, 27] build
their experimental studies on the UCR time series classification archive [28] which
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consists of extracted short signals. Nonetheless, this benchmark is composed

of relatively small datasets (with a small number of instances), which makes the
CNN less efficient knowing that CNNs require large training sets for training.
Furthermore, in most of the cases, fixed-length signals cannot be further encoded
into new representations (which are discussed in Section 3.1), as opposed to raw
time series. These issues have led authors of [3-6, 15, 25, 29, 30] to use raw time series
data instead.

3. Data-level approach

Throughout this section, we show several approaches used in the literature to
pre-process time series by re-framing them into new representations for a further
CNN implementation. Indeed, a raw time series needs to be converted into a set of
fixed-length vector or matrix inputs before being fed into the CNN. Then, we
discuss our data-level approach (of previous works [3, 4]) based on the Stockwell
transform method.

3.1 Background on pre-processing methods for CNN
3.1.1 Basic pre-processing method: the sliding window

Given a sequence of values for a time series dataset, values at multiple time steps
can be grouped to form an input vector while the output corresponds to a specific
label given to this vector (generally provided by an expert). The use of time steps to
predict the label (e.g., the class) is called the Sliding Window method and is
explained in the algorithm below. The width of the sliding window L can be varied
to include more or less previous time steps depending on the specificity of the
dataset and the user preference.

Algorithm 1. Sliding window’s algorithm

1. procedure SlidingWindow (T, L, s)

2. i=0; n=0; // n is the number of frames/windows.

3. F=1; /1 F is the set of extracted frames/windows.

4. while i + L<length(T) do // L is the length of sliding window

5. Fn|=T[i..i+L—1); //T isthe original time series data/sequence.
6. i=i+s;n=n+1 /1's is the step.

7. end while

8. return F;

9. end procedure
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3.1.2 Other pre-processing methods

Several research papers have focused mainly on applying some pre-processing to
raw time series before being fed into the CNN. In this subsection, we present some
important contributions which demonstrated that applying changes to the signals
can further improve the CNN performance.

Several attempts have been made in order to encode raw time series as a matrix
representation (e.g., 2D images) such as the Gramian Angular Field (GAF) [15], the
Markov Transition Field (MTF) [15], Recurrence Plots (RP) [27], and stacked time
series signals [29, 31], multivariate time series are treated as a 2D time-space input
signals with one dimension denoting discrete time flows and the other
corresponding to different channels of the multivariate time series.

Another type of data pre-processing based on applying transformation to data is
performed in order to augment the data, thereby ensuring a better CNN training
and thus a higher performance. For instance, the window slicing method [24] trains
the CNN using slices of the time series input, then at test time classifies each slice of
the test time series using CNN, and performs majority voting to output the
predicted label. The window warping method [24] consists of warping a randomly
selected slice of a time series by speeding it up or down, producing a transformed
raw time series. Then, this latter is further converted into fixed-length input sig-
nals/instances via window slicing. Another attempt of augmenting time series is
suggested in [3] where either small noise or smoothing is applied to the raw time
series. Other transformations were also considered in [17] such as down-sampling
to generate versions of a time series at different time scales, and spectral trans-
formations in the frequency domain by adopting low frequency to remove noise
from time series inputs.

Knowing that random noise and high-frequency perturbations present in the
time series data can interfere tremendously with the learning process and that it is
hard to capture useful features with the presence of noise in raw time series data,
some works [5, 30] proposed to apply the Fast Fourier transform (FFT) and
convert the raw time series into a set of frequency domain signals which serve as
inputs for the CNN training process.

3.2 Stockwell transform

Instead of employing the FFT which is restricted to a predefined fixed window
length, we choose to adopt the Stockwell transform (ST) as our preprocessing
method for CNN training [3, 4]. In this section, the ST method is defined, its
implementation on real world applications is detailed, and its experimental results
are analyzed.

3.2.1 Methodology

The advantage of the ST over the FFT is its ability to adaptively capture spectral
changes over time without windowing of data, resulting in a better time-frequency
resolution for non-stationary signals [32]. To illustrate the ST method, let
hil] = h(lsT),1 = 0,1, .., N — 1, be the samples of the continuous signal /(¢), where
T is the sampling interval (i.e., the sampling interval of our sensor or measuring
device). The discrete Fourier transform (DFT) can be written as,

Hlm] = Y, hfl}e" %" 1)
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where m is the discrete frequency indexm = 0,1, .., N — 1.
The discrete Stockwell transform (DST) is given by,

2mmk

Sk,n| = :2: W{m]H[m + nle ~

(2)

where k is the index for time translation and # is the index for frequency shift.

o2
The function Wim| =e "2 is the Gaussian window in the frequency domain.

Given a N-length signal, the DST coefficients are computed using the following
steps:

1. Apply an N-point DFT to calculate the Fourier spectrum of the signal Hm|;

—222m?

2. Multiply H[m + n] with the Gaussian window function Wm] = ¢~ »

3.For each fixed frequency shift# = 0,1, ---, 7 — 1 (where 7 is the number of
frequency steps desired), apply an N-point inverse DFT to W[m]H[m + n] in
order to calculate the DST coefficients S[k,n|, where k = 0,1, .., N — 1;

Note that there is a DST coefficient calculated for every pair of(k,#) in the time-
frequency domain. Therefore, the result of the DST is a complex matrix of size
7 x N where the rows represent the frequencies for every frequency shift index »
and the columns are the time values of every time translation index & i.e., each
column is the “local spectrum” for that point in time. This results in N instances,
each instance being represented as a 7 x 1 X 1 matrix. If the time series is multivar-
iate with D channels, D DST matrices will be generated, and each instance is
represented as a 7 X 1 x D matrix.

3.2.2 Experiments

3.2.2.1 Stereotypical motor movement (SMM) recognition task [4]

A SMM is defined as a repetitive movement which is regarded as one of the most
apparent and relevant atypical behaviors present within children on the Autism
Spectrum. Thus, detecting SMM behaviors can play a major role in the screening and
therapy of ASD, thus potentially improving the lives of children in the spectrum.

Dataset. The SMM dataset used for training the CNN is derived from [33] and
consists of raw time series of acceleration signals collected by three-axis wireless
accelerometers (located at the torso, left wrist and right wrist) from six atypical
(e.g., autistic) subjects in a longitudinal study. Activities including SMMs (body
rocking, hand flapping, or simultaneous body rocking and hand flapping) and non-
SMMs were engaged by subjects and were labeled (annotated) by an expert as SMM
or non-SMM. Two to three sessions (9 to 39-min long) were recorded per partici-
pant, except subject 6 who was observed only once in Study 2.

Pre-processing. The data collection called “Study1” and “Study2” were recorded at a
sampling frequency of 60 and 90 Hz respectively. So, to equalize the data, the 60 Hz
signals are resampled and interpolated to 90 Hz. Next, data of both sensors go through
a high pass filter with a cut-off frequency of 0.1 Hz in order to get rid of noise.

Afterwards, data is turned into fixed-length vector samples either in time-
domain (using the sliding window) or in frequency-domain (using ST). Time-
domain samples are obtained by segmenting raw data using a one second window
(e.g., L =90, see algorithm1) and 88.9% overlap between consecutive data seg-
ments (e.g. s = 10, see algorithm1), resulting in 90 time-point samples. And,
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knowing that three 3-axis acceleration signals are measured per accelerometer, an
input sample will be a 90 x 1 x 9 matrix with 9 denoting the number of channels
(9 = 3accelerometers x 3coordinates).

On the other hand, frequency-domain samples are obtained by deriving ST for
every other 10th sample, and by selecting the proper best frequency range. Consid-
ering that 98% of the FFT amplitude of human activity frequencies is contained
below 10 Hz, the ST frequencies are first chosen to be between 0 and 10 Hz, which
yields bad CNN classification performance. And, after considering Goodwin’s
observation that almost all SMMs are contained within a frequency range of 1-3 Hz,
we chose a new frequency range of 0-3 Hz which produced higher CNN classifica-
tion performance. So, computing the ST generates multiple input samples (vectors
of length 50), each containing the power of 50 frequencies (r = 50) in the range of
0-3 Hz. Thus, each extracted frequency-domain sample is a 50 x 1 x 9 matrix.

CNN training. The purpose is to analyze intersession variability of different
SMMs by training one CNN per domain (time or frequency domain) per subject per
study. In other words, feature learning that is performed is specific to one domain
(time and frequency), one subject i and one study j. The goal of this experiment is to
build deep networks that are capable of recognizing SMMs across multiple sessions
within the same atypical subject i. Training is conducted using k-fold cross-validation
of an atypical subject i for a study j such that k is the number of sessions for which a
participant was observed within each study, and every fold consists of data from a
specific session. Time and frequency domain CNN architectures are composed of
three and two sets of convolution, ReLU and pooling layers respectively with the
number of filters set to {96, 192, 300} and {96,192} respectively, followed by a fully
connected layer with 500 neurons. Training is performed for 10 to 40 epochs with the
following hyper-parameters: a dropout of 0.5, a momentum of 0.9, a learning rate of
0.01, a weight decay of 0.0005, and a mini-batch size of 150.

3.2.2.2 Human activity recognition (HAR) task [3]

Dataset. The dataset used for HAR is the PUC dataset [34] which consists of
8 hours of human activities collected at a sampling frequency of 8 Hz by 4 tri-axial
ADXL335 accelerometers located at the waist, left thigh, right ankle, and right arm.
The activities are: sitting, standing, sitting down, standing up, and walking.

Pre-processing. The PUC data is further converted into time and frequency
domain signals. In time-domain, a 1 s time window (e.g., L = 8) with 125 ms
overlapping (e.g., s = 1) is employed to generate 8 x 1 time-domain samples. How-
ever, knowing that an 8 x 1 input matrix is not a vector long enough for training a
CNN, signals are resampled from 8 to 50 using an antialiasing FIR low-pass filter
and compensating for the delay introduced by the filter. The resultant time-domain
input samples are 50 x 1 x 12 matrix where 12 stands for the number of channels
(14accelerometers x 3coordinates). In frequency-domain, raw signals are resampled
from 8 to 16 Hz; then, the ST is computed to obtain, for each input sample, the
power of 50 frequencies in the range of 0-8 Hz, resulting in frequency-domain
input samples of size 50 x 1 x 12.

CNN training. In this experiment, one CNN is trained for each domain (time and
frequency domain), with a 10-fold cross-validation. CNN architecture and param-
eters are set the same as in the SMM recognition task.

3.2.3 Results

Table 1 summarizes accuracy and F1-score results of CNN (in both time and
frequency domains) for both the SMM recognition and HAR tasks. For SMM
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F1-scores SMM recognition Accuracies HAR
Study 2
S1 S5 S6 S1 S2 S3 S4 S5 Mean
Time-domain CNN 91.23 86.41 95.11 95.97 75.67 60.17 91.68 82.55 84.90 99.90
Frequency-domain CNN 96.54 95.74 98.58 96.07 95.27 85.03 98.03 93.88 93.42 95.98

Table 1.

Performance rates of time-, and frequency-domain CNNs for the SMM recognition (in terms of F1-score) and Human Activity Recognition referred to as HAR (in terms of accuracy). Highest rates

are in bold.
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recognition, as opposed to other subjects, Subject 6 within Study 2 had only one
session recorded; thus, no CNN was trained for this subject. We observe that all
frequency-domain CNNs (of all subjects in all studies) perform better than time-
domain CNNs by 8.52% (in terms of the mean F1-score). This suggests that ST
eliminates all noisy information and thus helps the CNN capture meaningful features.

However, as opposed to these results, comparing results of time and frequency
domain CNNs on the Human Activity Recognition (HAR) task demonstrates the
efficiency of time over frequency by 3.92% in terms of accuracy (as shown in
Table 1). These contradictory results can be explained by the difference in the
chosen ST frequency range for SMM recognition and that of HAR. Indeed, in SMM
recognition, the frequency range of the ST was carefully chosen to cover almost all
SMMs (0-3 Hz), resulting in optimal frequency-domain samples (containing full
and noise-free information) which produced better CNN parameters. Meanwhile,
the ST frequency range for HAR (0-8 Hz) may be a short/small range which
generated frequency-domain samples that may have lost relevant information.
Indeed human activity frequencies fall between 0 and 20 Hz (with 98% of the FFT
amplitude contained below 10 Hz). Thus, in order to train CNNs with frequency-
domain signals, it is necessary to analyze raw time series to come up with the proper
ST frequency range which covers all valuable information needed for the recogni-
tion task.

4. Algorithm-level approach
4.1 Background on convolutional neural networks
4.1.1 Definition

CNNs were developed with the idea of local connectivity. Each node is
connected only to a local region in the input. The local connectivity is achieved by
replacing the weighted sums from the neural network with convolutions. In each
layer of the CNN, the input is convolved with the weight matrix (e.g., the filter) to
create a feature map. As opposed to regular neural networks, all the values in the
output feature map share the same weights so that all nodes in the output detect
exactly the same pattern. The local connectivity and shared weights aspect of CNNs
reduce the total number of learnable parameters, resulting in more efficient training
and learning in each layer a weight matrix which is capable of capturing the neces-
sary, translation-invariant features from the input.

4.1.2 CNN structuve

The input to a convolutional layer is usually taken to be three-dimensional: the
height, weight and number of channels. In the first layer this input is convolved
with a set of M; three-dimensional filters applied over all the input channels. In our
case, we consider a one-dimensional time series x = (xt)i\i 61. Given a classification
task and a model with parameter values w, the task for a classifier is to output the
predicted class j based on the input time series, x(0), ..., x(z).

The output feature map from the first convolutional layer is then given by
convolving each filter w,ll for h = 1, ..., M; with the input:

al(i,h) = (wy+x)(@) = ¥ wj(ix(i—j) (3)
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where w} € R"**1 and a' € RPN #1*Mj i the index of the feature map at the
second dimension (i = 1, .., N — k + 1) and / is the index of the feature map at the
third dimension (2 = 1, ..., M;). Note that since the number of input channels in this
case is one, the weight matrix also has only one channel. Similar to the feedforward
neural network, this output is then passed through the non-linearity 4(-) to give
' =h(ab).

In each subsequent layer [ = 2, ..., L, the input feature map f*~ ' € RVNi-r Mt
where 1 x N;_; x M;_; is the size of the output filter map from the previous convo-

lution with N, ; = N;_, — k + 1, is convolved with a set of M; filters w} € RVkxMia
h =1, .., My, to create a feature map al € RPN>M; |

oo Mg

allih) = (whef ) @) = X X wiGom)f' G —jim) (4)

j=—com=1

This output is then passed through the non-linearity to give f* = & (a'). The filter
size parameter k thus controls the receptive field of each output node. Without zero
padding, in every layer the convolution output has width N; = N;_; — k + 1 for
I =1, .., L. Since all the elements in the feature map share the same weights this
allows for features to be detected in a time-invariant manner, while at the same
time it reduces the number of trainable parameters.

The output is then fed into a pooling layer (usually a max-pooling layer) which
acts as a subsampling layer. The output map p(h) of a feature map / is achieved by
computing maximum values over nearby inputs of the feature map as follows:

p(i,h) = max, g (£ x T +7.h)) (5)

where R is the pooling size, T is the pooling stride, and i is the index of the
resultant feature map at the second dimension.

Multiple convolution, ReLU and pooling layers can be stacked on top of one
another to form a deep CNN architecture. Then, the output of these layers is fed
into a fully connected layer and an activation layer. The output of the network after

L layers will thus be the matrix f". Depending on what we want our model to learn,
the weights in the model are trained to minimize the error between the output from

the network f* and the true output we are interested in, which is often denoted as
the objective function (loss function). For instance, a softmax layer can be applied
on top, followed by the entropy cost function which is an objective function com-
puted based on the true labels of training instances and probabilistic outputs of
softmax function.

4.2 CNN with the adaptive convolutional filter approach

In previous CNN works, several attempts have been made to extract the most
relevant/meaningful features using different CNN architectures. While works
[17, 24] transformed the time series signals (by applying down-sampling, slicing, or
warping) so as to help the convolutional filters (especially the 1st convolutional
layer filters) capture entire peaks (i.e., whole peaks) and fluctuations within the
signals, the work of [18] proposed to keep time series data unchanged and rather
feed them into three branches, each having a different 1st convolutional filter size,
in order to capture the whole fluctuations within signals. An alternative is to find an
adaptive 1st convolutional layer filter which has the most optimal size and is able to
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capture most of entire peaks present in the input signals. By obtaining the most
appropriate 1st convolutional layer filter, there will be no need to apply multiple
branches with different 1st convolutional layer filter sizes, and no need to apply
transformations such as down-sampling, slicing and warping, thus requiring less
computational resources. The question of how to compute this adaptive 1st
convolutional layer filter is addressed in [4]. In this section, we will discuss the
approach based on the adaptive 1st convolutional layer filter. Next, to prove the
efficiency of this/our approach, an application on SMM recognition is conducted
and results are analyzed.

4.2.1 Methodology

In CNNs, multiple hyper-parameters are to be chosen carefully in order to
retrieve the best classification rate, including model hyper-parameters which define
the CNN architecture, and optimization hyper-parameters such as the loss function,
learning rate, etc. Model Hyper-parameter values are generally chosen based on the
literature and on the trial-and-error process (through running experiments with
multiple values). A conventional approach is to start with a CNN architecture which
has already been adopted in a similar domain to ours, and then update hyper-
parameters by experimentation.

In our study, we focus on the convolutional layer filter (also known as “Recep-
tive field”). Conventionally, the 1st convolutional layer filter has one of the follow-
ing sizes: 3 x 3,5 x 5,7 x 7 and 10 x 10, where small filter sizes capture very fine
details of the input while large ones leave out minute details in the input. After all,
the goal is to set the receptive field size such that the filters detect complete features
(e.g., entire variations) within an object (which could be edges, colors or textures
within an image, or peaks within a signal). Choosing a small 1st layer filter is good
for capturing a short variation (e.g., a signal peak) within a time series input signal,
but may capture only a slice of this variation by convolving only part of it, thus
failing to detect the whole fluctuation within the signal. Conversely, a relatively
large filter may convolve multiple signal peaks at once and therefore no fluctuation
is detected either. So, the choice of the proper 1st layer receptive field size is crucial
for find good CNN features and for maximizing recognition performance. In that
sense, we need 1st layer filter that suits the input signals and variations present
within them. In other words, we need to find the best filter size which convolves
most of the entire signal peak within the input signals. To this end, it is necessary to
find the optimal length of all signal peaks present within input signals. To do so, we
apply sampling, a statistical procedure that uses characteristics of the sample (i.e.,
sample peak lengths taken from randomly selected signals) to estimate the charac-
teristics of the population (i.e., the optimal peak length of all signals). The sample
statistic can be the mean, median or mode.

Given a population of signals with mean y and #» random values x (# being
sufficiently large: #>30) sampled from the population with replacement, the mean
E(x) is a point estimate of 4 and E(x) = u where E(x) =1 x;. However, using
the sample mean E(x) as the optimal length of peaks within time series signals (in
time- and frequency-domains) and as the size of the 1st convolutional layer filter
gives poor CNN performance since it is influenced by outliers or extremes values
(i.e., by signals peaks whose length are either too small and too big). In this case, we
use the sample median.

For the sample median M, (x) to be a point estimate of the population median M,
(with a small bias), the distribution of the sample values x should be normally
distributed. Nonetheless, the asymptotic distribution of the sample median in the
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classical definition is well-known to be normal for absolutely continuous distribu-
tions only and not for discrete distributions (such as time series). A solution to this
problem is to employ the definition of the sample median based on mid-distribution
functions [35] which proves that the sample median has an asymptotically normal
distribution, meaning that M, (x)~M,. Then, computing the sample median of signal
peak lengths will give us the optimal size of the 1st convolutional layer filter.

4.2.2 Experiments

Experiments are conducted on the SMM Recognition task. The dataset and
experimental setup are the same as in Section 3.2.2. The inputs used are either time-
domains acceleration signals of size 90 x 1 x 9 for time-domain CNN training or
frequency-domain signals of size 50 x 1 x 9 for frequency-domain CNN training.
The goal is to find the optimal size of the 1st convolutional layer filter for both time-
domain and frequency-domain CNNs.

As explained in the methodology, the first step to determine the size of the 1st
convolutional layer filter is to collect 30 random signals (for each of the time and
frequency domain SMM signals) that contain at least one peak and to randomly pick
30 peaks from these signals. Histograms (a) and (b) of Figure 1 represent frequency
distributions of the 30 peak lengths for time and frequency domain signals respec-
tively. Afterwards, the computed time and frequency domain medians (9 and 10
respectively) are applied as the optimal size of the 1st convolutional layer filter for
the time and frequency domain CNNs respectively.

4.2.3 Results

In order to prove the efficiency of this adaptive 1st convolutional layer filter
approach, we run experiments on different time and frequency domain CNN
architectures by varying the size of the 1st convolutional layer filter between 7 and
11 across both architectures. Performance rates in terms of the F1-score metric are
displayed in Figure 2. In time-domain, an increase in the size of the 1st
convolutional layer filter from 7 (~ a time span of 0.078 s) to 9 (~ a time span of
0.1 s) results in an increase of 3.26%, while an increase of the filter size from 9 to 10
(~ atime span of 0.11 s) and 11 (~ a time span of 0.12 s) diminishes the perfor-
mance of the network. Therefore, the most optimal size of the 1st convolutional
filter is equal to the sample median of signal peak lengths, suggesting that 0.1 is the
best time span of the 1st convolutional layer to retrieve the whole acceleration peaks
and the best acceleration changes. Similarly, in frequency domain, the 1st
convolutional layer kernel yielding the highest F1-score is the one with size 10,
which is simply the sample median (M, (x) = 10). Thus, these results confirm the
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Figure 1.
(a) and (b) Histograms and box plots of the frequency distribution of 30 peak lengths present within 30
randomly selected time and frequency domain signals respectively.
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Figure 2.
Effect of the size of 1st convolutional layer kernel on SMM recognition performance.

Study 1 Study 2 Mean

S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5

CNN-Rad [30] 71 73 70 92 68 94 68 22 2 77 75 6473

Time-domain 91.23 76.76 84.95 93.38 86.41 95.11 9597 75.67 60.17 91.68 82.55 84.90
CNN

Table 2.
Comparative results (F1-scoves) between the CNN using the adaptive 1st convolutional filter approach and the
CNN of Rad et al. [30].

superiority of the adaptive 1st convolutional layer filter approach for both time and
frequency domain signals.

Furthermore, another way to show the efficiency of this adaptive 1st
convolutional layer filter approach is to compare the performance of our time-
domain CNN with the CNN of Rad et al. [30] which was trained on the same dataset
as ours (in time-domain). Table 2 displays F1-score results of CNNs trained per
subject and per study using the optimal 1st convolutional layer filter size (denoted
as “Time-domain CNN”) and using the architecture of [30] (referred to as CNN-
Rad). These results suggest that our time-domain CNN performs 20.17% higher in
overall than the CNN of [30] and confirms the efficiency of the adaptive
convolutional layer.

4.3 CNN approach for tasks with limited annotated data

CNN s have so far yielded outstanding performance in several time series appli-
cations. However, this deep learning technique is a data driven approach i.e., a
supervised machine learning algorithm that requires excessive amount of labeled
(e.g., annotated) data for proper training and for a good convergence of parameters.
Although in recent years several labeled datasets have become available, some fields
such as medicine experience a lack of annotated data as manually annotating a large
set requires human expertise and is time consuming. For instance, labeling acceler-
ation signals of autistic children as SMMs or non-SMMs requires knowledge of a
specialist. The conventional approach to deal with this kind of problem is to per-
form data augmentation by applying transformations to the existing data, as shown
in Section 3.1.2. Data augmentation achieves slightly better time series classification
rates but still the CNN is prone to overfitting. In this section, we present another
solution to this problem, a “knowledge transfer” framework which is a global, fast
and light-weight framework that combines the transfer learning technique with an
SVM classifier. Afterwards, this technique is further implemented on another type
of SMM recognition task, which consists of recognizing SMMs across different
atypical subjects rather than recognizing SMMs across multiple sessions within one
subject (as performed in experiments of Sections 3.2.2 and 4.2.2).
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4.3.1 Methodology

Transfer learning is a machine learning technique where a model trained on one
task (a source domain) is re-purposed on a second related task (a target domain).
Transfer learning is popular in deep learning, including Convolutional Neural Net-
works, given the enormous resources required to train deep learning models or the
large and challenging datasets on which deep learning models are trained. For a
CNN, given a source domain with a source learning task and a target domain with a
target learning task (task of interest), transfer learning aims to improve learning of
the target predictive function using the knowledge in the source domain which is
the pre-trained CNN model containing features (parameters or weights) learned
from the source domain task. This process works if these source domain features are
general, meaningful and suitable to the target task. The pre-trained model can then
be used as the starting point for a model on the target task. This may involve using
all or parts of the pre-trained CNN model, depending on the modeling technique
used. Accordingly, the questions that arise are: (i) which source learning task should
be used for pre-training the CNN model given a target learning task, and (ii) which
parts (e.g., learned features) of this model are common between the source and
target learning tasks.

An answer to the first question is to propose two source learning tasks. One source
learning task is chosen to be very close and similar to the target learning task. And, if
this source learning task lacks annotated data, then another source learning task is
introduced which is chosen to be different but related to the target learning task.

A solution to the second problematic is to assume that features shared across the
source and target tasks correspond to low- and mid-level information (e.g., fine
details or local patterns) contained within inputs of both tasks, whereas the
unshared features are the high-level information (e.g., global patterns) contained
within inputs. And, knowing that training a CNNs produces learned low-, mid- and
high-level features located at (contained within) the first, intermediate and last
hidden layers respectively, we therefore assume that the features shared between
the source and target tasks are contained within the first and intermediate CNN
layers while features distinguishing one task from the other are contained within
the last CNN layer. For instance, in image classification, as the CNN learns low-level
features (Gabor filters such as edges, corners) through the first hidden layers, mid-
level features (squares, circles, etc.) through intermediates hidden layers, and high-
level features (faces, text, etc.) through last hidden layers, scene recognition
(source learning task) and object recognition (target learning task) will have the
same first and intermediate layers’ weights but different last layer weights. In time
series, considering human activities where every activity is a combination of several
basic continuous movements, with basic continuous movements corresponding to
the smooth signals and the transitions or combinations among these movements
causing the significant/salient changes of signal values, the purpose of the CNN will
be to capture basic continuous movements through its low- and mid-level parame-
ters (first and intermediate hidden layers) and the salience of the combination of
basic movements through its high-level parameters (last hidden layers). Therefore,
as an example, the CNN trained on recognizing basic human activities such as
sitting, standing and walking (source learning task), and the one trained on recog-
nizing SMMs (target learning task) will both have the same first and intermediate
layer weights and different high layer weights. Another example is the CNN trained
on SMMs of an atypical subject (source task) and the one trained on SMMs of
another atypical subject (target task) which will have common first and intermedi-
ate hidden layers’ weights and different last hidden layer weights, due to the inter-
subject variability across atypical subjects.
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In that sense, we propose a “Transfer learning with SVM read-out” framework
which is composed of two parts: (i) the first part having first and intermediate
layers’ weights of a CNN already pre-trained on a source learning task, (the last
CNN layer being discarded), and (ii) the second part composed of a support vector
machine (SVM) classifier with RBF kernel which is connected to the end of the first
part. Then, we feed the entire training dataset of the target task into this framework
in order to train the SVM parameters. As opposed to training a CNN on the target
task which requires updating all hidden layers’ weights for several iterations using a
large training set for all these weights to converge, our framework computes
weights of the last layer(s) only, in one iteration only. Moreover the advantage of
using SVM as the classifier is that it is fast and generally performs well on small
training set since it only relies on the support vectors, which are the training
samples that lay exactly on the hyperplanes used to define the margin. In addition,
SVMs have the powerful RBF kernel, which allows to map the data to a very high
dimension space in which the data can be separable by a hyperplane, hence
guaranteeing convergence. Hence, our framework can be regarded as a global, fast
and light-weight technique for time series classification where the target task has
limited annotated/labeled data.

4.3.2 Experiments

We conduct this experiment again on the SMM recognition task. However, we will
perform SMM recognition across multiple atypical subjects as opposed to SMM recog-
nition within subjects which was developed in experiments of Sections 3.2. and 4.2.
Indeed, due to the inter-subject variability of SMMs, a CNN trained on movements of
an atypical subject i performs badly on detecting SMMs of another atypical subject and
therefore cannot be applied on SMMs other than subject i’s SMMs. Indeed, testing one
of the trained CNNs of experiment 4.2.2 (let us say the trained CNN of subject i study ;)
on SMMs of a subject other than subject i produces a very low F1-score with less than
30%. This implies that CNN features learned from SMMs of one subject differ from the
ones learned from another subject and that they are not general enough to detect SMMs
of another subject. So, instead of training a CNN for each atypical subject individually
(Sections 3.2.2 and 4.2.2), we use the “transfer learning with SVM read-out” frame-
work for the detection of SMMs across subjects. Through this experiment, our goal is to
prove that this framework is a global, fast and light-weight technique for time series
classification tasks which experience a lack of labeled data.

The target learning task will be the recognition of SMMs of subject i, while the
source learning task will be either a task close to the target task such as the recog-
nition of SMMs of multiple subjects other than i, or a task different but related to
the target task such as the recognition of basic human activities. Running the “TL
SVM” framework with the former and the latter target tasks will be denoted as “TL
SVM similar domains” and “TL SVM across domains” respectively. Through this
experiment, we will also show that these chosen source learning tasks contribute in
generating CNN features that are general/global enough to recognize SMMs of any
new atypical subject.

Datasets. The dataset used for the target learning task is the same SMM dataset
used in Section 3.2.2. The dataset used for the source domain of the “TL SVM similar
domains” experiment is also the SMM dataset, whereas the one used for the source
domain of the “TL SVM across domains” experiment is the PUC dataset which is
described in Section 3.2.2.

When using the SMM dataset in the target and source learning tasks, we do not
take into consideration signals of all accelerometers/sensors (torso, right and left
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wrist) but rather signals of the torso sensor, resulting in input samples with 3
channels instead of 9. So, with torso measurements only, the only stereotypical
movements that could be captured are the rock and flap-rock SMMs (and no flap
SMMs). Accordingly, only rock and flap-rock SMM instances will be used as inputs
in this experiment.

When using the PUC dataset for the source learning task, only the waist accel-
erometer (waist being next to torso) is taken into account since the other acceler-
ometers (located at the thigh, ankle and arm) will not be relevant to the SMM
recognition task during transfer learning. We consider the waist location to be
equivalent to the torso location so that the CNN pre-trained on the source learning
dataset can further be transferred to the target learning task (SMM recognition).
Accordingly, input instances will have 3 channels instead of 12.

Pre-processing. The pre-processing phase is the same as in Section 3.2.2.

Experimental setup. In experiments below, the architecture of the CNN model in
time domain and frequency domain as well as training parameters are similar to the
ones in Section 3.2.2. In addition, the target learning task consists of SMM recogni-
tion of a target subject i of study j where i € [1, 6] and j € [1, 2]. Accordingly, one
“transfer learning with SVM” framework will be run per domain (time or frequency
domain) per subject per study. The training and testing sets of subject i (studyj) are
selected using the same k-fold cross-validation used in Section 3.2.2. However only
a subset of the training set (10,000-30,000 instances) is used, where 2000 SMM
instances are randomly selected from the overall training set for training.

In order to perform SMM recognition on a target subject using transfer knowl-
edge from SMMs of other subjects, the following steps are performed in time and
frequency domains for each study i within each study j:

* Step 1: we train a randomly initialized CNN in both time and frequency
domains, for 5-15 epochs, using: (i) SMM instances of all 6 atypical subjects
within study j except subject i for “TL SVM similar domains” framework, and
(ii) basic human activities’ instances for “TL SVM across domains” framework.
This process results in a pre-trained CNN model.

* Step 2: we reuse all layers of this CNN except the last layer (which is a fully
connected layer) which is removed and replaced by the SVM classifier. The
SVM of the transfer learning framework is trained using a small subset of
subject i’s training data (i.e., 2000 SMM samples), which results in learned
high-level features. Then, the remaining SMMs of subject i are implemented
for testing the framework. Knowing that the input consists of only a subset of
the original training dataset of subject 7, we choose to run the SVM for 5 runs,
with 2000 randomly selected samples in each run. In such a way, by
aggregating F1-scores of the 5 runs, we provide more realistic results. This
procedure is applied on every domain (time and frequency) on every subject i
in every study ;.

4.3.3 Results

“TL SVM similar domains”. As depicted in Table 3, this framework (combin-
ing part of the pre-trained CNN with an SVM) is able to identify SMMs at a mean
F1-score of 74.50 and 91.81% for time and frequency domains respectively. As
opposed to the technique of directly applying the pre-trained CNN for classification
which fails to recognize SMMs, “T'L SVM similar domains” framework is able to
capture relevant features for the recognition of SMMs across subjects. Thus, we can
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infer that low and mid-level SMM features share the same information from one
subject to another and that “TL SVM similar domains” can be used as a global
framework to identify SMMs of any new atypical subject. Furthermore, low- and
mid-level features captured from a source learning task can be employed as low-
and mid-level features of a target learning task close to the source task.

“TL SVM across domains”. Training this framework produces satisfying results
with a mean score of 72.29 and 79.78% in time and frequency domains respectively
(Table 3). So, fixing low and mid-level features to features of basic movements and
adjusting only the high-level features by an SVM seems to give satisfying classifica-
tion results, which confirms that our framework has engaged feature detectors for
finding stereotypical movements in signals. These results, especially the frequency-
domains results, indicate that: (i) connecting low- and mid-level features of basic
movements to an SVM classifier then feeding in 2000 instances for training the
SVM generates a global framework which holds relevant and general representation
that adapts to SMMs of any new atypical subject i, and (ii) both human and
stereotypical movements may share low and mid-level features in common,
suggesting that low- and mid-level information learned from a source target task by
a CNN model can be directly applied as low- and mid-level features for a target
learning task different but related to the source learning task, especially when there
is a lack of labeled data within the target learning task.

Moreover, both our techniques are compared against the following methods:

i. The “CNN with few data” technique which consists of training a CNN in time
and frequency domains with randomly initialized weights using the same
target training data as the ones of “TL SVM similar domains” framework (i.e.,
2000 SMM instances of the target subject 7). The difference between this
CNN and the CNN of Section 3.2.2 is that less data is used for training (2000
versus 10,000-30,000 training instances), only torso sensor measurements
are applied in the former (compared to torso, right and left wrist sensor
measurements in the latter), and only rock and flap-rock SMM instances are
considered in the former (compared to rocking, flap-rock and flap SMM
instances in the latter). We refer to this technique as “CNN few data”.

ii. The “transfer learning with full fine-tuning” technique (referred to as “TL full
fine-tuning”) consists of identifying SMMs of subject 7 within study j by first
training a CNN in time and frequency domains for 5-15 epochs using SMM
instances of all 6 atypical subjects within study j except subject 7 (as in Step 1
of training “TL SVM similar domains” framework), then by fine-tuning (e.g.,
updating) weights of all CNN layers using same target training data.

iii. The “transfer learning with limited fine-tuning” technique (denoted as “TL
limited fine-tuning”) is the same as “transfer learning with full fine-tuning”
except that the fine-tuning process is effective only on weights of the last
CNN layer L while weights of other layers 1, ..., L — 1 are unchanged.

Results and properties of the three techniques are depicted in Tables 3 and 4
respectively. From these results and properties, the following observations can be
made:

* “TL SVM similar domains” framework performs higher than the three
frameworks “CNN few data”, “TL full fine-tuning” and “TL limited fine-tuning”
in both time- and frequency-domain. This can be explained by the nature of
the training process of the three frameworks, which relies on updating
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Approaches Study 1 Study 2 Mean
S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5

Time domain
CNN few data 72.02 62.31 52.98 88.47 60.61 88.86 80.90 53.28 16.00 82.66 75.82 66.72
TL full fine-tuning 75.73 71.31 59.04 91.67 59.47 91.89 85.66 63.84 38.57 92.24 82.31 73.79
TL limited fine-tuning 75.44 56.50 50.86 91.74 63.86 93.11 85.88 62.62 27.14 93.63 81.16 71.09
TL SVM similar domains 75.37 76.44 56.53 91.74 63.37 92.76 84.86 62.97 41.60 93.32 80.55 74.50
TL SVM across domains 71.66 74.40 66.80 90.69 61.87 92.19 81.35 58.13 35.66 88.44 73.98 72.29
Frequency domain
CNN few data 76.64 96.55 63.44 93.13 82.58 94.61 84.94 76.42 29.51 93.66 83.41 79.54
TL full fine-tuning 88.51 97.22 88.15 97.53 91.29 98.26 92.17 88.19 5217 96.59 91.98 89.28
TL limited fine-tuning 87.98 94.59 62.70 97.57 87.94 98.36 91.62 87.08 40.00 97.82 90.82 85.14
TL SVM similar domain 90.54 97.22 83.86 95.24 86.19 98.45 92.71 90.49 84.99 97.99 92.22 91.81
TL SVM across domains 74.50 91.56 43.77 93.11 76.03 94.2 85.16 74.67 66.98 93.66 83.99 79.78

Table 3.

Results of CNN approaches used in this experiment per domain (time or frequency) per subject, per study. Highest rates are in bold.
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Approaches # parameters # # iterations Implementation on
updated for one pass  batches (epochs) Android device
(1 batch) per
iteration
CNN few data 1.2e + 06 (time- 14 20-35 (time- No (too much
domain) 7.1e + 05 (2000/ domain) 55-85 memory
(frequency-domain) 150) (frequency- consumption)
domain)
TL full fine-tuning 1.2e + 06 (time- 14 5-15 No (too much
domain) 7.1e + 05 (2000/ memory
(frequency-domain) 150) consumption)
TL limited fine- 1000 (500*2) 14 5-15 No (hard to run back-
tuning (2000/ propagation on
150) mobile devices)
TL SVM (similar 500 1 1 Yes (easy to train
domains and across SVM on mobile
domains) devices)
Table 4.

Properties and resources used for the different techniques implemented in the experiment.

parameters using backpropagation. And, knowing that backpropagation

requires abundant data for proper training, a lack of training data (2000 SMM

instances) pushes the three frameworks to overfit and be less efficient.

* “TL SVM similar domains” and “TL SVM across domains” architectures perform
better than “CNN few data” by 7.78 and 5.57% respectively in time-domain and

by 12.27 and 0.24% respectively in frequency-domain. Therefore, both

architectures engage in capturing more general features than “CNN few data”.

In terms of resources, one advantage of the two architectures over “CNN few
data” is that the former converge much faster than the latter. Indeed, the
former require 5-15 epochs (in both time and frequency domains) for full

convergence while the latter needs 20-35 epochs and 55-85 epochs in time- and

frequency-domain respectively for full convergence, as shown in Table 4.
Another advantage resides in the number of parameters that have to be
learned, which is 500 for the former (in both time and frequency domains)
versus 1.2e + 06 and 7.1e + 05 for the latter in time and frequency domain
respectively (Table 4). Hence, as opposed to “TL full fine-tuning” and “TL

limited fine-tuning” frameworks, the “TL SVM” can be regarded as a global, fast

and light-weight framework for SMM recognition across subjects.

* “TL full fine-tuning” has a slightly higher performance than “TL limited fine-
tuning” by 2.71 and 4.14% in time- and frequency-domain respectively,

suggesting that fine-tuning weights of layers 1, ..., L — 1 (where L is the number

of CNN layers) is unnecessary since it does not improve SMM recognition

significantly. This confirms the earliest assumption that atypical subjects have

similar low- and mid-level features but different high-level features.

* “TL SVM across domains” framework yields a lower performance than “TL
SVM similar domains” by 2.21% and 12.02% in time- and frequency-domain
respectively. This implies the superiority in the SMM recognition task of low
and mid-level features learned from SMMs over the ones learned from basic
human movements. However, the latter features are more global. In time-
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domain, the small rate difference (2.21%) between “TL SVM across domains”
and “TL SVM similar domains” suggests that the low- and mid-level feature
space generated by human activities shares common details with the one
generated by movements of specific atypical subjects. This is not the case for
frequency-domain series, which can be explained by the difference in the
frequency range between human activities and SMMs. Indeed, the FFT
amplitude of human activities is contained below 10 Hz, pre-training the CNN
on human activity frequency-signals from 0 to 3 Hz and not from 0 to 10 Hz
results in imperfect human activity features which, combined with the SVM,
do not seem to yield good classification results on the recognition of SMMs. If
we were to have a new target learning task whose data signals are within the
same frequency range as data signals of the source learning task, then “TL SVM
across domains” would have achieved the same performance as “TL SVM
similar domains”.

* One advantage of “T'L SVM similar domains” and “TL SVM across domains” is
that they can be implemented in Android portable devices, as shown in
Table 4. Indeed, an expert could receive continuous acceleration signals from
the torso accelerometer of a subject, and label them on the fly (as SMM/non-
SMM) as the subject performs his activities/movements. This results in
annotated time series which are then preprocessed and fed into either “TL
SVM similar domains” or “TL SVM across domains” for training. A one-minute
recording of these signals is sufficient to train one of the two frameworks.
Afterwards, this framework is ready to use for recognizing further SMMs on
that same subject.

5. Conclusion

Time series pose important challenges to existing approaches which perform
predictive modeling for classification tasks. In this paper we present a review on our
previous works. Our contributions are aggregated into two categories: data-level
and algorithm-level approaches. Our data-level approach consists of encoding time
series using STin order to produce noise-free input signals which offer a more
efficient CNN training. At the algorithm level, one approach is the adaptive
convolutional layer filter approach which consists of determining the size of the
filter based on an analysis of the input time series signals and fluctuations present
within them. Indeed, choosing the proper 1st layer filter generates features maps
which are more informative about the input signals and which capture the whole
peaks within input signals. Furthermore, “TL SVM similar domains” and “TL SVM
across domains” are algorithm-level approaches dealing with tasks with limited
annotated data, which are regarded as two global, fast and light-weight techniques
for these kinds of tasks. These two CNN approaches generate features general and
global enough to recognize time series of the target learning task, given time series
of a source learning task that is similar or different but related to the target learning
task. All these approaches were implemented on the recognition of human activi-
ties, including normal activities performed by typical subjects and disorder-based
activities performed by atypical subjects (such as SMMs of autistic subjects).
Experimental results have showed the superiority of our techniques and their ability
to extract relevant features from time series inputs. As a perspective, knowing that
time series datasets often contain outliers either due to noisy time series or
mislabeled time series (e.g. incorrect labels), we aim at studying a robust CNN that
is insensitive to outliers. As opposed to our data-level CNN technique (mentioned in
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this paper) whose goal is to eliminate noise from time series, this robust CNN is an
algorithm-level technique with acts at the level of loss functions by controlling high
error values caused by outliers.
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Chapter 2

Using Gray-Markov Model and
Time Series Model to Predict
Foreign Direct Investment Trend
for Supporting China’s Economic
Development

Yanyan Zheng, Tong Shu, Shou Chen and Kin Keung Lai

Abstract

Foreign direct investment (FDI) is one of the important factors affecting China’s
economic development, the prediction of which is the basis of its development and
decision-making. Based on elaborating the significant role in China’s economic
growth and the status quo of utilizing foreign investment over the period between
2000 and 2016, this chapter attempts to construct Gray-Markov model (GMM) and
time series model (TSM) to forecast the trend of China’s utilization of FDI and then
compares the precision of two different prediction models to obtain a better one.
Results indicate that although it is qualified, traditional Gray model needs to be
optimized; GMM is built to help modify the result, improve Gray-related degrees,
and narrow the gap with real value. Comparing the accuracy of GMM with that of
TSM, we can conclude that the fitting effect of GMM is better. To increase the
credibility of these results, this chapter is based on the data of Beijing and Chong-
qing from 1990 till 2016, also verifying that the fitting effect of GMM is superior to
that of the TSM. Then, we can safely draw a conclusion that the prediction model
of GMM is more credible, which has a certain referencing value for the utilization
of FDI.

Keywords: foreign direct investment (FDI), Gray-Markov model (GMM), time
series model (TSM)

1. Introduction

In the light of the definition of the International Monetary Fund (IMF) and the
Organization for Economic Cooperation and Development, foreign direct invest-
ment (FDI) is an investment in the form of a controlling ownership in a business in
one country by an entity based in another country. The primary purpose of the host
country in attracting FDI is to promote the country’s economic development and
industrial upgrading. This will facilitate domestic enterprises to improve their tech-
nology and quality, gradually supporting the development of foreign enterprises to
enter the global value chain [1]. Influencing the supply chain system, FDI has
significantly promoted the sound and rapid development of the national economy.
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Therefore, it is necessary to focus on the future tendency of FDI in the supply
chain system when we investigate the transformation and innovation of Chinese
economy.

Since the late 1970s, FDI attracted by China has been steadily increasing,
regardless of the changes and fluctuation of the international economic environ-
ment and the total flow of FDI globally. Statistically, over the period from 1979 to
2010, China’s actual use of FDI amounted to $1048.31 billion [2], and FDI keeps a
rapid growth. According to the data of Ministry of Commerce of the People’s
Republic of China (PRC) (Figure 1), the FDI in China presented a rising trend over
the period from 1990 to 2016. The vital roles in the economic development of China
are as follows. Firstly, the proportion of basic industries in China declines generally,
and the proportion of agricultural output drops by 18% over the period between
1978 and 2011 [3]. Secondly, for a long time, FDI mainly concentrates in secondary
and tertiary industries, accelerating the restructuring and upgrading of China’s
industries [4]. Finally, FDI provides investment capital and promotes the rapid
development of China’s import and export trade, improving China’s status in
international trade.

Due to the remarkable role of FDI, a multitude of scholars began to track and
study the FDI in developing countries, build analytical framework, and launch a
new field of research of FDI in developing countries. The statistics shows that China
has become an emerging market for FDI. Dees indicates that FDI has positive
effects on the GDP, technological progress, and the improvement of management
system [5]. Nourzad considers that FDI promotes economy development through
technology transfer [6], while Mah argues that the latter one promotes the former
one [7]. Taking the reform policy (implemented in July 2005) as the boundary, Pan
and Song explore the impact of the effective exchange rate of RMB on FDI [8].
Research shows that they are in a long-term equilibrium relationship before
implementing reform policy. After the policy, the exchange rate of RMB has the
Granger causality for FDI, and the appreciation of RMB can promote the flow of
FDI. Additionally, De Mello shows that FDI can increase the added value associated
with it [9]. Based on the data from 1971 to 2012, Dreher et al. conclude that the
membership in international organizations is an essential and decisive factor of FDI
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Figure 1.
The horigontal curve of FDI in China.

25
WORLD TECHNOLOGIES




Practical Time Series Analysis

liquidity and has a promoting effect on FDI mobility [10]. Badr and Ayed do a
quantitative study of the relationship between FDI and economic development in
South American countries, and they find that FDI can be determined by some
economic factors, having no important effect on economic development [11].
Kathuria et al. apply panel data to examining the effectiveness of public policy in
attracting FDI [12]. Lin et al. divide the FDI company into five strategies [13];
Briilhat and Schmidheiny estimate the rivalness of state-level inward FDI [14].

The trend of FDI in the future is an important reference for China’s economic
development. However, much literature focuses on the development of FDI itself
and its influencing factors, and there is little research on the future development.
This is what we do in this chapter. Currently, the predictive analysis model for
economic and trade development can be divided into linear prediction method and
nonlinear prediction one. The linear prediction method mainly includes historical
average level prediction method, time series prediction method, and Kalman filter
prediction method, to name just a few. The nonlinear prediction methods concern
Gray theory, Markov chain, support vector machine, and boom prediction method.
The historical average prediction algorithm is simple and easy to understand and
the parameters can be estimated by using the least squares method. However, it is
too simple to accurately reflect the randomness and nonlinearity, and therefore it
cannot be applied to unexpected events. The Kalman filter uses the flexible recur-
sive state space model, with the advantages of linear, unbiased, and minimum mean
variance. Nevertheless, because the Kalman filter prediction model belongs to the
linear model, its performance becomes worse in the nonlinearity and uncertainty
[15]. The time series model is simple in modeling, with high prediction accuracy in
the case of full historical data. The Gray model can be modeled with less informa-
tion, handling data easily and having higher accuracy, which can be extensively
used in several fields [15-18]. However, Gray model becomes less attractive for time
series with large stochastic fluctuation. Markov stochastic process predicts the
development and changes of dynamic system according to the transfer probability
of different states, and the transfer probability reflects the influence degrees of
various stochastic factors and the internal law of the transition states. Therefore, it
is more suitable to predict the problems with large stochastic fluctuation. What
cannot be ignored is that Markov model requires data to meet the characteristics of
no effect. Consequently, when using a simple model, it is very difficult to obtain a
better prediction result, and the combination method becomes a popular method.

Through the vector autoregressive moving average (VARMA), Bhattacharya
et al. compare and analyze the consumer price index sequence (CPI) and improve
the forecasting accuracy [16]. The Gray model (proposed by a Chinese scholar,
Professor Deng) and the Markov model (proposed by a Russian mathematician,
Markov) have been combined very early, which is called Gray-Markov model
(GMM). Based on the Gray prediction model, GMM is used to solve the inaccurate
problems resulting from the large random fluctuation of the data and widely pro-
moted in the fields of financial economy, agricultural economy, and resource and
energy [17-20]. On the basis of GM(1,1), Li et al. propose an improved GM(2,1)
model [21]. Based on the model of GM(1,1) and Markov stochastic process and
combining Taylor formula approximation method, Li et al. construct a model of
T-MC-RGM(1,1) and verify its validity by the example of thermal power station in
Japan [22].

The level of FDI in China is influenced by many factors such as fixed invest-
ment, laws and regulations, corporate culture, innovation ability, and financial
market stability, among others. To clearly recognize and describe the role of FDI,
the foreign investment system is abstracted as a Gray system with no physical
prototype and incomplete information, which can be predicted with GM(1,1)
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model. Meanwhile, the FDI level in the previous year has no direct influence on that
in the next year, in line with the no-effect characteristic of Markov stochastic
process. On the basis of the previous study of Gray-Markov model, it is used to
predict the tendency of FDI in China, addressing the shortcomings of the Gray
model for the low precision of the data sample with large fluctuation and compen-
sating for the limitation that the Markov model requires the data to have a smooth
process. As a comparison, the time series prediction model is introduced to evaluate
FDI. Then, the fitting results are compared to decide the optimal prediction model.

2. Gray-Markov model

Gray-Markov model is a forecasting method integrating the Gray theory with the
Markov theory [17-25]. Firstly, GM(1,1) is constructed to obtain the predicted resid-
ual value. Then, the error state can be divided according to the residual values, and
the error state can be obtained in light of the Markov prediction model. Then, based
on the error state and transition matrix, the predicted sequence from GM(1,1) can be
adjusted to obtain more precise predicting internals. The traditional GM(1,1) has its
advantage in short-term prediction, while it has a poor fitting effect in forecasting
the long-range and fluctuating data series. And the benefit of Markov stochastic
process is the prediction of the large data series with random volatility. GMM has
been proposed by He to predict the yield of cocoon and oil tea in Zhejiang Province.
Subsequently, this model is widely used in the prediction of transportation, air
accidents, and rainfall. Accordingly, we use GMM to predict FDI of China [26-28].

2.1 Gray model

The Gray system theory, founded and developed by Chinese scholar Deng,
extends the viewpoints and methods of general system theory, information theory,
and cybernetics to the abstract system of society, economy, and ecology, incorpo-
rating the development of mathematical methods to develop the theory and method
of Gray system. The modeling process is as follows.

(1) Raw series are

x© = {x<°>(1),x(°>(z), ...... %0 (m)} (1)

(2) To weaken the randomness of the original data, the accumulated generating
series is derived:

XV (k) = fxm) (7). (2)

(3) Based on the sequence of X 8)) , 2 new sequence Z E:)) is derived as follows:

70 (k) = %x(l) k) + %x(l) (k — 1) 3)

(4) Then, whitened differential equation is obtained:
xO k) +azV (k) = b (4)

In Eq. (4) a is development coefficient, b is the parameter of Gray action, and ®
is identification parameter vector. Then, the least squares estimation of parameters
satisfies the following equation:
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® — (Z) — (B"B) 'B"Y (5)
and
-z 1 x9(2
—zW@3) 1 x(0)(3)
B — Y = . (6)
—71) (m) 1

By differentiating x(!) (k), a whitened differential equation can be written as

eVt axM(k) = b
(5) The whitened time response is as follows:

sVl +1) = (x<1> (1) — Z) e(=ak) +g 7

Reducing the sequence of Yk +1) (k=1,2,..,m—1), the following sequence
is obtained:

P ={2901),290Q), ... m) | ®
(6) Model testing

Model test is divided into residual test and Gray-relating test. Residual test is to
obtain the difference between predicting value and the actual value. Firstly, the

absolute residuals and relative residuals about X(® and X ¥ are calculated:

AVH) =290 —xO60) (i =12, ..,n) 9)
L AYG)
(i) = 200(0) (i=12..,n) (10)

Then, below is the average value of relative residuals:
1 n
D=-% ¢ (11)
ni=1

Given the value of a, it is called residual qualification model when @ < a. The
value of @ can be 0.01, 0.05, or 0.10, and the corresponding model is perfect,

qualified, and barely qualified.
As shown in Eq. (12), Gray correlation degree measures the correlating coeffi-

cient between the original sequence and the reference sequence:

_ min; miny, [x(k) — x;(k)| + p max; max; [x(k) — x;(k)|
(k) = —150k) = x: (k)] + p max; maxs [x (k) — x:(%)] (12)

i denotes the ith group of fitting data, and k& denotes the kth one in a certain
group. p denotes the distinguish coefficient varying from 0 to 1, which is always set
as 0.5. However, the correlation coefficient varies with moments, which results in
disperse information. Combining the correlation coefficient in different moments
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together, we can obtain the correlation degree between the original curve and
the fitting curve:

=1 S k) (13)
np—1

2.2 Markov model

Markov chain is proposed by Andrey Markov (1856-1922), and it is a discrete
time stochastic process with Markov property in mathematics. Given the current
knowledge and information, historical information has no impact on the future. To
improve prediction accuracy, Markov model is used to handle the data obtained by
GM(1,1). It is critical to divide state and build transition matrix.

2.2.1 Dividing states

To divide states, four rules are suggested to follow. Firstly, the partition state
must have at least one true value in each state. Secondly, elements in a one-step
transition matrix cannot be the same. Thirdly, the actual values must fall into one
state. Finally, the state must pass Markov test. The numbers vary according to the
original data. In this chapter, the overall level of FDI in China is on the rise while
fluctuating in detail. Therefore, the level of FDI is a non-stable stochastic process.

Taking the curve of Y (k) = %% (k + 1) as reference, the sequence can be divided
into 7 states. The intervals can be denoted as Q; = [Q4;, Q] andi =1,2, ..,7, in
which Qli = Y,(k) + Eli and QZi = ?(k) + Ezi-

2.2.2 Transition matrix

Assuming that there are # states denoting as E1, E», ..., E,, the transition proba-
P : . MY
bility amounts to frequency approximately in general, namely, P;j = ;- Then, we

can get the /th step transition matrix P(l) = <Pg)) . Ml(Jl ) is the data of raw series
nxn

transferring [ step from the state Q; to the state Q.

2.2.3 The forecasting value

The eventual forecast is in the center of the Gray zone, which is denoted as
Y'(k) =1(Qq + Qy) = Y (k) = 1 (Ey; + Ey). Eventually, the forecasting sequence is
obtained as Y'(k) = {Y'(1),Y'(2),...,Y'(m)}.

3. Time series model (TSM)

Burg suggests that recursive algorithm estimated by the AR(P) model is the most
practical one [29], while Hannan proposes time series with multidimensional linear
stationary RMA(p, q). The times series model mainly includes the autoregressive
model and the moving average model [30-32], and generally the modeling steps are
as follows.
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3.1 Preliminary analysis of data and modeling identification

Time series prediction is a statistical method processing dynamic data, which is a
random sequence arranged in chronological order or a set of ordered random vari-
ables defined in probabilistic space {X;, t = 1, 2, ..., n}, in which the parameter ¢
represents time. In the TSM, if the samples’ autocorrelation function {p, } decreases
to zero based on the negative exponential function, then it can be preliminarily
judged that this sequence is a stationary autoregressive moving average model
(ARMA). If the absolute value of the sample autocorrelation function in the g-step
delay p, (k <q) is greater than twice of the standard deviation and the value
of p,(k > q) is less than twice of the standard deviation, then the sequence is g-step
moving average model (MA(g)). In a similar vein, we can judge p-step
autoregressive moving average model (AR(p)) according to the truncation situation
of partial autocorrelation function {®y, }.

3.2 Parameter estimation

In order to fit the TSM, we need to estimate the autoregressive coefficient ¢;, the
moving average coefficient 6;, the mean y, and the variance ag of the white noise
sequence in the ARMA model.
3.3 Diagnostic test

The purpose of diagnostic test is to check and test the rationality of the model,
including residual test, autocorrelation function of residual error and partial auto-
correlation function test, and the significance test of parameters in the model.
3.4 Optimal model selection

Model recognition is only a preliminary selection of TSM. Considering the actual
observed errors and statistical errors, several models are taken as candidate models.

And the most common methods of selecting optimal models include F-test method,
criterion function method (AIC criterion, BIC criterion, SBC criterion).

4. Comparison of GMM and TSM
4.1 GMM predicting FDI of China

Take the FDI value of China over the period from 1990 to 2016 as the original
data (unit, $100 million; data source, Ministry of Commerce of the PRC):

X0 = {34.87, 43.66, 110.08, ..., 1260}

Based on Eq. (5) and using the software MATLAB, the least squares estimation

(LSE) of FDI is as follows:
(d > ( —0.0697)
b = ~ =
b 243.795

Based on Eq. (7), time-response function can be written as x(k + 1) =
3530.59¢%-0997F — 3495.72. Residual values can be obtained according to relative
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error based on the prediction value of GM(1,1) model. To improve the predicting
accuracy, the relative error can be divided into five states (E1, E2, E3, E4, E5)
between 1990 and 2010. The relative error status can be seen in Tables 2.
According to the original FDI value over a period from 1990 to 2010 and the
relative error of prediction value in GM(1,1), the transition matrixes of different

steps Pgi) (i =1,2,3,4,5) are shown as follows:

3 1 1 3 2 1 3
- - 0 - 0 - 0 0 - O - 0 0 —
5 5 5 5 5 4 4
1 0 0 0 O 1 0 0 0 O 1 0 0 0 O
1 1 1 11 11 1 1 1
-~ =0 - 0 S22 200 -0 - >0
PV=1% 3 2 L.PP=|2 2 4 1 " |,PP=|2 " 4 3
1 1 1 1 1 1 1 1 1
S S0z -0 S - 2 20
00 2 2 0 6 3 2 6 6 3 3
1 1 1 1 11
0 0 - 0 = = = = = 0 00
2 2 0 2 2 00 2 2
0 O 13 0 0 O 13
4 4 4 4
1 0 0 0 O 0 0 0 10
2 1 11 1
W_1Z00 Zo0,PP=]= = =00
& 3 3 - 3 3 3
1 111 2 1 2
S - - 200 20 - o0
6 6 3 3 5 5 5
10 0 0 O 1 0 0 0 O
Residual El E2 E3 E4 E5
State
Meaning Extremely Underestimated Reasonable Overestimated Extremely
underestimated overestimated
Range [-0.17, —0.10] [-0.10,0.02] [0.02,0.07] [0.07, 0.12] [0.12, 0.83]
Table 1.

Relative errvor status of FDI level in China.

Year Original Relative error of GM State Year Original Relative error of GM State

1990 34.87 0 E3 2001 468.78 0.0848 E4
1991 43.66 0.8288 E5 2002 527.43 0.0397 E3
1992 110.08 0.5974 E5 2003 535.05 0.0914 E4
1993 275.15 0.0615 E3 2004 606.30 0.0398 E3
1994 337.67 —0.0741 E2 2005 603.25 0.109 E4
1995 375.21 —0.1131 E1 2006 630.21 0.1318 E4
1996 417.26 —0.1545 E1 2007 747.68 0.0394 E3
1997 452.57 —0.1679 E1 2008 923.95 —0.1071 E1
1998 454.63 —0.0941 E1 2009 900.33 —0.0061 E2
1999 403.19 0.095 E4 2010 1057.35 —0.102 E1l
2000 407.15 0.1477 E4 — — — —

Data source: China Statistical Yearbook over the period from 2000 to 2006, Ministry of Commerce of the PRC.

Table 2.
Comparison of GM(1,1) prediction value and original value of FDI of China.
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Based on the transition matrix, we can obtain the error state over a period from
2011 to 2016 (see Table 3). Taking the middle value of the error state to modify the
prediction value of GM(1,1) model, then the modified value can be seen in Table 3.

And x(9(k), 29 (k), and ¢(7) represent the original value, predicting value and

relative error of GM(1,1). x' © (k) and ¢' (i) represent the modified value and rela-
tive error of GMM.

In the light of Egs. (9)-(11), the relative residual error of GM(1,1) and GMM is
0.0584 <a = 0.1 and 0.0458 < a = 0.05, respectively. Therefore, the GM(1,1)
model is barely qualified, and the modified GMM model is qualified. Gray correla-
tion degrees of the two models are 67 and 79.9%, respectively. In summary, the

Year %0 (k) %) (k) 10 0@ (k) @' (@)
1990 34.87 0.0349 0 33.4752 —0.0471
1991 43.66 0.2550 0.8288 127.5082 0.6739
1992 110.08 0.2734 0.5974 136.7182 0.2332
1993 275.15 0.2932 0.0615 281.4594 0.0173
1994 337.67 0.3144 —0.0741 326.9385 —0.0328
1995 375.21 0.3371 —0.1131 379.20437 0.0193
1996 417.26 0.3614 —0.1545 406.5945 —0.0172
1997 452.57 0.3875 —0.1679 435.9630 —0.0289
1998 454.63 0.4155 —0.0941 467.4528 0.0360
1999 403.19 0.4455 0.0950 392.0632 0.0000
2000 407.15 0.4777 0.1477 420.3821 0.0582
2001 468.78 0.5122 0.0848 450.7465 —0.0113
2002 527.43 0.5492 0.0397 527.2409 —0.0056
2003 535.05 0.5889 0.0914 518.2134 —0.0040
2004 606.30 0.6314 0.0398 606.1574 —0.0055
2005 603.25 0.6770 0.1090 595.7787 0.0154
2006 630.21 0.7259 0.1318 638.8121 0.0407
2007 747.68 0.7784 0.0394 747.2223 —0.0059
2008 923.95 0.8346 —-0.1071 938.8998 0.0246
2009 900.33 0.8949 —0.0061 930.6540 0.0326
2010 1057.35 0.9595 —0.1020 1079.4327 0.0291
2011 1160.11 1.0288 —0.1276 1157.4006 0.0065
2012 1117.20 1.1031 —0.0128 1241.0002 0.1077
2013 1175.90 1.1828 0.0058 1330.6383 0.1241
2014 1195.60 1.2682 0.0573 1116.0363 —0.0417
2015 1262.70 1.3598 0.0714 1196.648 —0.0260
2016 1260.00 1.4580 0.1358 1283.0826 0.0451

Annotations: The unit of x(©) (k) and x' © (k) is 1 billion dollars. The unit of %©) (k) is 10° billion dollars. Data source:
China Statistical Yearbook.

Table 3.
Residual checklist of Markov model and GM(1,1).
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prediction accuracy of GMM has been improved, and its fitting effect exceeds the
model of GM(1,1).

4.2 TSM predicting FDI of China

Now we will build a TSM based on the FDI value of China over the period from
1990 to 2016, obtain the predicting data, compare the difference between the
predicted data and the original date, and evaluate the accuracy of this model.

Figure 1 shows the changing tendency of FDI in China over the period between
1990 and 2016. The raw data series show the seasonal change and overall growth,
but the data series are not stable. Through the seasonal difference method to process
the data, the seasonal difference order of three was selected. After the differential
processing, the data sequence has been stabilized, eliminating the growing trend
(Figure 2).

We determine the order of TSM based on sample autocorrelation function and
partial autocorrelation function. After the one-step delay, the sample autocorrela-
tion function falls to a standard error of twice times and has the property of
truncation. After the two-step delay, the sample partial autocorrelation function
falls to a standard error of twice times and has the property of truncation.

In the light of the calculation of SAS software, now we compare the model of
ARMA(2,1), AR(2), and MA(1) (see Tables 4 and 5).

Comparing the AIC and SBC values for ARMA(2,1), AR(2), and MA(1) models
(see Table 4), we find the model MA(1) to be the most inferior. Considering the
AIC and SBC criterion values of ARMA(2,1) and AR(2) and the significance of
parameters, it is found that fitting effect of the AR(2) model is the best.

As shown in Table 5, the P-value (Pr> ChiSq) for self-correlation test of the
residual sequence with the 6-step delay, the 12-step delay and the 18-step delay are
greater than that of the significant level a = 0.1. Therefore, we cannot reject the
hypothesis that residuals are non-autocorrelated. That is to say, the residual is
regarded as a white noise sequence. This illustrates that the AR(2) model has
extracted sufficient information from the raw series and it is a rational model:

08 T T

T
N
|

0.6

0.4

Three oreder difference value of FDI
<
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_0.8 | 1 | | 1
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year

Figure 2.
The curve about time after differential.
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Model Parameter Estimate P-value AIC SBC
AR(2) MU 2.0711 <0.0001*** 1.0603 4.5944
AR1,1 1.5357 <0.0001***
AR1,2 —0.5392 0.0102**
MA(1) MU 0.4676 0.0038*** 28.7297 31.08558
MA1,1 —0.7099 0.0001***
ARMA(2,1) MU 1.9380 <0.0001*** 0.7062 5.4184
MA1,1 —0.4940 0.1192
AR1,1 1.2352 0.0015***
AR1,2 —0.2358 0.5028

KKK KK

Annotations: ***, **, and * indicate a significant level of 0.01, 0.05, and 0.1, respectively.

Table 4.
Prediction vesults of TSM.

To lag 6 12 18

Chi-square 391 5.44 8.02

Pr > ChiSq 0.4187 0.8599 0.9481
Table 5.

Self-correlation test of AR(2) model.

(1=1.53571B + 0.53921B*)(1 — B3)X, = &

where X = num — 2.0711, t = year, and num represents the FDI value of the
corresponding year.

4.3 Comparison of prediction results of two models
4.3.1 Accuracy assessment

Regarding how to select the appropriate accuracy evaluation criteria, Yokuma
and Armstrong [33] have done a survey of expert opinions. They think that accu-
racy, clear physical meaning, and being easy to implement can be the critical
evaluation criteria [33]. Accordingly, three criteria are used to evaluate the accuracy
of the prediction model.

Criterion Mean squared error Mean absolute error ~ Mean absolute percentage error
Index MSE =137 (x —%:)*  MAE =¥ xi — % MAPE =137 |
GM(1,1) 7.3991e+03 66.0812 0.3117

GMM 2.4731e+03 29.5558 0.1181

Time series 1.6644e+04 85.6101 0.1448

Annotations: X; is the predicting value, x; is the original value, and n is the predicting number.

Table 6.
Three criteria to evaluate the accuracy of models.
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Figure 3.
Original value and that in GMM.
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Figure 4.
Original value and that in TSM.

4.3.2 Comparing predicted values with actual values

As shown in Table 6, the prediction accuracy of GMM has been improved
manifestly compared with that in GM(1,1) model. Therefore, the forecasting value
in GMM is closer to the actual level of China’s FDI. Then, from Figures 3 and 4, we
can clearly see that GMM model has a better fitting effect than that in TSM.

5. Empirical analysis of FDI in Chongqing and Beijing
From discussions above, it is found that GMM has higher prediction accuracy

and better fitting effects than those of TSM of Chinese FDI level. To further verify
the credibility of this result, we construct GMM and TSM based on the FDI level of
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Beijing (1990-2016) and Chongqing (1990-2015). The divided states involved in
the GMM are shown in Table 7, and the transition matrixes of GMM associated
with Beijing and Chongqing are denoted as P, and P3. For simplification, we only
list the form of transition matrix P,. The comparison of GM(1,1) and GMM can be
seen in Tables 8 and 9. The average relative errors of GM(1,1) and GMM of Beijing
(Chonggqing) are 0.0312 (0.5285) and —0.0029 (—0.1051), respectively. The Gray

Area Error state E1 E2 E3 E4 E5

Beijing Range [-0.47,-0.2] [-0.2,-0.1] [-0.1,0.1] [0.1, 0.28] [0.28, 0.65]

Chonggqing Range [0, 0.28] [0.28, 0.55] [0.55,0.75] [0.75,0.81] [0.81,0.97]
Table 7.

Residual states of FDI in Beijing and Chongging.

Year Original value GM(1,1) GMM TSM To state GR MR
1990 27,696 0.0277 0.0277 0.0277 E3 0 0
1991 24,482 0.0693 0.0371 0.0245 E5 0.6466 0.3395
1992 34,984 0.0780 0.0417 0.0364 E5 0.5514 0.1614
1993 66,693 0.0878 0.0711 0.0311 E4 0.2401 0.0618
1994 144,460 0.0988 0.1121 0.0863 El, —0.4625 —0.2885
1995 140,277 0.1112 0.1262 0.1342 E1 —0.2617 —-0.1117
1996 155,290 0.1251 0.1420 0.1969 E1 —0.2410 —0.0934
1997 159,286 0.1408 0.1620 0.1514 E2 —0.1310 0.0165
1998 216,800 0.1585 0.1799 0.2127 E1 —0.3677 —0.2050
1999 197,525 0.1784 0.2052 0.2126 E2 —-0.1071 0.0373
2000 168,368 0.2008 0.1626 0.2680 E4 0.1615 —0.0352
2001 176,818 0.2260 0.1831 0.1767 E4 0.2176 0.0341
2002 172,464 0.2544 0.1361 0.2213 E5 0.3220 —0.2673
2003 219,126 0.2863 0.2319 0.1890 E4 0.2346 0.0551
2004 255,974 0.3222 0.2610 0.2560 E4 0.2056 0.0193
2005 352,834 0.3627 0.3627 0.2878 E3 0.0271 0.0271
2006 455,191 0.4082 0.4694 0.3979 E2 —0.1151 0.0303
2007 506,572 0.4594 0.5283 0.5179 E2 —0.1026 0.0412
2008 608,172 0.5171 0.5947 0.5870 E2 —0.1761 —0.0227
2009 612,094 0.5820 0.5820 0.6851 E3 —0.0517 —0.0517
2010 636,358 0.6550 0.6550 0.7277 E3 0.0285 0.0285
2011 705,447 0.7373 0.8368 0.7195 ES5 0.0431 0.1570
2012 804,160 0.8298 0.6721 0.8222 E4 0.0309 —0.1964
2013 852,418 0.9339 0.7565 0.9097 E4 0.0873 —0.1268
2014 904,085 1.0512 1.0512 1.0009 E3 0.1399 0.1399
2015 1,299,635 1.1831 1.3428 1.0292 E1 —0.0985 0.0322
2016 1,302,858 1.3316 1.5114 1.4400 E1 0.0216 0.1380

Anmnotations: In Table 8, the unit of original value is 1 million dollars. GM, GMM, and TSM represent the predicted value of Gray
model, Gray-Markov model, and time series model, and their unit is 10° million dollars. GR and MR represent the residuals of Gray
model and Gray-Markov model. Data source: Beijing Statistical Yearbook (1990-2017), Beijing Municipal Bureau of Statistics.

Table 8.
Comparison of predicted errors of GMM and GM(1,1) of Beijing FDI level.
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relational degrees of GM(1,1) and GMM of Beijing (Chongging) are 64.62%
(75.26%) and 79.39% (86.82%), respectively. Therefore, the errors of GM(1,1) and
GMM are barely qualified or qualified, and hence GMM is superior to GM(1,1):

2 4 2 1 1 12 1
44000 b 44 %20
12 1 1 2 2 1 2 1 1
5555 ° 05553579 00 % %3

PPZO%%O%,PP:oéoo;,Pf):o%O%O,
1 12 1 111 11 12 2
5 955 5 5555 5 55050
000 21 Yoo 2o 2o 1o

3 3 3 3 3 3
11 1 1 1 3

4443 0429470

1 2 11

00 330 000 > 2

Pg‘”:;o;oo,l)@:%o%oo

o0 21 1 122 .,

5 5 5 5 5 5

% % 00 0 % % 000
Year Original value GM(1,1) GMM TSM To state GR MR
1990 332 0.0033 0.0029 0.0003 E1 0 —0.1628
1991 977 0.3159 0.0347 0.0010 E5 0.9691 0.7188
1992 10,247 0.3647 0.1276 0.0029 E3 0.7190 0.1972
1993 25,915 0.4210 0.2463 0.0846 E2 0.3844 —0.0523
1994 44,953 0.4860 0.4180 0.0686 E1 0.0751 —0.0755
1995 37,926 0.5611 0.3282 0.0842 E2 0.3241 —0.1554
1996 21,878 0.6478 0.2267 0.0406 E3 0.6623 0.0350
1997 38,466 0.7478 0.4375 0.0165 E2 0.4856 0.1207
1998 43,107 0.8633 0.5050 0.0755 E2 0.5007 0.1465
1999 23,893 0.9967 0.2193 0.0563 E4 0.7603 —0.0897
2000 24,436 1.1506 0.2531 0.0181 E4 0.7876 0.0347
2001 25,649 1.3284 0.2922 0.0296 E4 0.8069 0.1223
2002 28,089 1.5335 0.1687 0.0329 E5 0.8168 —0.6651
2003 31,112 1.7704 0.1947 0.0360 E5 0.8243 —0.5976
2004 40,508 2.0439 0.4497 0.0417 E4 0.8018 0.0991
2005 51,575 2.3596 0.5191 0.0599 E4 0.7814 0.0065
2006 69,595 2.7241 0.9534 0.0776 E3 0.7445 0.2700
2007 108,534 3.1448 1.1007 0.1059 E3 0.6549 0.0139
2008 272,913 3.6306 3.1223 0.1930 E1 0.2483 0.1259
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Year Original value GM(1,1) GMM TSM To state GR MR
2009 401,643 4.1914 3.6046 0.6941 E1 0.0417 —0.1143
2010 304,264 4.8388 2.8307 0.6809 E2 0.3712 —0.0749
2011 582,575 5.5862 3.2679 0.2878 E2 —0.0429 —0.7827
2012 352,418 6.4490 3.7727 1.2269 E2 0.4535 0.0659
2013 414,353 7.4452 4.3554 0.2769 E2 0.4435 0.0487
2014 423,348 8.5952 1.8909 0.5837 E4 0.5075 —1.2388
2015 377,183 9.9228 2.1830 0.5124 E4 0.6199 —0.7278
2016 332 0.0033 0.0029 0.0003 E1 0 —0.1628

Annotations: In Table 9, the unit of oviginal value is 1 million dollars. GM, GMM, and TSM represent the predicted
value of Gray model, Gray-Markov model, and time series model, and their unit is 10° million dollars. GR and MR
represent the residuals of Gray Model and Gray-Markov model. Data source: Chongqing Statistical Yearbook
(1990-2016), Beijing Municipal Bureau of Statistics.

Table 9.

Comparison of predicted ervors of GMM and GM(1,1) of Chongging FDI level.

Similar to Section 4.2, TSM of Beijing FDI can be modeled as MA (1):

(1+ 0.82673B) (1 — B*)X, = &

where X = num — 0.27264 and t = year.
TSM of Chongging FDI can be modeled as ARMA(1,2,1):

(1-—0.82442B)(1+ B)(1—B*)X; = &

where X = num — 2.178452 and t = year.

Figure 5 (Figure 6) shows the difference between the original value and the
predicting value in Gray-Markov model (time series model) of foreign direct
investment in Beijing. It is apparent that the fitting effect of GMM is better than

Figure 5.
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Original value and that in GMM of BJ. Annotations: BJ denotes the city of Beijing.
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Figure 6.
Original value and that in TSM of BJ. Annotations: BJ denotes the city of Beijing.

that of TSM. The similar conclusion can be drawn from Figures 7 and 8.

Tables 9 and 10 show the predicting effect of GMM is better than that of TSM
from the point of predicting errors and accuracy. There is no doubt that it is a good
thing to predict accurately the foreign direct investment of the forthcoming 5 or
10 years for the domain specialists. Because if the predicting results is lower or
higher than they expected, they could pay attention to seeking the critical factors
and policy which have impacts on FDI and adjust them in advance.
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Figure 7.
Original value and that in GMM of CQ. Annotations: CQ denotes the city of Chongqing.
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Original value and that in TSM of CQ. Annotations: CQ denotes the city of Chongqing.

Area Index SE — 15 (i — @)2 MAE =137 | |xi —%i| MAPE — 1yw x.x;l?,
Beijing GM(1,1) 3.3244e+09 4.7473e+04 0.2587

GMM 4.3599¢+09 3.9369e+04 0.1032

TSM 5.4378e+09 4.6731e+04 0.1335
Chongging  GM(1,1) 3.9173e+10 1.3478e+05 2.9584

GMM 5.8230e+09 3.4080e+04 0.2663

TSM 4.4524e+10 1.0126e+05 0.6018

Annotations: MSE, MAE, and MAPE denote mean squared error, mean absolute ervor, and mean absolute percentage
ervor.

Table 10.
Comparison of predicting accuracy of two models.

6. Conclusions and future work

Our contributions are threefold. Firstly, comparing the predicting results of the
Gray-Markov model and the time series model and the original value, respectively,
we can find that the fitting effect of the former (GMM) is better than the latter
(TSM) and so does its scientific and practical importance. Secondly, the predicting
results of GMM show that the level of foreign investment in China has been
increasing by years. Thirdly, in order to further enhance Chinese international
status and attract more foreign investment, the government should play a role at a
macro level to reduce excessive market administrative intervention, establish a
service-oriented government, and reduce the relevant approval procedures for
international investment.
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In the future work, the Gray-Markov model and time series model can be
combined with other predicting model (e.g., support vector machine and dynamic
Bayesian) to improve the accuracy. Also these models have the potential to be
applied in the other areas such as finance (e.g., stocks, funds, and security), risk
(e.g., financial risk and operational risk), and business (e.g., consumer price index
and incomes).
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Chapter 3

Fuzzy Forecast Based on Fuzzy
Time Series

Ming-Tao Chou

Abstract

This chapter mainly uses fuzzy time series for interval prediction and long-term
significance level analysis. In this study, the Taiwan Shipping and Transportation
Index (Taiwan STI) is used to illustrate the prediction process. Nine steps have been
used to establish the interval prediction of the Taiwan Shipping and Transportation
Index (Taiwan STI), and AS is called a long-term significance level (up/down/
stable) is used to illustrate the long-term prediction significance level. By means of
interval prediction and long-term prediction significance level, the future trends for
this index and more internal messages related to this index can be provided to
relevant researchers.

Keywords: fuzzy time series, interval prediction, long-term prediction significance
level

1. Introduction

In 1965, Zadeh [1] proposed the concept of fuzzy sets as a tool to test the
unknown degree of membership. Many fuzzy studies then attempted to use this
method as a theoretical framework, which is widely used in the research fields of
natural sciences and social sciences, obtaining good study achievements [2-22]. The
fuzzy time series is also an analysis method derived from the concept of fuzzy sets.
In 1993, Song and Chissom [18-21] successfully combined the concept of fuzzy sets
with the time series model and began studies on fuzzy time series. Chen [3] pro-
posed the simplified and easy-to-calculate method for Song and Chissom’s model
[18-21], so that the computation complexity of fuzzy time series is dramatically
reduced. Lee and Chou [14] also proposed that rational settings of the lower and
upper boundary in intervals of the universal set for fuzzy time series have improved
their accuracy and reliability. Liaw [17] proposed a simple test method for whether
a fuzzy time series has a fuzzy trend, in which the method is used to determine
whether the data for analysis is in a steady state. Chou [12] added to Chen and
Hsieh’s defuzzification method [2] in the fuzzy time series, so that the long-term
level for the series can be obtained, and the model originally used for single-point
prediction can be applied to long-term prediction and interval prediction. This
article mainly uses the algorithmic method of Chou’s [12] research process for
illustrating the fuzzy time series, taking the Taiwan Shipping and Transportation
Index (STI) [23] as an example.

The remainder of this chapter is organized as follows. Section 2 presents the
definition of fuzzy time series and Section 3 defines the long-term predictive
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significance level process. A numerical example of STI is shown in Section 4, and
concluding remarks are mentioned in conclusion.

2. Definition of fuzzy time series

Fuzzy sets, presented by Zadeh [1], have numerous presentations, such as in
tuzzy sets, fuzzy decision analysis, and fuzzy time series. The concept is also
widely applied in social science article and applications [2-22]. Fuzzy time series is
developed rapidly since their introduction by Song and Chissom [18-21]. Current
fuzzy time series methods have benefited from both theoretical developments as
well as relevant applications in research [2-22], which has led to more diverse uses.
This trend indicates that the development of fuzzy time series has markedly
improved. The definitions of the fuzzy time series used in this article are described
as follows.

Definition 1 [18-21]. A fuzzy number on the real line R is a fuzzy subset of R
that is normal and convex.

Definition 2 [18-21]. Let Y(¢)(¢t = ..., 0,1,2,...), a subset of R, be the universe of
discourse on which the fuzzy sets f;(t)(t = 1,2, ...) are defined, and let F(¢) be the
collection of f;(t)(t = 1,2, ...). Then, F(t) is called fuzzy time series on
Yt)(t=..0,1,2,..).

Definition 3 [18-21]. Let I and ] be the index sets for F(t — 1) and F(z), respec-
tively. If for any f;(¢) € F(¢), where j € ], there then exists f;(£ — 1) € F(t — 1), where

i € I, such that there exists a fuzzy relation R;;(t, — 1) and f] (t) =f;(t—1)e

Rji(t,t — 1), where ‘-’ is the max—min composition. Then, F(¢) is said to be caused

by only F(t — 1). Denote this as f;(t — 1) —>f].(t), or equivalently, F(t — 1) — F(¢).
Definition 4 [18-21]. If, for any f;(t'=1) € F(t), wherej €], there exists

fi(t —1)€ F(t — 1), where i € I, and a fuzzy relation R;;(t,t — 1), such that

f].(t) =f;(t—=1)oR;(t,t —1). Let R(t,t — 1) = U;iR;i(t,t — 1), where U is the union

operator. Then, R(t,¢ — 1) is called the fuzzy relation between F(t) and F(z — 1).

Thus, we define this as the following fuzzy relational equation:

F(t) =F(@ —1)oR(t,t — 1).

Definition 5 [18-21]. Suppose that R (,z — 1) = U;R;(¢,t — 1) and
Ry(t,t — 1) = U;R%;(t,t — 1) are two fuzzy relations between F(t) and F(¢ — 1). If, for
any f; (t) € F(t), where j € ], there exists f;(t — 1) € F(t — 1), where i € I, and fuzzy
relations R';(t,r — 1) and R%; (¢, — 1) such that f;(¢) =f,(r — 1) oR}j (t,t —1) and
fi(e) =f,(t = 1) e R; (¢, — 1), then define Ry (£, — 1) = Ry(z,£ — 1).

Definition 6 [18-21]. Suppose that F(t) is only caused by F(t — 1), F(t — 2), ..., or
F(t —m) (m>0). This relation can be expressed as the following fuzzy relational
equation: F(t) = F(t — 1) eRo(t,t — m), which is called the first-order model of F(z).

Definition 7 [18-21]. Suppose that F(t) is simultaneously caused by F(t — 1),
F(t—2),..,and F(t —m) (m > 0). This relation can be expressed as the following
fuzzy relational equation: F(¢) = (F(t —1) x F(t —2) X ... X F(t —m)) o R,(t,t —m),
which is called the m™-order model of F(z).

Definition 8 [3]. F(¢) is fuzzy time series if F(z) is a fuzzy set. The transition is
denoted as F(t — 1) — F(t).

Definition 9 [7]. Let d(t) be a set of real numbers: d(t) C R. We define an
exponential function where
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1.y = expd(t) ©Iny =d(t) and
2. exp (Ind(t)) =d(t), In (expx) = d(¢).

Definition 10 [14]. The universe of discourse U = [Dy, Dy| is defined such that
Dy, = Dpin — sty(n)/+/n and Dy = Diax + Stq(n)/+/n when n < 30 or
Dy, = Dyin — 6Z4/+/n and Dy = Dpax + 6Z,/+/n when n > 30, where t,(n) is the
100(1 — a) percentile of the ¢ distribution with 7 degrees of freedom. 2, is the
100(1 — a) percentile of the standard normal distribution. Briefly, if Z is an N (0, 1)
distribution, then P(Z > z,) = a.

Definition 11 [14]. Assuming that there are 7 linguistic values under consider-
ation, let A; be the fuzzy number that represents the it linguistic value of the
linguistic variable, where 1< i < m. The support of A; is defined as follows:

Dy — Dy i(Dy — Dy)
’ m

(Dy —D
p,+Pv=Du)
m

Dy + (i —1) DL + ,1<i<m—1

. ..Dy-D
Dy + (i —1)=L—=L,

Definition 12 [17]. For a test Hy : nonfuzzy trend against Hy : fuzzy trend, where
the critical region C* = {C"C’; +CrkF>C=Clx (1- 2)}, the initial value of the
significance level a is 0.2.

Definition 13 [8]. Let d(¢) be a set of real numbers d(¢) C R. An upper interval
for d(t) is a number b such that x < b for all x € d(z). The set d(t) is said to be an
interval higher if d(¢) has an upper interval. A number, max, is the maximum of 4(z)
if max is an upper interval for d(t) and max € d(z).

Definition 14 [8]. Let d(t) C R. The least upper interval of d(t) is a number max
satisfying:

1. max is an upper interval for d(t) such that x < max for all x € d(¢) and

2. max is the least upper interval for d(z), that is, x < b for all x € d(t) = max < b.

Definition 15 [8]. Let d(t) be a set of real numbers d(t) C R. A lower interval
for d(t) is a number b such that x > b for all x € d(z). The set d(z) is said to be an
interval below if d(¢) has a lower interval. A number, min, is the minimum of d(¢) if
min is a lower interval for d(¢) and min € d(t).

«—

Definition 16 [8]. Let d(z) C R. The least lower interval of d(¢) is a number min
satisfying:

—

1. min is a lower interval for d(¢) such that x > min for all x € d (t) and.
2. min is the least lower interval for d (t), thatis,x > b forallx e d(t) = min <bh.

Definition 17 [8]. The long-term predictive value interval (min, max) is called
the static long-term predictive value interval.

Definition 18 [2]. Let A; = (a;, f;, 7i),i =12, .., n, ben triangular fuzzy
numbers. By using the graded mean integration representation (GMIR) method, the
GMIR value P(A;) of A; is P(A;) = (a; + 4; + 1;)/6. P(A;) and P(4;) are the GMIR
values of the triangular fuzzy numbers A; and A, respectively.
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~

Definition 19 [12]. Set up new triangular fuzzy numbers by S = (m<_in, d(t),

max). After GMIR transformation, S becomes a real number AS. This is called the
long-term significance level with fuzzy time series. The AS is a real number satis-
tying the following:

1. AS is called a long-term significance level up, only if: AS > d(t);
2. AS is called a long-term significance level down, only if: AS < d(¢); and

3. AS is called a long-term significance level stable, only if: AS = d (¢).

3. Procedure of fuzzy time series forecasting

This section proposes a method to forecast the long-term predictive significance
level by Chou. The stepwise procedure of the proposed method consists the follow-
ing steps [8], illustrated as a flowchart in Figure 1 [5-12].

Step 1. Let d () be the data under consideration and let F(t) be fuzzy time series.
Following Definition 11, a difference test is performed to determine whether
stability of the information. Recursion is performed until the information is in a
stable state, where the critical region is C* = {C}C’; +Ch>c =t x(1- )}

Step 2. Determine the universe of discourse U = [Dy,, Dy|.

Is the Data Stable?

.

Define the Universe of Discourse

!

Fuzzy Observed Rules

.

Forecast and Defuzzify

.

Set Up Prediction Value Interval

s

Set Up New Triangular Fuzzy Numbers

.

Defuzzify by GMIR

Figure 1.
Procedure of the proposed model.
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Step 3. Define A; by letting its membership function be as follows:

'1 forxe _DL+(i_1)¥’DL+W)
Where1S;SW—15

ua,(x) = Q4 forx e _DL+(1'—1)1#’DL+W}
wherei:_m,‘
[ 0 otherwise.

Step 4. Then, F(t) = A; if d(t) € supp(A4;), where supp(-) denotes the support.
Step 5. Derive the transition rule from period ¢ — 1 to ¢ and denote it as
F(t —1) — F(t). Aggregate all transition rules. Let the set of rules be
R = {Vi|7’i :Pi — Qz}
Step 6. The value of d(t) can be predicted using the fuzzy time series F(t) as
follows. Let T(¢) = {r;|d(t) € supp(P;), where r; € R} be the set of rules fired by d(t),

where supp (P;) is the support of P;. Let supp(P;) be the median of supp(P;). The

predicted value of d(t) is er € T(t-1) %'

Step 7. The long-term predictive value interval for d(t) is given as (m?n, max).

Step 8. Set up new triangular fuzzy numbers by AS = (rr?inﬂ (f)max) .
Step 9. Defuzzify S to be AS.

4. Numerical example of Shipping and Transportation Index in Taiwan

In this study, the Shipping and Transportation Index (STI) in Taiwan is used for
a numerical example. The STI reflects the spot rates of the Taiwan Stock Exchange
Corporation. The STI data are sourced from the Taiwan Stock Exchange Corpora-
tion [23], the historical data for which is defined here as the STI, and month-
averaged data for the period between January, 2015, and June, 2018, was collected.

Over these 42 data points, the analysis produces an average of 4.226, with a
standard deviation of 0.172, maximum value of 4.571, and minimum value of 4.067.
These descriptive statistics show that the STI has largely remained at the 1124.70
level. As shown in Figure 2, its current rate of return is negative.

0.100 ~

e The STI return rate

0.050 -

/ \.
0.000 104(2

-0.050 -+

-0.100 -

-0.150 -

Figure 2.
Rate of return of the STL
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The following steps in the procedure are performed when using fuzzy time
series to analyze STI.

Step 1. First, we take the logarithm of the STI data to reduce variation and
improve the forecast accuracy, letting STI(z) = In STI(z).

Step 2. Maintaining stationary data while forecasting helps to improve the
forecast quality; therefore, we conduct a stationary test on the STI data. For fuzzy
time series, a fuzzy trend test can measure whether the STI’s fuzzy trend moves
upward or downward. Using this fuzzy trend test, the STI data can be converted
into a stationary series. If the original STI data exhibited a fuzzy trend, it can be
eliminated by taking the difference. We then repeat the test after taking the first
difference to measure if the STI data exhibits a fuzzy trend. If a fuzzy trend is again
observed, then we take the second difference, and so on.

Letting STI(z) be the historical data under consideration and fuzzy time series, a
difference test is used (following Definition 11) to understand whether the stability
of the information. Recursion is performed until the information is determined to
be stable. Once the region c = {C|C =C2 + ngfzz} =432< {C|C§2 x(1-02)}
= 688.8, the STI data are considered in a stable state and are not rejected.

Step 3. According to the interval setting of the STI data, we define the upper and
lower bounds, which facilitate dividing the linguistic value intervals later. From
Definition 10, the discourse U = [Dy,, Dy]. From Table 1, D,,;, = 4.067,

Dmax = 4.571, s = 0.172, and n = 42 can be obtained. Lettinga = 0.05, since # is
large than 30, a standard normal Z was used. Thus, Zg g5 = 1.645, D;, = Dpin—
sto/\/n ~ 3.627, and Dy = Dyax + st,/+/n ~ 5.011. That is, U = [3.627,5.011 |.

Step 4. After defining the upper and lower bounds of the STI data in Step 3, we
can define the SCFI range by determining the membership function as well as the
linguistic values. We can also define the range of the subinterval for each linguistic
value, assuming that the following linguistic values are under consideration:
extremely few, very few, few, some, many, very many, and extremely many.
According to Definition 11, the supports of fuzzy numbers that represent these
linguistic values are given as follows:

(1 forx € [3.627 + (i — 1)(0.129), 3.627 +i(0.198))
where1<i<m —1;
ua,(x) = { 1 forx € [3.627 + (i — 1)(0.129), 3.627 + i(0.198)]

where i = m;

L 0 otherwise.

where A; = “extremely few,” A, = “very few,” A3 = “few,” A4 = “some,” As =
“many,” Ag = “very many,” and A; = “extremely many.” Thus, the supports are
supp(41) = [3.627,3.825), supp(A,) = [3.825,4.023), supp(A3) = [4.023,4.221),
supp(A4) = [4.221,4.419), supp(As) = [4.419,4.617), supp(As) = [4.617,4.815),
and supp(Ay) = [4.815,5.011].

Step 5. According to the subinterval setting of each linguistic value, we classified
each historical dataset of the STI into its corresponding interval to measure the
value corresponding to the linguistic value for each interval. The fuzzy time series
F(t) was given by F(¢) = A; when d(t) € supp(4;). Therefore, F(201501) = As,
F(201502) = A, F(201503) = As, F(201504) = As, ..., and F(201806) = Aj.
Table 1 shows the comparison between the actual SCFI data and the fuzzy enroll-
ment data.

Step 6. We apply fuzzy theory to define the corresponding value for the inter-
vals of the STI data, arrange the corresponding method for the STI data, and
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Year Actual In(Actual) Fuzzified The forecast value
201501 95.611 4.560 As 4.518
201502 92.839 4.531 As 4.518
201503 94.750 4.551 As 4.518
201504 96.622 4.571 Ag 4.617
201505 88.503 4.483 As 4.518
201506 79.003 4.369 Ay 4.221
201507 80.103 4.383 Ay 4.221
201508 74.787 4.315 Ay 4.221
201509 69.560 4.242 A, 4.221
201510 71.416 4.269 Ay 4.221
201511 67.625 4.214 Aj 4.221
201512 64.282 4.163 Aj 4.221
201601 63.301 4.148 Aj 4.221
201602 64.315 4.164 Aj 4.221
201603 67.143 4.207 Aj 4.221
201604 65.073 4.176 Aj 4.221
201605 61.163 4.114 Aj 4.221
201606 61.221 4.114 Aj 4.221
201607 61.043 4.112 Aj 4.221
201608 59.942 4.093 Aj 4.221
201609 60.293 4.099 Aj 4.221
201610 58.372 4.067 A; 4.221
201611 58.736 4.073 Aj 4.221
201612 57.892 4.059 Aj 4.221
201701 59.278 4.082 Aj 4.221
201702 62.746 4.139 Aj 4.221
201703 65.467 4.182 Aj 4.221
201704 62.142 4.129 Aj 4.221
201705 76.626 4.339 Ay 4.221
201706 63.029 4.144 Aj 4.221
201707 64.728 4.170 Aj 4.221
201708 68.464 4.226 A, 4.221
201709 70.555 4.256 Ay 4.221
201710 67.830 4.217 Ay 4.221
201711 66.696 4.200 Aj 4.221
201712 67.640 4.214 A3 4.221
201801 69.769 4.245 Ay 4.221
201802 65.206 4.178 Aj 4.221
201803 64.669 4.169 Aj 4.221
201804 64.671 4.169 Aj 4.221
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Year Actual In(Actual) Fuzzified The forecast value
201805 63.759 4.155 As 4.221
201806 62.712 4.139 As 4.221

Table 1.

Fuzzy historical STI data and the forecasted vesults.

r1:Asz3 = Asrs: As — Ay
ry i A3 — Agrg : As — As
r3: Ay — Agry i As — Ag
r4 Ay — Aszrg i Ag — As

Table 2.
Fuzzy transitions devived from Table 1.
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4.500 e=|n(Actual) e===The forecast value
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Figure 3.

Forecast STI and actual STI.

integrate the changes from all the rules to determine the rules for the STI. The
transition rules are derived from Table 1. For example, F(201501) — F(201502) is
As — As. Table 2 shows all transition rules obtained from Table 1.

Step 7. We calculate each rule by determining all the rules of the STI, and the
calculation results can be used to forecast future values. Table 1 shows the fore-
casting results from 201001 to 201806.

Step 8. The calculated STI rules can define the intervals of the STI data; using
these intervals, we can determine the variation in future long-term intervals. The
long-term predictive value interval for the STI is given as (3.726, 4.913). Thus,
the long-term predictive interval for the STI is given as (41.506, 136.022). There-
fore, the current long-term S STI is bounded by this interval. According to Step 8,
the fuzzy STI of 201501 shown in Table 1 is As, and from Table 2, we can see that
the rules are the fuzzy logical relationships in Rule 8 of Table 2, in which the
current state of fuzzy logical relationships is A;. Thus, the 201806 STI predictive
value is 41.506.

Step 9. Letting defuzzified S be AS, the STI 201806 forecast value based on our
investigation is 68.090, and its trading range is between 41.506 and 136.002. Thus,
the new triangular fuzzy numbers by S = (41.506, 68.090, 136.002). Thus, the

defuzzified S is AS = 74.981, and AS = 74.981 > d (¢) = 68.090. AS is called a long-
term significance level up.

The result shows that based on the long-term significance level, the STI is
currently oversold. This result and the risk-reward ratio are both related within the
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group. We used Table 1 data in our analysis according to the root mean square
percentage error (R.M.S.P.E.) method, with an average prediction error of 1.708%.
Figure 3 shows the forecast visitor arrivals determined through fuzzy time series
analysis and the actual STI values. Based on the fuzzy time series results, the
average STI is estimated to be 68.090 in 201806 (Figure 3).

5. Conclusions and future work

In this article, a long-term predictive value interval model is developed for
forecasting the STI. This model facilitates minimizing the uncertainties associated
with fuzzy numbers. The method is examined by forecasting the STI by using data

from which AS = 74.981 and AS > d (¢) is obtained. For index returns, the current
rate of return is negative and its volatility is increasing. The long-term predictive

significance level of the STI is at the AS level; the STI should thus exhibit extreme
volatility.

The current model for the STI 201806 forecast level deviates insignificantly
from the actual values for an average of 68.090 and is within the group; the
prediction error does not exceed 1.708% of the significance level. By constructing a
fuzzy time series forecasting model for the STI with an error of less than 1.708%,
with the traditional fuzzy time excluded from the single-point forecast comparison,
this model provides a long-term predictive significance level.

Furthermore, the proposed method can be computerized. Thus, by improving
fuzzy linguistic assessments as well as the evaluation of fuzzy time series, decision
makers can automatically obtain the final long-term predictive significance level.

The STI used in this chapter is used as a forecasting example. If you predict that
the future will rise, you can use the buying strategy. For example, if the index
returns in the future, you can use the selling strategy.

The four functions of management are mainly four functions: planning, organi-
zation, leadership and control. The fuzzy time series mode used in this chapter can
be applied to controlled projects to compare and correct whether the re-executed
work meets expectations. If you meet expectations, re-plan the original settings.

Acknowledgements

This chapter is extended and revised the article “An improved fuzzy time series
theory with applications in the Shanghai containerized freight index”.

52
WORLD TECHNOLOGIES




Practical Time Series Analysis

Author details
Ming-Tao Chou
Department of Aviation and Maritime Transportation Management, Chang Jung

Christian University, Taiwan

*Address all correspondence to: mtchou@mail.cjcu.edu.tw

53
WORLD TECHNOLOGIES




Practical Time Series Analysis

References

[1] Zadeh LA. Fuzzy set. Information
and Control. 1965;8:338-353

[2] Chen S-H, Hsieh C-H.
Representation, ranking, distance, and
similarity of L-R type fuzzy number and
application. Australian Journal of

Intelligent Information Processing
Systems. 2000;6:217-229

[3] Chen S-M. Forecasting enrollments
based on fuzzy time series. Fuzzy Sets
and Systems. 1996;81:311-319

[4] Chen S-M. Forecasting enrollments
based on high order fuzzy time series.
Cybernetics and Systems: An
International Journal. 2002;33:1-16

[5] Chou M-T, Lee H-S. Increasing and
decreasing with fuzzy time series. In:

Joint Conference on Information
Sciences; 2006. pp. 1240-1243

[6] Chou M-T. A fuzzy time series model
to forecast the BDI. In: IEEE
Proceedings of the Fourth International
Conference on Networked Computing
and Advanced Information
Management; 2008. pp. 50-53

[7] Chou M-T. The logarithm function
with a fuzzy time series. Journal of

Convergence Information Technology.
2009;4:47-51

[8] Chou M-T. Long-term predictive
value interval with the fuzzy time series.
Journal of Marine Science and
Technology. 2011;19:509-513

[9] Chou M-T. An application of fuzzy
time series: A long range forecasting
method in the global steel price index
forecast. Review of Economics and
Finance. 2013;3:90-98

[10] Chou M-T, Chou C-C. The
implication of Taiwan’s ore tramp
carrier cargo on the blast furnace plant.

Advanced Materials Research. 2013;
694-697:3488-3491

[11] Chou MT. Fuzzy time series theory
application for the China containerized
freight index. Applied Economics and
Finance. 2016;3:444-453

[12] Chou MT. An improved fuzzy time
series theory with applications in the
Shanghai containerized freight index.
Journal of Marine Science and
Technology. 2017;25:393-398

[13] Duru O, Yoshida S. Modeling
principles in fuzzy time series
forecasting. In: 2012 IEEE Conference
on Computational Intelligence for

Financial Engineering and Economics;
2012. pp. 1-7

[14] Lee H-S, Chou M-T. Fuzzy forecast
based on fuzzy time series. International

Journal of Computer Mathematics.
2004;81:781-789

[15] Lai RK, Fan CY, Huang WH, Chang
PC. Evolving and clustering fuzzy
decision tree for financial time series

data forecasting. Expert Systems with
Applications. 2009;36:3761-3773

[16] Liang M-T, Wu J-H, Liang G-S.
Applying fuzzy mathematics to
evaluating the membership of existing
reinforced concrete bridges in Taipei.
Journal of Marine Science and
Technology. 2006;8:16-29

[17] Liaw M-C. The order identification
of fuzzy time series, models
construction and forecasting [PhD
thesis]. Taiwan: National Chengchi
University; 1997

[18] Song Q, Chissom BS. Forecasting
enrollment with fuzzy time series—
Part I. Fuzzy Sets and Systems. 1993;54:
1-9

54
WORLD TECHNOLOGIES




Practical Time Series Analysis

[19] Song Q, Chissom BS. Fuzzy time
series and its models. Fuzzy Sets and
Systems. 1993;54:269-277

[20] Song Q, Chissom BS. Forecasting
enrollment with fuzzy time series—Part
II. Fuzzy Sets and Systems. 1994;62:1-8

[21] Song Q, Leland RP, Chissom BS.
Fuzzy stochastic time series and its
models. Fuzzy Sets and Systems. 1997;
88:333-341

[22] Teoh HJ, Chen CH, Chu HH, Chen
JS. Fuzzy time series model based on
probabilistic approach and rough set
rule induction for empirical research in
stock markets. Data & Knowledge
Engineering. 2008;67:103-117

[23] Taiwan Stock Exchange Corporation
[Internet]. 2018. Available from: http://
www.twse.com.tw/en/ [Accessed:
August 03, 2018]

55
WORLD TECHNOLOGIES




Chapter 4

Forecasting Shrimp and Fish Catch
in Chilika Lake over Time Series
Analysis

Rohan Kumar Raman and Basanta Kumar Das

Abstract

Chilika lagoon (a Ramsar site) is a large source of fish production and biodiver-
sity situated in the east coast of India, Odisha. Shrimp landings contribute an
average of 4185 MT (Metric Ton) around 35% of total fish production. In this study,
SARIMA (Seasonal Auto Regressive Integrated Moving Average) model has been
developed on quarterly time series shrimp catch data during the year 2001-2015
and forecasted up to 2018. The best model was selected on Akaike Information
Criteria (AIC) and Bayesian Information Criterion (SBC). Results showed that
maximum average shrimp landings were observed in the first quarter period (sum-
mer season), whereas maximum variation in catch was observed during second
quarter Q2 (monsoon season) and lowest variation in the fourth quarter Q4 (winter
season) catch during the year 2001-2015. The developed time series SARIMA
(0,1,1)(0,1,1) , model was found to be the best fitted model for the shrimp landings
in the lagoon. This article also delineates the application of SARIMAX model
(SARIMA with regressors) using monthly catch prediction of fisheries in the Chilika
Lake. The developed model is validated with less than 10% errors showing increas-
ing fish catch in the upcoming years by maintaining the present lake condition.

Keywords: Chilika, shrimp, fisheries, time series, forecasting

1. Introduction

Coastal lagoon is a junction of fresh, brackish, and marine water system and
known for its large fish species production and diversity among aquatic ecosystem
[1, 2]. The fresh and saline water combination makes it more liable for attracting
different finfish and shellfish species in the aquatic ecosystem. The Chilika lake
(lagoon) (a Ramsar site of International importance) is the largest brackish water
lagoon in the eastern coast of India situated between latitude 19°20'13.06"-19°
54'47.02" N to longitude 85°06'49.15"-85°35'32.87” E in the humid tropical climatic
zone in the state of Odisha, India (Figure 1). The lagoon is composed of fresh,
brackish and marine water ecosystems and divided into outer channel, central
sector, northern sector and southern sector. The lagoon is a rich source of fisheries
production and biodiversity, which harbours more than 29 species of shrimp from 8
families [3], providing livelihood around 0.2 million people around it. Fisheries
resources in Chilika lake account more than 71% total valuation of the lake ecosys-
tem [4]. The lake has been supporting around 200 million rupees to the state
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economy and contributing to the earning of valuable foreign exchange. However,
continued natural changes and unabated anthropogenic pressure fisheries suffered
the most in terms of both yield and biodiversity in the last two decades [5]. Before
restoration (opening of the new lake mouth, year 2000-2001) of the lagoon, the
Penaeid prawns’ population decreases due to the failure in breeding as the lake
mouth was shifted far (about 30 Km) from the lake proper, and the confluence
point of outer channel (recruitment route) at Magarmukh was silt-choked [5].
Average fisheries catch increased around 520% after four years of new lake mouth
opening in 2000. Northern sector was found to have maximum catch percentage of
total catch followed by central sector, southern sector and outer channel. The
commerecial fish catch of the lagoon is composed of 12 fish groups namely mullets,
clupeoides, perches, threadfins, crockers, beloniformes, catfishes, tripod fishes,
cichlids, murrels, featherbacks and others. After the opening of new lake mouth and
desiltation of outer channel, the salinity of the lake increases due to high intake of
sea water, resulting favourable for effective recruitment of all economic fishes
except cichlids. Shrimp production individually contributed 35% of total fish pro-
duction in the Chilika lagoon. Some dominating shrimps are Fenneropenaeus indicus,
Penaeus monodon, Metapenaeus dobsoni, Metapenaeus monoceros, etc. in the lagoon.
The annual landings of shrimp species fluctuated between 2347.78 Metric Ton (MT)
and 6413.78 (MT) during last 15 years (2001-2015) in this lagoon after the opening
of new lake mouth. Quarter wise shrimp landings fluctuated between 82.55 (MT)
and 745.55 (MT) during the period 2001-2015 in the lagoon. To support the predic-
tion of shrimp catch landing in the lagoon, domain specialists need to develop the
forecasting models over time series analysis. Time series data are a sequence of data
which are collected at successive equally spaced time interval, and it depends on its
past value. Time series analysis built stochastic models based on time correlations of
collected data. The main objective of time series analysis in respect to the fishery
fields is to describe the underlying structure using input data to provide short-term
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57
WORLD TECHNOLOGIES




Practical Time Series Analysis

forecasts of the output variables of a dynamic system [6]. Very well-known Box
Jenkin’s [7] Auto Regressive Integrated Moving Average (ARIMA) model is used to
analyse and forecast the univariate time series data. SARIMA model is composed of
ARIMA model including seasonal component of the time series data and very
frequently used for time series modelling. Applications of ARIMA and SARIMA
models were used to analyse and forecast fisheries data [12-14]; illustration on
catch and effort data for the skipjack tuna fleet at Hawaii [8], Saila [9] modelled on
monthly average catch per day of rock lobster, Sathianandan and Srinath [10]
modelled of all India marine fish landings using ARIMA model, while NunoPrista
et al. [11] described the application of SARIMA models for data-poor fisheries with
a case study on sciaenid fishery of Portugal. Modelling and forecasting of marine
fish production in Odisha, India, using the SARIMA Model [12].

When exogenous variable is included in the ARIMA model, it is known as
ARIMAX model. Similarly, SARIMAX model is developed using well-known seasonal
ARIMA model with external regressors associated with the time series data.
SARIMAX model performs with better accuracy in fish catch prediction than the
SARIMA model with minimum error variance [14]. However, the environmental
factors’ influence as a regressor in the time series ARIMA (SARIMA) model could be
quantified by identifying the underlying patterns in periodic time series data using
ARIMAX (SARIMAX) model. The influence of water quality parameters of Chilika
lake on monthly catch of commercial fisheries (Beloniformes: order) and total fish-
eries of the lake was modelled using SARIMAX modelling approach [13, 14]. In this
case study, SARIMA model for modelling and forecasting the 15 years quarterly time
series shrimp catch data of Chilika lagoon of post restoration period since 2001 was
developed as case study and further using this model to forecast shrimp catch land-
ings up to 2018. Very few studies have been conducted based on time series model
based forecasting of fish species in general and shrimp in particular of Chilika lagoon.
The aim of this study is to develop the best fitted time series forecasting model for
shrimp landing in Chilika lagoon and further model based catch forecast up to the
period 2018. Since catch prediction in advance would be necessary for appropriate
planning and designing of the national fishery development plan for sustainable
exploitation of fisheries of the said water bodies, this shrimp forecasting study in the
Chilika lagoon will be immensely useful in decision making for the policy makers and
lagoon managers for sustainable fisheries production and management. In this chap-
ter, a case study of shrimp prediction model using quarterly time series data of the
Chilika lagoon was developed, and further prediction model of fisheries and
commercial fish (Beloniformes: order) in the Chilika lagoon was also discussed.

2. Materials and methods
2.1 Study area

Chilika Lagoon (Figure 1) water spread area fluctuates between monsoon and
dry season at maximum of 1165 km? to minimum of 906 km?, respectively [15, 16].
The water quality of lagoon is influenced by the influx of sea water from West
Bengal, Mahanadi distributaries and from the western catchment rivers. The lagoon
is an assemblage of shallow to very shallow marine, brackish and freshwater eco-
systems [15] characterised by the lagoon with marine, brackish and freshwater
fisheries. Shrimp landing plays a significant contributor in commercial landings
after the opening of new lagoon mouth as a part of hydrological intervention for
eco-restoration of the lake in September 2000.
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2.2 Sample data collection

The quarter wise estimated total shrimp catch (MT) data and monthly total fish
catch (MT) data along with physicochemical parameters of water quality [14] of the
Chilika lagoon for the period April 2001 to March 2015 were collected from Chilika
Development Authority (CDA). The systematic random sampling methods with
landing centre approach [17-19] modified with site-specific conditions followed on
monthly basis were used to catch estimation in Chilika lagoon. In this study, quarter
wise (seasons) catch of the shrimp was taken; such as first quarter (Q1) consists of
March, April and May months together (summer season); second quarter (Q2) con-
sists of June, July and August months (monsoon season); third quarter (Q3) consists
of September, October and November months (post monsoon season) and fourth
quarter (Q4) consists of December, January and February months (winter season).
This quarter wise shrimp catch and total fish catch data for the period 2001 to 2015 of
the Chilika lagoon were used for the development of SARIMA time series prediction
modelling, and SARIMAX model has been described using monthly total fish catch
data with the physicochemical parameters of water quality of the lagoon [14].

2.3 Resource distribution mapping

Annual shrimp catch distribution mapping at 5-year interval is presented using
ArcGIS version 9 software.

2.3.1 SARIMA and SARIMAX model development

ARIMA model is developed on stationary data, but very few data sets in the
fisheries field are found to be stationary in nature. It becomes mandatory to test the
time series data sets for stationarity before using for modelling. Augmented Dickey-
Fuller [20, 21] (ADF) test used to test stationary of the original time series data. If
data were found to be nonstationary, then it is made stationary by transformation
procedure. Stationary time series data were further used for SARIMA model devel-
opment. SARIMA model was developed by Box-Jenkins [7] Seasonal Auto Regressive
Integrated Moving Average (SARIMA) model for seasonal quarterly time series data
following four steps as model identification, parameter estimation and model valida-
tion (diagnostic checking) and finally forecasting by the following methodology:

SARIMA model defined as ARIMA with seasonal parameters denoted as ARIMA
(p,d,q) (P,D,Q) s,

where p = auto regression (AR) order, d = differencing order, 4 = moving aver-
age order, P = seasonal AR order, D = seasonal differencing order, Q = seasonal MA
order and s is seasonality using the back shift operator B (the operator B is such that
Bz; = 2;_1) is expressed as,

@(B)¢(B)V'VPz, = (B )0(B)e; (1)
where,

V=1-B

V=1-B

¢B)=1—¢B— - —¢,B

0(B)=1— 6B — - — ,B

9(B) =1— @B — - — pp(B°)°

O(B) =1— 0,8 — - — 0 (B)
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Parameters of the model are
¢1J ) ¢p: 61) ) qu P15 5 Pps ®1: ) ®Q and 02-
Now, SARIMA model for time series data y, using Eq. (1) can be defined as;

9, = o(B)p(B)VV.y, + O(B)0(B)e: (2)

Moreover, the SARIMAX model (seasonal ARIMA with explanatory variable)
can be represented as a time-series forecasting model using the multiple regressions
with seasonal ARIMA model that takes care of the residual’s serial correlations.

Further, SARIMAX model can be defined using Eq. (2) and regressors as follows;

9, = ¢(B)$(B)V'Vy, + O(B)0(B)e: + fx; (3)

Where, x, is the input series at time ¢ and /3 is the regression coefficients of the input
series considering the assumptions of ARIMA and regression model together [22].

Here, the sequence &,S is independently and identically distributed (i.i.d) ran-
dom variable with zero mean and constant variance 62, which represents the error
term in the model.

Model parameters estimation and its significance were performed using statisti-
cal software such as SAS, R, MATLAB, SPSS, etc. Generally 70% data sets were
taken for model development and 30% data for model validation for long time
series data, but one can change the percentage based on the data availability. Model
development approach (a) model identification: model parameters are identified by
investigating autocorrelation function (ACF) and partial auto correlation function
(PACF) of the time series data (see [23] for more details); (b) parameter estimation:
identified model parameters are estimated using various recursive statistical
algorithms computation [23]; (c) model validation: inspection of residuals for no
significant lags using ACF. The best model was selected based on model selection
criteria and finally forecast is done data using best model for the given period of
time. The known model selection criteria (minimum is better), such as Akaike [24],
known as Akaike Information criterion (AIC), Bayesian Information Criterion pro-
posed by Schwartz [25], known as SBC and R square fit statistics, RMSE (root mean
square error), are used for identification of the best fitted model. The minimum is
preferable criteria except R square (maximum) for identifying best selection model.
Finally, the Ljung and Box [26] statistics Q based on the autocorrelations of the
residuals were used for testing adequacy of estimated models. Finally, forecasting or
prediction for the short term period is done based on best fitted model. For shrimp
catch forecasting modelling, Quarter wise shrimp catch data for the period April,
2001 to March, 2013 was used for best model selection and estimation and the data
April, 2014 and March, 2015 were used for validation of the model for Chilika
lagoon. Further based on developed model, quarterly shrimp catch was forecasted
up to 2018. Further SARIMAX model is described using monthly total fish catch
data with the physicochemical parameters of water quality as a factor of regressor
of the lagoon as regressors [14]. The total fish data sets for the period April 2001--
March 2011 were used for training data sets, and the period April 2011-March 2014
was used as testing and validation data sets for the model.

3. Results

The quarter wise shrimp catch landings (total, mean and standard deviation) of
Chilika lagoon are shown in Table 1. The total catch in first quarter Q1 (7427.36)
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Time (quarter) Total catch (MT) Mean catch (MT) Std. (MT)

Q1 7427.36 495.15 126.61

Q2 7033.78 468.91 164.69

Q3 3216.19 214.41 84.03

Q4 3226.56 215.10 55.60
Table 1.

Quarter wise total, mean and standavd deviation of shvimps landing in Chilika lagoon for the period
2001-2015.

was found to be maximum followed by second quarter Q2 landings (7033.78). The
catch of third quarter Q3 (3216.19) and fourth quarter Q4 (3226.56) are nearly equal
for the period 2001-2015. The quarterly average landings Q1 (495.15) are found to
be more than Q2 (468.91), but the variation in catch in Q2 (164.69) is higher than
Q1 (126.61). The mean catch of Q3 (214.41) is similar to that of Q4 (215.10), but the
variation in catch in Q3 (84.03) is higher than Q4 (55.60). The variation in quarter
wise shrimp catch data in Chilika lagoon was shown in Figure 2. Temporal variation
using image mapping of the lagoon in Figure 3 showed that catch increases in the
first decade but decreases thereafter, and in 2015, catch was found comparatively
low with respect to 2010-2012. The highest peak in catch was observed during 2011
and then starts decreasing till 2015 (Figure 3).

The best fitted SARIMA model was selected based on model selection criteria
(AIC and SBC), and SARIMA (0,1,1) (0,1,1) 4 model with lowest AIC (509.23) and
SBC (517.26) found the best fitted model Table 2. The parameter’s estimate of best-
fitted SARIMA (0,1,1) (0,1,1) , model in Table 3 showed nonseasonal moving aver-
age (component) parameter Q atlag 1 (0.71, p < 0.001) and seasonal moving
average parameter (0.78, p < 0.001) at lag 4 as significant effect in the developed
model. Two catches of second quarter for the year 2005 and 2011 showed the
significant outliers, and catch showed significantly increase during this period. The
R? value 0.70 showed the good fit of the SARIMA (0,1,1)(0,1,1) , model. The
residual of the developed SARIMA model was tested by Ljung, and Box test
(p > 0.05) showed the adequacy of the fitting of the estimated models. The devel-
oped SARIMA model was validated with the actual shrimp catch data (Table 4).
The annual catch prediction error for the developed model was found below 10%,
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Figure 2.
Quarter wise shrimp catch (MT) in Chilika lagoon for the period 2001 to 2015.
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TEMPORAL VARIATION IN TOTAL SHRIMP PRODUCTION (2001 - 2015)
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Figure 3.
Temporal variation of shrimp production of Chilika lagoon ecosystem from 2001 to 2015.
SI. No. SARIMA model AIC SBC
1 SARIMA(0,1,1)(0,1,1) 4 509.23 517.26
2 SARIMA(0,0,1)(1,1,1)4 519.19 529.32
3 SARIMA(1,0,1)(1,1,1) 4 520.88 533.03
4 SARIMA(1,0,1)(1,0,1)4 558.60 573.26
5 SARIMA(1,0,0)(1,1,1) 4 518.55 528.10
6 SARIMA(1,1,1)(1,0,0) 4 585.03 595.85
7 SARIMA(0,0,1)(0,1,1) 4 517.35 525.46
8 SARIMA(2,0,0)(1,1,1)4 519.94 532.10
Table 2.

Comparisons of best fitted SARIMA model with fit statistics (AIC, SBC) for quarter wise shrimp landings in

Chilika lagoon for the period 2001—2015.

Model parameter Estimate Std. Error Prob>|T Fit Statistics
Q (Lag1) 0.71 0.11 <.0001 AIC =509.23
q (Lag 4) 0.78 0.14 <.0001 SBC = 517.26
2011:Q2 (catch) 205.16 82.48 0.01 R*=0.70
2005:Q2 (catch) 266.90 82.31 0.002

Table 3.

Best fitted SARIMA (0,1,1) (0,1,1),, model parameter’s estimate and their significance for quarter wise shrimp

landings in Chilika lagoon for the period 2001-2015.
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Year Actual shrimp catch (MT) Predicted shrimp catch (MT) % error in catch prediction

2014 1536.418 1676.94 9.14

2015 1535.96 1520.201 1.02

2016 1605.134 4.5

2017 1627.088 5.9

2018 1649.041 7.36
Table 4.

Yearly actual versus predicted shrimp catch forecast with % prediction ervor using SARIMA (0,1,1)(0,1,1),
model in Chilika lagoon for the year 2014-2018.

e.g., for year 2014 (9.14%) and 2015 (1.02%). The percentage forecast error in
shrimp catch for the year 2016, 2017, and 2018 was found to be 4.5, 5.9, and 7.36%,
respectively (Table 4). The quarter wise forecast of shrimp catch for the period
2016-2018 with 95% upper and lower catch was shown in Table 5. The quarter wise
actual catch versus predicted catch with 95% confidence limit of shrimp catch for
the period of 2001 to 2018, showing an increase in catch with respect to 2015, is
shown in Figure 4.

An application of SARIMAX model for total fish production forecasting is
analysed for Chilika lagoon [14]. Mullets, clupeids, engraulids, perches, catfishes,
sciaenids, threadfins, cichlids, tripod fishes, featherbacks, murrels, carps and

Year Actual catch Forecasted catch Upper 95% catch Lower 95% catch
(quarterly) (MT) (MT) (MT) (MT)
2014(Q1) 589.113 604.435 795.914 412.956
2014(Q2) 522.827 546.637 738.091 355.183
2014(Q3) 211.991 310.37 501.812 118.929
2014(Q4) 212.487 215.502 436.937 94.0664
2015(Q1) 468.227 567.049 758.48 375.618
2015(Q2) 508.377 482.476 673.891 291.06
2015(Q3) 287.953 243.258 434.666 51.8502
2015(Q4) 271.403 227.418 418.822 36.0139
2016(Q1) 555.174 746.527 363.821
2016(Q2) 519.439 718.554 320.324
2016(Q3) 278.325 484.91 71.7396
2016(Q4) 252.196 465.991 38.4016
2017(Q1) 560.662 794.815 326.509
2017(Q2) 524.927 768.392 281.463
2017(Q3) 283.813 536.246 31.3805
2017(Q4) 257.685 518.778 93.4083
2018(Q1) 566.151 848.368 283.933
2018(Q2) 530.416 823.301 237.531
2018(Q3) 289.302 592.479 183.875
2018(Q4) 263.173 576.304 149.957
Table 5.

Quarter wise actual versus forecasted shrimps catch with upper 95% catch (MT) and lower 95% catch (MT)
prediction ervor using SARIMA modelling approach for the period 2014 (Q1) to March 2018 (Q4) of Chilika
lagoon.
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Figure 4.
Quarter wise actual versus predicted shrimp catch (MT) with 95% confidence limit of Chilika lagoon for the

period 2001 to 2018.

minnows with some miscellaneous catch are the major fish catch of the lagoon with
an average annual estimate of fish landing 12,000 tons per annum from 2000-2001
to 2014-2015. The fish landing was fluctuated between 10,286.34 tone (2003-2004)
and 6463.92 tone (2006-2007) with average at 7725.42 tone contributing 63.65% of
total fish landing of the whole lagoon. Around 64.88% of commercial catch was
contributed by the yield of fish since last 15 years of post-restoration period. More
than 90% fish species which contributed to the commercial landing of Chilika are of
brackish or marine habitats. SARIMAX model was developed using monthly time
series fish catch data, and regressor is used as a factor (combination of lagoon

Monthly actual versus forecast finfish catch of Chilika lagoon
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Figure 5.
Monthly actual fish catch versus predicted (forecasted) catch by SARIMAX model for the period April 2001 to

March, 2018 of Chilika lagoon (Source: [14]).
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temperature and salinity for the same period of April 2000-2001 to March 2014-
2015 of the Chilika lagoon). The data sets for the period April 2001-March 2011
were used for training sets and April 2011 to March 2015 were taken as validation of
the model. SARIMAX (1,0,0)(2,0,0)12 was found to be the best fitted model. Here,
SARIMA (1,0,0)(2,0,0)12 model is also compared with the SARIMAX (1,0,0)
(2,0,0)12 (SARIMA (1,0,0)(2,0,0)12 with regressors as factor) and found that the
R square value is greater for SARIMAX than SARIMA and root mean square error is
less for SARIMAX than the SARIMA model, which reveals that SARIMAX model is
better performer than the SARIMA model for the forecasting of the total fish catch
of the lagoon. The regressor, i.e., temperature and salinity used for SARIMAX
development, showed significantly positive influence (p < 0.05) on the fish catch
in the lagoon. Using SARIMAX model, forecasting is done for the fish production
within the error catch less than 10% (for details please see [14]; Figure 5). Total fish
catch forecasting also showed an increasing catch in the upcoming year till 2018
with respect to the base year 2015.

4. Discussion

In Chilika lagoon, fisheries in general and shrimp catch in particular play an
important role in support of livelihoods of fishermen around it. The quarterly catch
variation in shrimp landings in lagoon could be due to direct or indirect influence by
hydrology and environmental condition of the lagoon system [27-29]. Average
shrimp landings during first quarter Q1 were maximum, which reflects the summer
season (March, April and May) catch and the lowest in third quarter Q3
representing the post-monsoon season (September, October and November). The
maximum variation in shrimp catch was observed during second quarter Q2
representing monsoon season and lowest variation in fourth quarter Q4 winter
season (December, January and February). Seasonal and environmental variation
influences the special trends of fisheries in the estuaries system [30]. Physicochem-
ical parameters such as salinity and water temperature influence the distribution of
various Penaeid shrimp [31]. The physicochemical parameters of the Chilika lagoon
are very much influenced by the seasonal variation as it is connected with the fresh
water river by one side and the Bay of Bengal on the other side. The fresh water
flow showed positive, negative and inconsistent influence on fish production in the
coastal lagoon system for different fish species across different countries [32]. The
major commercial fishes in the lake are mostly migrant species (between sea and
lake) and account more than 86% of the total fish diversity [33]. For feeding and
breeding purpose, the migrant species enter the lake from the sea. The lagoon
environment becomes favourable in post winter through summer due to the more
availability of food. The higher temperature and salinity phase triggers spawning
activity of many clupeid species which contribute more than 26% of total annual
catch. Hence, in general, more number of fish species abundance is influenced by
the temperature and salinity of the lagoon. As reported, the total fish production
showed an increase trend in catch with the increase in temperature and salinity
[14]. Similar observation was made as marine-dependent species increased from
February month to onset of monsoon (June) [19] in Chilika lagoon. Moreover,
during monsoon season, the nutrient inflow in the lake comes through catchment
runoff and fresh water, which induces plankton production during post winter and
summer (high salinity and temperature) period.

The information on fisheries catch prediction in advance plays a crucial role for
managing fisheries resources in the lagoon ecosystem. In fisheries, several time
series models were developed and forecasted for fisheries catch data such as ARIMA
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model, multiple linear regression, non-linear regression and dynamic models,
Gaussian autoregressive model, etc. [34-36], but in general, ARIMA models have
been widely used for better forecasting. SARIMA model is found good fit for short
time series catch data and used as common forecasting model by several researchers
[34, 37, 38]. This study also analysed and forecast the quarterly shrimp landing of
Chilika lagoon using SARIMA time series modelling approach using data for the
period 2001-2015. The best fitted SARIMA (0,1,1)(0,1,1) 4 model developed for the
shrimp catch in Chilika lagoon was validated with actual quarterly catch data for the
period 2014-2015 and further quarter wise forecast of the shrimp catch up to the
year 2018. The forecast of shrimp catch for the years 2016, 2017, and 2018 shows an
increase in catch by 4.5, 5.9, and 7.36% with respect to the base year 2015 if the
environmental condition of the lagoon remains the same. SARIMAX (1,0,0)(2,0,0)
12 also showed the total fish increasing catch up to year 2018 with respect to the
base year 2015. These model-based fish catch forecasting for Chilika lagoon results
will be useful for understanding fish catch forecast with acceptable accuracy that
will enable lagoon fish managers to facilitate fisheries management by predicting
the lagoon fisheries progress toward fish production. Reliable fish catch production
forecasting methods are important for managers for confident decision making in
fishery management. Hence, the study suggests the regular monitoring and main-
tenance of fish catch and water quality data to be continued for assessing fisheries
trends to enable corrective steps for short- and long-term management interven-
tions in the lagoon.

5. Conclusions and future work

Time series SARIMA (0,1,1) (0,1,1) , model and SARIMAX (1,0,0)(2,0,0)12
model are statistical forecasting models for predicting time series quarterly catch of
shrimp production and monthly total fish production in Chilika lagoon. Seasons
play a significant influence in shrimp and total fish production in the lagoon. Model
prediction showed shrimp and total fish catch of the lagoon will increase in the
upcoming years by maintaining the present environmental and ecological condi-
tions of the lagoon. Summer and monsoon seasons have explicit influence on
shrimp production in the lagoon. Salinity and temperature of the lagoon positively
influence on the total fish catch in the lagoon. Model predicts that shrimp and total
fish catch will increase in the upcoming years till 2018 with respect to the base year
2015 in the lagoon. Therefore, continuous monitoring in the lagoon is essential to
manage its rich and productive fishery resources, as well as its ecological integrity.
This information would provide kind support to the managers of Chilika Develop-
ment Authority to continue the present efforts for getting a good rich production
for the livelihood of the fishermen dependent upon and sustainable management of
fisheries. This time series model based study will be useful for forecasting fish
production in different lagoon or aquatic system. Besides the catch and water
quality monitoring, some related information regarding average monthly influx of
tides in respect of amplitude and duration may be recorded for correlation with the
catch variability of important species and consideration in trend analysis.
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Chapter 5

Process Fault Diagnosis for
Continuous Dynamic Systems
Over Multivariate Time Series

Chris Aldrich

Abstract

Fault diagnosis in continuous dynamic systems can be challenging, since the
variables in these systems are typically characterized by autocorrelation, as well as
time variant parameters, such as mean vectors, covariance matrices, and higher
order statistics, which are not handled well by methods designed for steady state
systems. In dynamic systems, steady state approaches are extended to deal with
these problems, essentially through feature extraction designed to capture the
process dynamics from the time series. In this chapter, recent advances in feature
extraction from signals or multivariate time series are reviewed. These methods can
subsequently be considered in a classical statistical monitoring framework, such as
used for steady state systems. In addition, an extension of nonlinear signal
processing based on the use of unthresholded or global recurrence quantification
analysis is discussed, where two multivariate image methods based on gray level
co-occurrence matrices and local binary patterns are used to extract features from
time series. When considering the well-known simulated Tennessee Eastman
process in chemical engineering, it is shown that time series features obtained with
this approach can be an effective means of discriminating between different fault
conditions in the system. The approach provides a general framework that can be
extended in multiple ways to time series analysis.

Keywords: process fault diagnosis, statistical process control, machine learning,
time series analysis, deep learning

1. Introduction

In the process industries, advanced process control is widely recognized as
essential to meet the challenges arising from the trend toward more complex, larger
scale circuit configurations, plant-wide integration, and having to make do with
tewer personnel. In these environments, characterized by highly automated process
operations, algorithms to detect and classify abnormal trends in process measure-
ments are critically important.

Process diagnostic algorithms can be derived from a continuum spanning first
principle models on one end to entirely data driven or statistical models on the
other. The latter is typically based on historical process data and is seen as the most
cost effective approach to deal with complex systems. As a consequence, diagnostic
methods have seen considerable growth over the last couple of decades.
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Data-driven fault diagnosis can be traced back to control charts invented by Walter
Shewhart at Bell Laboratories in the 1920s to improve the reliability of their tele-
phony transmission systems. In these statistical process control charts, variables of
interest were plotted as time series within statistical upper and lower limits.
Shewhart’s methodology was subsequently popularized by Deming and these sta-
tistical concepts, such as Shewhart control charts (1931), cumulative sum charts
(1954), and exponentially weighted moving average charts were well established by
the 1960s [1].

These univariate control charts do not exploit the correlation that may exist
between process variables. In the case of process data, crosscorrelation is present,
owing to restrictions enforced by mass and energy conservation principles, as well
as the possible existence of a large number of different sensor readings on essen-
tially the same process variable. These shortcomings have given rise to multivariate
methods or multivariate statistical process control and related methods that have
proliferated exponentially over the last number of years. These approaches can be
viewed on the basis of the elementary operations involved in the fault diagnostic
process, as outlined in Figure 1 [2].

In this diagram, (i) a data matrix (X)), representative of the process, is
preprocessed or transformed to (ii) data matrix X and then mapped to (iii) a feature
space (F) within some bounded region (iv) Lr. These features can be used to (v)

reconstruct the data (X), from which (vi) an error matrix (E) is generated, with
scores again mostly confined to some bounded region Lg (vii).

Fault detection and fault diagnosis are typically done in both the feature space
(F) and the error space (E), based on the use of forward () and reverse mapping
(M) models and suitable confidence limits Lr and L for the feature and error
spaces. Alternatively, forward mapping in to the feature space can be only used for
process monitoring.

Preprocessing of the data prior to fault diagnosis has received considerable
attention over the last decade or so as a basis for the development of methods that
can deal with nonlinearities in the data, lagged variables and unfolding of higher
dimensional data. These approaches will mostly be discussed in the second part of
the chapter.

(i) (ii)
X

(v)

v

(iii)
> F

P
. 1 1
(VT L

-

LN)

s-—

Figure 1.
Generalized framework for unsupervised process fault diagnosis.
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1.1 Steady state systems

Linear steady state Gaussian processes and the use of principal component analy-
sis will first be considered as an example on the basis of this general framework, after
which other methods proposed over the last few decades will be reviewed.

As mentioned in the previous section, univariate control charts do not exploit
the correlation that may exist between process variables and when the assumptions
of linearity, steady state, and Gaussian behavior hold, multivariate statistical pro-
cess control based on the use of principal component analysis can be used very
effectively for early detection and analysis of any abnormal plant behavior. Since
principal component analysis plays such a major role in the design of these diag-
nostic models, a brief outline of the methodology is in order.

Analysis, monitoring, and diagnosis of process operating performance based on
the use of principal components is well established. The basic theory can be sum-
marized as follows, where X € RV comprises the data matrix representative of the
process with M variables and N observations, S is the covariance matrix of the
process variables typically scaled to zero mean and unit variance, P is the loading
matrix of the first k <M principal components, A is a diagonal matrix containing the

k eigenvalues of the decomposition, P is the loading matrix of the M — k remaining
principal components, and A is a diagonal matrix containing the M — k remaining

eigenvalues of the decomposition. The T2 and Q-diagnostics (Egs. 2 and 3) are
commonly used in process monitoring schemes.

XTx e
S = = PAP" + PAPT 1
T 1 + (1)
Q = (x— %)(x — X) = X' Cx, where C = PPT (2)
T? = t'"A "'t = x"Dx, where D = PA'PT (3)

In classical multivariate statistical process control based on principal component
analysis, the control limits required for automated process monitoring are based on
the assumption that the data are normally distributed. The o upper control limit for

T? is calculated from N observations based on the F-distribution, that is,

k(N —+ 1)(N — 1>F(x,k,N7k
N(N —k)

UCL12pca) = (4)

Then upper control limit for Q is calculated by means of the y* distribution as:

A1 [1 +eay/ (2800) /Ag + A0(0 — 1) /OA2

- 5)

UCLQ(pCA) =

where A; = 22117‘7'1' (fori=1,2,3)and 0 =1 — 2A1A3/3A%. The standard normal
deviates, ¢, corresponding to the upper (1—a) percentile, while M is the total
number of principal components (variables). The residual Q;is more likely to have a
normal distribution than the principal component scores, since it is a measure of the
nondeterministic behavior of the system.

1.2 Unsteady state systems
Unlike steady state systems, unsteady state or dynamic systems show time

dependence. This time dependence implies the presence of autocorrelation and/or
nonstationarity [3]. Autocorrelation arises when the observations within a time
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Figure 2.
Dynamic process monitoring as an extension of steady state approaches.

series are not independent, while nonstationarity means that the parameters
governing a process change over time, for example, the mean, covariance or other
higher order statistics. Therefore, in principle at least, these systems cannot be
treated directly by the methods dealing with steady state systems.

Broadly speaking, methodologies dealing with dynamic process systems are all
aimed at dealing with the issues arising from the time dependence of the data.
Essentially, these approaches are based on the analysis of a segment of the time
series data, as captured by a fixed or a moving window, as indicated in Figure 2.
The time series segment amounts to observation of the process over a time interval,
and the window length should be sufficient to capture the dynamics of the systems.

Dynamic process monitoring can be as simple as monitoring the mean or the
variance of a signal, in which case, a test window as shown in Figure 2 would not be
required, and model maintenance would not be an issue. In more complex systems, as
could be characterized by large multivariate sets of signals or high-dimensional signals,
such as streaming video or hyperspectral data, feature extraction is often model-based.
That is, a model derived from the data in the base window is applied to the data in the
test window. For example, principal component models can be used for this purpose.

Where models are used and the nature of the signals changes as a result of process
drift, recalibration of the models need to be done either at regular intervals or episod-
ically, that is, when a change occurs. Some models, such as those based on principal
and independent components can be updated recursively, as discussed in more detail
in Sections 4 and 5. Alternatively, the model is updated ab initio at regular intervals.

Moreover, most feature extraction methods are unsupervised, that is, the time
series data are unlabeled. Where supervised methods are used, features are
extracted based on their ability to predict some label, such as the future evolution of
the time series.

2. Unsupervised feature extraction
In principle, any low-dimensional representation of the time series data would

constitute a feature set, that is, the data in the time series window, X € RV
containing N measurements of the M plant variables with time lagged copies of
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these variables. These features can subsequently be dealt with by the same methods
used for steady state systems, such as principal component analysis, independent
component analysis, kernel methods, etc., some of which are considered in more
detail below.

2.1 Dynamic principal component analysis (DPCA)

In dynamic PCA, first proposed by Ku et al. [4], the PCA model is built on the
data matrix X residing in the window, to account for auto- and crosscorrrelation
between variables. This approach implicitly estimates the autoregressive structure
of the data (e.g., [5]). As functions of the model, the T? and Q-statistics will also be
functions of the lag parameters. Since the mean and covariance structures are
assumed to be invariant, the same global model is used to evaluate observations at
any future time point.

Although dynamic PCA is designed to deal with autocorrelation in the data, the
resultant score variables will still be autocorrelated or even crosscorrelated when no
autocorrelation is present [4, 6]. These autocorrelated score variables have the
drawback that they can lead to higher rates of false alarms when using Hotelling’s T°
statistic.

Several remedies have been proposed to alleviate this problem, for example,
wavelet filtering [7], ARMA filtering [6], and the use of residuals from predictive
models [8]. Nonlinear PCA models have been considered by several authors [9-13].

2.2 Independent component analysis

Stefatos and Hamza [14] and Hsu et al. [15] have introduced diagnostic methods
using an approach based on dynamic independent component analysis capable of
accurately detecting and isolating the root causes of individual faults. Nonlinear
variants of these approaches have been investigated by Cai et al. [16], who have
integrated the kernel FastICA algorithm with a manifold learning method known as
locality preserving projection. Moreover, kernel FastICA was used to integrate
FastICA and kernel PCA to exploit the advantages of both algorithms, as indicated
by Zhang and Qin [17], Zhang [18], and Zhang et al. [19].

2.3 Slow feature analysis

Slow feature analysis [20] is an unsupervised learning method, whereby func-
tions g(x) are identified to extract slowly varying features y(¢) from rapidly varying
signals x(t). This is done virtually instantaneously, that is, one time slice of the
output is based on very few time slices of the input. Extensions of the method have
been proposed by other authors [21-23].

2.4 Multiscale methods

Multiscale methods can be seen as a complementary approach preceding feature
extraction from the time series. In this case, each process variable is extended or
replaced by different versions of the variable at different scales. For example, with
multiscale PCA, wavelets are used to decompose the process variables under scru-
tiny into multiple scale representations before application of PCA to detect and
identify faulty conditions in process operations. In this way, autocorrelation of
variables is implicitly accounted for, resulting in a more sensitive method for
detecting process anomalies. Multiscale PCA constitutes a promising extension of
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multivariate statistical process control methods, and several authors have reported
successful applications thereof [24-27].

2.4.1 Wavelets

Bakshi [28, 29] has proposed the use of a nonlinear multiscale principal compo-
nent analysis methodology for process monitoring and fault detection based on
multilevel wavelet decomposition and nonlinear component extraction by the use
of input-training neural networks. In this case, wavelets are first used to decompose
the data into different scales, after which PCA was applied to the reconstituted time
series data. Choi et al. [30] have proposed nonlinear multiscale multivariate moni-
toring of dynamic processes based on kernel PCA, while Xuemin and Xiaogang [31]
have proposed an integrated multiscale approach where kernel PCA is used on
measured process signals decomposed with wavelets and have also proposed a
similarity factor to identify fault patterns.

2.4.2 Singular spectrum analysis

With SSA, the time series is first embedded into a p-dimensional space known as
the trajectory matrix. Singular value decomposition is then applied to decompose the
trajectory matrix into a sum of elementary matrices [32-34], each of which is
associated with a process mode.

Subsequently, the elementary matrices that contribute to the norm of the origi-
nal matrix are grouped, with each group giving an approximation of the original
matrix. Finally, the smoothed approximations or modes of the time series are
recovered by diagonal averaging of the elementary matrices obtained from
decomposing the trajectory matrix. Although SSA is a linear method, it can readily
be extended to nonlinear forms, such as kernel-based SSA or SSA with
autoassociative neural networks. Nonetheless, it has not been used widely in statis-
tical process monitoring as yet, although some studies have provided promising
results [2, 35, 36].

Table 1 gives a summary of multiscale methods that have been considered in
process monitoring schemes over the last two decades.

2.5 Phase space methods

Phase space methods rely on the embedding of the data in a so-called phase

space, by the use of delayed vector methods, that is, y € RV*1 X e RIN-mH1)xm
[x(t),x(t — k)..x(t — k(m — 1))]. Embedding can also be done by the use of principal

components or singular value decomposition of X € RN "+1"" where k = 1 and
m is comparatively large. In the latter case, the scores of the eigenvectors would
represent an orbit or attractor with some geometrical structure, depending on the
frequencies with which different regions of the phase space are visited. The topology

Methodology Comment References
Wavelets Variable decomposition with wavelets before building PCA [37-47]
models
Singular spectrum Different variants have been proposed [2, 36, 48]
analysis
Table 1.

Data preprocessing methodologies for multiscale process monitoring.
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of this attractor is a direct result of the underlying dynamics of the system being
observed, and the changes in the topology are usually an indication of a change in
the parameters or structure of the system dynamics. Therefore, descriptors of the
attractor geometry can serve as sensitive diagnostic variables to monitor abnormal
system behavior.

2.5.1 Phase space attractor descriptors

For process monitoring purposes, the data captured in a moving window are
embedded in a phase space, and descriptors such as correlation dimension [49-51],
Lyapunov exponents, and information entropy [49] have been proposed to monitor
deterministic or potentially chaotic systems. These approaches have not found
widespread adoption in the industry yet, since the reliability of the descriptors may
be compromised by high levels of signal noise.

2.5.2 Complex networks

Process circuits or plants lend themselves naturally to representation by net-
works and process monitoring schemes can exploit this. For example, Cai et al. [52]
have essentially considered a lagged trajectory matrix in the form of a complex
network, whereby the variables and their lagged versions served as network verti-
ces. The edges of the network were determined by means of kernel canonical
correlation analysis (a nonlinear approach to correlation relationships between sets
of variables). Features were extracted from the variables based on the dynamic
average degree of each vertex in the network. A standard PCA model, as described
in Section 1.1 was consequently used to monitor the process. Case studies have
indicated that this could yield considerable improvement in the reliability of the
model to detect process disturbances.

2.5.3 Local recurrence quantification analysis

Any given sequence of numbers or time series can be characterized by similarity
matrix containing measures of similarity (e.g., Euclidean distances) between all
pair-wise points in the time series. A recurrence matrix is generated by binary
quantization of the similarity matrix, based on a user specified threshold value. This
thresholded matrix can be portrayed graphically as a recurrence plot, amenable to
qualitative interpretation. The recurrence matrix, consisting of zeros and ones, can
also be used as a basis to extract features that are representative of the dynamic
behavior of the time series. This approach is widely referred to as recurrence
quantification analysis, and in process engineering, it has mainly been used in the
description of electrochemical phenomena and corrosion [53-58], but in principle
has general applicability to any dynamic system.

2.5.4 Global recurrvence quantification analysis

More recent extensions of recurrence quantification analysis have been consid-
ered by using the unthresholded similarity matrix as a basis for feature extraction.
This is also referred to as global, as opposed to (local) recurrence quantification
described in Section 2.5.3. The resulting recurrence plot can consequently be treated
as an artificial image amenable to analysis by a large variety of algorithms normally
applied to textural images, as discussed in more detail in Section 4.
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3. Supervised feature extraction
3.1 Autoregressive models

Autocorrelated data can be addressed by fitting models to the data and analyzing
the residuals, instead of the variables. With ARIMA models, crosscorrelation
between the variables is not accounted for, and although multivariate models can
also be employed using this approach, it becomes a complex task when there are
many variables (m > 10), owing to the high number of parameters that must be
estimated, as well as the presence of crosscorrelation [3, 59].

Apart from ARIMA models, other models, such as neural networks [60-62],
decision trees [63], and just-in-time-learning with PCA [64], have also been proposed.

3.2 State space models

If it is assumed that the data matrix X contains all the dynamic information of
the system, then the use of predictive models can be viewed as an attempt to
remove all the dynamic information from the system to yield Gaussian residuals
that can be monitored in the normal way. State space models offer a principled
approach for the identification of the subspaces containing the data. This can be
summarized as follows

i1 = f (%) + Wi (6)
Vi = g(Xi) + vk (7)
Class Method References
Unsupervised feature Dynamic PCA Linear PCA [4,8,78,79]
extraction Partial PCA [12, 13]
Kernel PCA [80]
Multiscale [81]
Dynamic ICA ICA [14, 82-87]
Kernel ICA [88]
Slow feature analysis [22-24]
ICA Standard [89]
Kernel [88]
Phase space and related ~ Attractor descriptors [49-51, 90]
methods Recurrence quantification  [2, 53-58]
analysis
Complex networks [52]
Dissimilarity [84, 91, 92]
Supervised feature Autoregressive models [59, 71, 93]
extraction State space models [65-70, 76,
77, 93-95]
Machine learning Conventional [2, 48, 60-62]
Deep learning [76, 77, 96]
Table 2.

Approaches to the monitoring of continuous dynamic process systems.
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Xy and y, are the respective state and measurement vectors of the system, and wy
and vy are the plant disturbances and measurement errors, respectively, at time k.
State space models and their variants have been considered by several authors [65-75].

3.3 Machine learning models

In principle, machine learning models are better able to deal with complex
nonlinear systems than linear models, and some authors have considered the use of
these approaches. For example, Chen and Liao [62] have used a multilayer
perceptron neural network to remove the nonlinear and dynamic characteristics of
processes to generate residuals that could be used as input to a PCA model for the
construction of simple monitoring charts. Guh and Shiue [63] have used a decision
tree to detect shifts in the multivariate means of process data. Auret and Aldrich
[48] have considered the use of random forests in the detection of change points in
process systems. In addition, Aldrich and Auret [2] have compared the use of
random forests with autoassociative neural networks and singular spectrum analy-
sis in a conventional process monitoring framework.

The application of deep learning in process monitoring is an emerging area of
research that shows particular promising. This includes the use of stacked
autoencoders [76], deep long short term memory (LSTM) neural networks [77],
and convolutional neural networks. Table 2 gives an overview of the feature
extraction methods that have been investigated over the last few decades.

4. Case study: Tennessee Eastman process

Finally, as an example of the application of a process monitoring scheme incor-
porating feature extraction from time series data in a moving window, the following
study can be considered. It is based on the Tennessee Eastman benchmark process
widely used in these types of studies. The feature extraction process considered here
is an extension of recurrent quantitative analysis discussed in Section 2.5.2. Instead
of using thresholded recurrence plots, unthresholded or global recurrence plots are
considered, as explained in more detail in below.

4.1 Tennessee Eastman process data

The Tennessee Eastman (TE) process as proposed by Downs and Vogel [97] and
has been used as a benchmark in numerous process control and monitoring studies
[98]. It captures the dynamic behavior of an actual chemical process, the layout of
which is shown in Figure 3.

The plant consists of 5 units, namely a reactor, condenser, compressor, stripper
and separator, as well as eight components (four gaseous reactants A, C, D, E, one
inert reactant B, and three liquid products F, G, H) [97]. In this instance, the plant-
wide control structure suggested by Lyman and Georgakis [99] was used to simu-
late the process and to generate data related to varying operating conditions. The
data set is available at http://web.mit.edu/braatzgroup.

A total of four data sets were used, that is, one data set associated with NOC and
the remaining three associated with three different faults conditions. The TE pro-
cess comprises 52 variables, of which 22 are continuous process measurements, 19
are composition measurements, and the remaining 11 are manipulated variables.
These variables are presented in Table 3. Each data set consisted of 960 measure-
ments sampled at 3 min intervals.
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Figure 3.
Process flow of Tennessee Eastman benchmark problem.

The NOC samples were used to construct an off-line process monitoring model
that consisted of a moving window of length b, moving sliding along the time series
with a step size s. The three fault conditions are summarized in Table 4. Fault
conditions 3, 9, and 15 are the most difficult to detect, and many fault diagnostic
approaches fail to do so reliably.

In this case study, the approach previously proposed by Bardinas et al. [96] is
applied to the three fault conditions in the TE process. The methodology can be
briefly summarized as shown in Figure 4.

A window of user defined length b slides along the time series (A) with a user
defined step size s, yielding time series segments (B), each of which can be
represented by a similarity matrix (C) that is subsequently considered as an image
from which features can be extracted via algorithms normally used in multivariate
image analysis (D).

4.2 Feature extraction

Two sets of features were extracted from the similarity or distance matrices,
namely features from the gray level co-occurrence matrices of the images, as well as
local binary pattern features, as briefly discussed below.

4.2.1 Gray level co-occurrence matrices (GLCMs)

GLCMs assign distributions of gray level pairs of neighboring pixels in an image
based on the spatial relationships between the pixels. More formally, if y(i,j) is an
element of a GLCM associated with an image I of size R x S, having L gray levels,
then y(7,7) can be defined as

Wij) =3 3 ()

{ 1, ifI(r,s) =i, andI(r +Ar,s + As) =j
r=1s=1

0, otherwise
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Process measurement Composition measurement Manipulated variable
Variable Description Variable Description Variable  Description
1 A Feed 23 Reactor feed component A 42 D feed flow
2 D Feed 24 Reactor feed component B 43 E feed flow
3 E Feed 25 Reactor feed component C 44 A feed flow
4 Total Feed 26 Reactor feed component D 45 Total feed flow
5 Recycle flow 27 Reactor feed component E 46 Compressor
recycle valve
6 Reactor feed rate 28 Reactor feed component F 47 Purge valve
7 Reactor pressure 29 Purge component A 48 Separator
product liquid
flow
8 Reactor level 30 Purge component B 49 Stripper
product liquid
flow
9 Reactor temperature 31 Purge component C 50 Stripper steam
valve
10 Purge rate 32 Purge component D 51 Reactor cooling
water flow
11 Separator temperature 33 Purge component E 52 Condenser
cooling water
flow
12 Separator level 34 Purge component F
13 Separator pressure 35 Purge component G
14 Separator underflow 36 Purge component H
15 Stripper level 37 Product component D
16 Stripper pressure 38 Product component E
17 Stripper underflow 39 Product component F
18 Stripper temperature 40 Product component G
19 Stripper steam flow 41 Product component H
20 Compressor work
21 Reactor cooling water
outlet temperature
22 Separator cooling
water outlet
temperature
Table 3.
Description of variables in Tennessee Eastman process.
Fault number Description Type
3 D feed temperature Step change
9 Reactor feed D temperature Random variation
15 Condenser cooling water valve Sticking
Table 4.

Description faults 3, 9, and 15 in the Tennessee Eastman process.
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Figure 4.
Process monitoring methodology (after Bardinas et al., 2018). (A) Time series matrix, (B) Segmented time
series matvix, (C) Distance matrices, and (D) Features and labels.

where (7,s) and (r + Ar,s + As) denote the positions of the reference and neigh-
boring pixels, respectively. From this matrix, various textural descriptors can be
defined. Only four of these were used, as defined by Haralick et al. [100], namely
contrast, correlation, energy, and homogeneity.

4.2.2 Local binary patters (LBPs)

LBPs are nonparametric descriptors of the local structure of the image [101].
The LBP operator is defined for a pixel in the image as a set of binary values
obtained by comparing the center pixel intensity with its neighboring pixels. If the
neighboring pixel exceeds the intensity of the center pixel value, this pixel is set to 1
(otherwise 0). Formally, given the central pixel’s coordinates (xo,, ), the resulting
LBP can be obtained in the decimal form as

-1
LBP(x0.9) = pzos(ip )2 )
0=

where the gray level intensity value of the central pixel is 7y, that of its p’th
neighbor is 7,. Moreover, the function s(e) is defined as

0, ifx<0
o) = { 1L, ifx>0 (10)

4.3 Selection of window length and step size

Apart from the selection of a feature extraction method, one of the main choices
that need to be made in the process monitoring scheme is the length of the sliding
window. If this is too small, the essential dynamics of the time series would not be
captured. On the other hand, if it is too large, it would result in a considerable lag
before any change in the process can be detected. There is also the possibility that
transient changes may go undetected altogether. In the case of a moving window,
the step size of the moves also needs to be considered. The selection of these two
parameters can be done by means of a grid search, and the results of which are
shown in Figure 5.

As indicated in Figure 5, the optimal window size was b = 1000 and the step size
was s = 20 for both the GLCM and LBP features that were used as predictors. With
these settings, the 500-tree random forest model [102] was able to differentiate
between the normal operating conditions and the three fault classes with a reliabil-
ity of approximately 82%.
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In Figure 6, principal component score plots of the two optimal feature sets are
shown. The large LBP feature set could not be visualized reliably, as the first two
principal components could only capture 52.5% of the variance of the features. The
variance in the smaller GLCM feature set could be captured with high reliability by
the first two principal components of the four features. Here, the differences
between the normal operating data (“0” legend) and the other fault conditions are
clear (“3,” “9,” and “15”).

4.4 Discussion

The approach outlined in Section 2.5.4. considered in more detail in the above
case study is an extension of recurrent quantification analysis with the advantage
that information is not lost when the similarity matrix of the signal is thresholded.
Also, while thresholding does not preclude the use of a wide range of feature
extraction algorithms, recurrent quantification has mostly been applied to dynamic
systems based on a set of engineered features that allow some modicum of physical
interpretation.

In most diagnostic systems, this is not essential and therefore more predictive
feature sets may be constructed. These features could be engineered, as was con-
sidered in the case study or they could be learned, by taking advantage of state-
of-the-art developments in deep learning.
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In addition, the following general observations can be made not only with regard
to the approach considered in this case study but also to other approaches reviewed
in this chapter.

* Most of the nonlinear approaches used in steady state systems can be used in
dynamic systems, and as a consequence, principal and independent component
analysis and kernel methods have figured strongly in recent advances in
dynamic process monitoring.

» With the routine acquisition of ever larger volumes of data and more complex
processing, it can be expected that the field will continue to benefit from
advances in machine learning. The application of deep learning methods in
particular is a highly promising emerging area of research.

* Likewise, dynamic process monitoring is also likely to continue to benefit from
closely related fields, such as process condition monitoring, structural health
monitoring, change point detection, and novelty detection in other engineering
or technical systems.

* As with steady state process monitoring, fault identification has received
comparatively little attention to date.

5. Conclusions and future work

Data-driven fault diagnosis of dynamic systems has advanced considerably over
the last decade or more. In this chapter, the large variety of algorithms currently
available has been discussed in terms of a feature extraction problem associated
with the data captured by sliding a window across the time series or in some cases
making use of a fixed window. These features could be used in statistical process
monitoring frameworks that are well established for steady state systems.

In addition, extension of a recent approach to nonlinear time series analysis,
namely recurrence quantification analysis, has been considered and shown to be an
effective means of monitoring dynamic process systems, such as represented by the
Tennessee Eastman benchmark problem in chemical engineering.

As mentioned in Section 4.4., a wide range of feature extraction algorithms can
be used with unthresholded or global recurrence quantification analysis. In future
work, the application of convolutional neural networks to extract features from
global recurrence plots will be considered. This does not necessarily require a large
amount of data, as pretrained networks, such as AlexNet, ResNet, and VGG archi-
tectures, and others could possibly be used as is, in what would essentially be a
texture analysis problem, similar to the work done by Fu and Aldrich [103, 104] in
the recognition of flotation froth textures, for example.
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Chapter 6

Training Deep Neural Networks
with Reinforcement Learning for
Time Series Forecasting

Takashi Kuremoto, Takaomi Hirata, Masanao Obayashi,
Shingo Mabu and Kunikazu Kobayashi

Abstract

As a kind of efficient nonlinear function approximators, artificial neural net-
works (ANN) have been popularly applied to time series forecasting. The training
method of ANN usually utilizes error back-propagation (BP) which is a supervised
learning algorithm proposed by Rumelhart et al. in 1986; meanwhile, authors pro-
posed to improve the robustness of the ANN for unknown time series prediction
using a reinforcement learning algorithm named stochastic gradient ascent (SGA)
originally proposed by Kimura and Kobayashi for control problems in 1998. We also
successfully use a deep belief net (DBN) stacked by multiple restricted Boltzmann
machines (RBMs) to realized time series forecasting in 2012. In this chapter, a state-
of-the-art time series forecasting system that combines RBMs and multilayer
perceptron (MLP) and uses SGA training algorithm is introduced. Experiment
results showed the high prediction precision of the novel system not only for
benchmark data but also for real phenomenon time series data.

Keywords: artificial neural networks (ANN), deep learning (DL), reinforcement
learning (RL), deep belief net (DBN), restricted Boltzmann machine (RBM),
multilayer perceptron (MLP), stochastic gradient ascent (SGA)

1. Introduction

Artificial neural networks (ANN), which are mathematical models for function
approximation, classification, pattern recognition, nonlinear control, etc., have
been successfully applied in the field of time series analysis and forecasting instead
of linear models such as 1970s ARIMA [1] since 1980s [2-7]. In [2], Casdagli used a
radial basis function network (RBFN) which is a kind of feed-forward neural
network with Gaussian hidden units to predict chaotic time series data, such as the
Mackey-Glass, the Ikeda map, and the Lorenz chaos in 1989. In [3, 4], Lendasse
et al. organized a time series forecasting competition for neural network prediction
methods with a five-block artificial time series data named CATS since 2004. The
goal of CATS competition was to predict 100 missing values of the time series data
in five sets which included 980 known values and 20 successive unknown values in
each set (details are in Section 3.1). There were 24 submissions to the competition,
and five kinds of methods were selected by the JCNN2004: filtering techniques
including Bayesian methods, Kalman filters, and so on; recurrent neural networks
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(RNNs); vector quantization; fuzzy logic; and ensemble methods. As the
comment of the organizers, the different prediction precisions were reported
though the similar prediction methods were used for the know-how and
experience of the authors. So the development of time series forecasting by ANN
is still on the way.

As a kind of classifiers or a kind of function approximators, the advances of the
ANN are bought out by the nonlinear transforms to the input space. In fact, units
(or neurons) with nonlinear firing functions connected to each other usually pro-
duce higher dimensional output space and various feature spaces in the networks.
Additionally, as a connective system, it is not necessary to design fixed mathemat-
ical models for different nonlinear phenomena, but adjusting the weights of con-
nections between units. So according to the report of NN3—Artificial Neural
Networks and Computational Intelligence Forecasting Competition [5], there have
been more than 5000 publications of time series forecasting using ANN till 2007.

To find the suitable parameters of ANN, such as weights of connections between
neurons, error back-propagation (BP) algorithm [6] is generally utilized in the
training process of ANN. However, due to every sample data (a pair of the input
data and the output data) is used in the BP method, noise data influences the
optimization of the model, and robustness of the model becomes weak for unknown
input. Another problem of ANN models is how to determine the structure of the
network, i.e., the number of layers and the number of neurons in each layer. To
overcome these problems of BP, Kuremoto et al. [7] adopted a reinforcement
learning (RL) method “stochastic gradient ascent (SGA)” [8] to adjust the connec-
tion weights of units and the particle swarm optimization (PSO) to find the optimal
structure of ANN. SGA, which is proposed by Kimura and Kobayshi, improved
Williams’ REINFORCE [9], which uses rewards to modify the stochastic policies
(likelihood). In SGA learning algorithm, the accumulated modification of policies
named “eligibility trace” is used to adjust the parameters of model (see Section 2).
In the case of time series forecasting, the reward of RL system can be defined as a
suitable error zone to instead of the distance (error) between the output of the
model and the teach data which is used in BP learning algorithm. So the sensitivity
to noise data is possible to be reduced, and the robustness to the unknown data may
be raised. As a deep learning method for time series forecasting, Kuremoto et al.
[10] firstly applied Hinton and Salakhutdinov’s deep belief net (DBN) which is a
kind of stacked auto-encoder (SAE) composed by multiple restricted Boltzmann
machines (RBMs) [11]. An improved DBN for time series forecasting is proposed in
[12], which DBN is composed by multiple RBMs and a multilayer perceptron (MLP)
[6]. The improved DBN with RBMs and MLP [6] gives its priority to the conven-
tional DBN [5] for time series forecasting due to the continuous output unit is used;
meanwhile the conventional one had a binary value unit in the output layer.

As same as the RL method, SGA adopted to MLP, RBFN, and self-organized
fuzzy neural network (SOFNN) [7]; the prediction precision of DBN utilized SGA
may also be raised comparing to the BP learning algorithm. Furthermore, it is
available to raise the prediction precision by a hybrid model which forecasts the
future data by the linear model ARIMA at first and modifying the forecasting by the
predicted error given by an ANN which is trained by error time series [13, 14].

In this chapter, we concentrate to introduce the DBN which is composed by
multiple RBMs and MLP and show the higher efficiency of the RL learning
method SGA for the DBN [15, 16] comparing to the conventional learning method
BP using the results of time series forecasting experiments. Kinds of benchmark
data including artificial time series data CATS [3], natural phenomenon time
series data provided by Aalto University [18], and TSDL [18] were used in the
experiments.
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2. The DBN model for time series forecasting
2.1 The structure of the model
The model of time series forecasting is given as the following:

Xt4+1 :f(xt7xt—17 "'axt—n-l-l) (1)

Denotet = 1, 2, 3, ..., where T is the time, # is the dimensionality of the input of
function f(x), x; is the time series data, and x;; is unknown data in the future as
well as the output of model.

A deep belief net (DBN) composed by restricted Boltzmann machines (RBMs)
and multilayer perceptron (MLP) is shown in Figure 1.

2.2 RBM

Restricted Boltzmann machine (RBM) is a kind of probabilistic generative neu-
ral network which composed by two layers of units: visible layer and hidden layer
(see Figure 2).

Units of different layers connect to each other with weights w;; = wj;, where
i=12.,nandj =12, ..,m are the numbers of units of visible layer and hidden
layer, respectively. The outputs of units v;, ; are binary, i.e., 0 or 1, except for the
initial value of visible units which is given by the input data. The probabilities of 1
of a visible unit and a hidden unit are according to the following:

1
phi= 1) = 1+ exp (—b; — X7 wjivi) ¥
p(vi =1h) = 1 )

14 exp (—bi - ngwijhj)

INPUT m OuTPUT

RBM1 RBM2 MLP

Figure 1.
The structuve of DBN for time series forecasting.

hidden layer

visible layer

Figure 2.
The structure of RBM.
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Here b;, b; are the biases of units. The learning rules of RBM are given as follows:

Awij :€<<vihj>data_ <vihj>model) (4)
Ab; =¢e(<v;> — <0;>) (5)
Aby = e( <hyj> — <y>) (6)

where 0 < ¢ <1 is a learning rate, p; =< Vil > datas p;j <0;ihj > model and
<v;>, <h;> indicate the expectations of the first Gibbs sampling (k = 0), and
<v,>, < ﬁj > the kth Gibbs sampling, and it works when k = 1.

2.3 MLP

Multilayer perceptron (MLP) is the most popular neural network which is gen-
erally composed by three layers of units: input layer, hidden layer, and output layer
(see Figure 3).

The output of the unit y = f () and unit 2, = f(x) is given as the following
logistic sigmoid functions:

i
y) =
14 exp (—Zfile’%)

f(z) -

T

@)

(8)
)

Here n is the dimensionality of the input, K is the number of hidden units, and
Xn41 = 1.0, 211 = 1.0 are the support units of biases vj(,11), Wi 1.

The learning rules of MLP using error back-propagation (BP) method [5] are
given as follows:

Aw; = —e(y —y)y(1—y)3 9)
Avj; = —e(y — y)y(1 — y)wiz; (1 — 5)x; (10)

where 0 <& <1 is a learning rate and y is the teacher signal.

The learning algorithm of MLP using BP is as follows:

Step 1. Observe an input X; = (X, X1, «es Xt—n41);

Step 2. Predict a future data y, = x;,1 according to Egs. (7) and (8).

Step 3. Calculate the modification of connection weights, Awj, Avj; according to
Egs. (9) and (10).

Input Output

Figure 3.
The structuve of MLP.
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Step 4. Modify the connections,
Wi «— wj + ij; Vi <— v + A‘Uj,';

Step 5. For the next time step ¢ + 1, return to step 1.

2.4 The training method of DBN

As same as the training process proposed in [10], the training process of DBN is
performed by two steps. The first one, pretraining, utilizes the learning rules of
RBM, i.e., Egs. (4-6), for each RBM independently. The second step is a fine-tuning
process using the pretrained parameters of RBMs and BP algorithm. These processes
are shown in Figure 4 and Egs. (11)-(13).

oE
L _ L+1 L\ L
L oE 1.4 L
1L -
E= o) z (yt _yt) (13)
=1

In the case of reinforcement learning (RL), the output is decided by a probability
distribution, e.g., the Gaussian distribution y ~ z(u, 6?). So the output units are the
mean y and the variance o instead of one unit y.

H = Zwﬂjzj (14)
J
o ! (15)
1+ exp <—ijgjzj>
1 N2
Jz(,u,az) = Voro exp (— (yZaf) ) (16)

The learning algorithm of stochastic gradient ascent (SGA) [7] is as follows.

Step 1. Observe an input X; = (¢, X1, «e, X—n41)-

Step 2. Predict a future data y, = x;,1 according to a probability y, ~ 7(x,, w) with
ANN models which are constructed by parameters w(w,;, w,;, Wi, vji ).

Step 3. Receive a scalar reward/punishment 7, by calculating the prediction error:

RBM 1(1st Layer) RBM L(L-th Layer) RBM L+1(L+1-th Layer) MLP

Figure 4.
The training of DBN by BP method.
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-1 else

"o {1 AdECh (17)

where { is an evaluation constant greater than or equal to zero.
Step 4. Calculate characteristic eligibility e;(¢) and eligibility trace D;(t):

ei(t) = afu In {x(x,, w)} (18)

Di(t) = ei(t) + yDi(t — 1) (19)

where 0 <y <1 is a discount factor and w; denotes ith internal variable of
DBN.
Step 5. Calculate the modification Aw;(t):

Aw;(t) = (r, — b)D;(¢) (20)

where b > 0 denotes the reinforcement baseline (it can be set as zero).
Step 6. Improve the policy Eq. (16) by renewing its internal variable w; by
Eq. (21):

w; — w; + eAw; (21)

where 0 <e<1is a learning rate.

Step 7. For the next time step £ + 1, return to step 1.

Characteristic eligibility e;(¢), shown in Eq. (18), means that the change of the
policy function concerns with the change of system internal variable vector. In fact,
the algorithm combines reward/punishment to modify the stochastic policy with its
internal variable renewing by Step 4 and Step 5.

The calculation of ey, (?), €w,,; (), €, (t) in MLP part of DBN is induced as follows;

e, (0) =" 5(0) (22)
0}
2 2
— -0
ew,; (t) = (yt ,u;z (1—04)z(2) (23)
t
0.01 T T T T
e=0.01 —
£=0.001 —

£=B*MSE(t-1) ——
0.008 E

0.006

MSE(t)

0.004

0.002

0 2000 4000 6000 8000 10000

Figure 5.
The learning errors given by different learning vates.
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e, () = (ewﬂj (£, + ew, (t)w,;j) (1—2(t))xi(t) (24)

The ¢;(t) of the RBM of Lth layer in the case of the DBN is given as follows:
efuij (t) = (j efy;l(t)wﬁ)f) (1 — hf)vf (25)

o) = (Zekiomtt) (1) @6)
k

The learning rate ¢ in Eq. (21) affects the learning performance of fine-tuning of
DBN. Different values to result different training error (mean squared error (MSE))
as shown in Figure 5. An adaptive learning rate as a linear function of learning error
is proposed as in Eq. (27):

e=pMSE(t —1) (27)
where is 0 </ a constant.
2.5 Optimization of meta-parameters

The number of RBM that constitute the DBN and the number of neurons of
each layer affects prediction performance seriously. In [9], particle swarm
optimization (PSO) method is used to decide the structure of DBN, and in [13] it is
suggested that random search method [16] is more efficient. In the experiment of
time series forecasting by DBN and SGA shown in this chapter, these meta-
parameters were decided by the random search, and the exploration limits are
shown as the following.

e The number of RBMs: [0-3]

The number of units in each layer of DBN: [2-20]

* Learning rate of each RBM in Egs. (4)-(6): [107°-107 Y

Fixed learning rate of SGA in Eq. (21): [10°-10"1]

Discount factor in Eq. (19): [10°-1071]

Coefficient in Eq. (27) [0.5-2.0]

The optimization algorithm of these meta-parameters by the random search
method is as follows:

Step 1. Set random values of meta-parameters beyond the exploration
limitations.

Step 2. Predict a future data y, ~ x; 1 by MLP or DBN using the current weighted
connections.

Step 3. If the error between y,, x; 4 is reduced enough, store the values of meta-
parameters,
or else if the error is not changed,

stop the exploration,

else return to step 1.
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3. The experiments and results
3.1 CATS benchmark time series data

CATS time series data is the artificial benchmark data for forecasting competi-
tion with ANN methods [3, 4].This artificial time series is given with 5000 data,
among which 100 are missed (hidden by competition the organizers). The missed
data exist in five blocks:

¢ Elements 981 to 1000

Elements 1981 to 2000

Elements 2981 to 3000

Elements 3981 to 4000

Elements 4981 to 5000

The mean square error E; is used as the prediction precision in the competition,
and it is computed by the 100 missing data and their predicted values as the following:

1000 2 2000 2 3000 2
Ev=3 Y (0,-3)+ X 0.=3) + X (0=5)+
=981 t=1981 t=2981 (28)

4000 ., 5000 -
X -3+ X (-7) }/100

t=3981 t=4981

where y, is the long-term prediction result of the missed data. The CATS time
series data is shown in Figure 6.

The prediction results of different blocks of CATS data are shown in Figure 7.
Comparing to the conventional learning method of DBN, i.e., using Hinton’s RBM
unsupervised learning method [6, 8] and back-propagation (BP), the proposed
method which used the reinforcement learning method SGA instead of BP showed
its superiority in the sense of the average prediction precision E; (see Figure 7f).

800 T T T T T T T T T

600 - M .

400 -

d A
f A Ay W
200 |- N . ;' ; \\ | -
A If‘» /.*/ \Vm W \ Y JJ \

w
’_
=
o ur \
- y
(
-200 - =
W \#
\
-400 | V =
-600 1 1 1 1 1 d 1 1 1
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
t
Figure 6.
CATS benchmark data.
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Figure 7.
The prediction vesults of different methods for CATS data: (a) block 1; (b) block 2; (c) block 3; (d) block 4;
(e) block 5; and (f) results of the long-term forecasting.

In addition, the proposed method, DBN with SGA, yielded the highest prediction
(E1 measurement) comparing to all previous studies such as MLP with BP, the best
prediction of CATS competition [JCNN’04 [4], the conventional DBNs with BP

[9, 11], and hybrid models [13]. The details are shown in Table 1.

The meta-parameters obtained by random search method are shown in Table 2.
And we found that the MSE of learning, i.e., given by one-ahead prediction results,
showed that the proposed method has worse convergence compared to the conven-
tional BP training. In Figure 8, the case of the first block learning MSE of two methods
is shown. The convergence of MSE given by BP converged in a long training process
and SGA gave unstable MSE of prediction. However, as the basic consideration of a
sparse model, the better results of long-term prediction of the proposed method may
successfully avoid the over-fitting problem which is caused by the model that is built
too strictly by the training sample and loses its robustness for unknown data.

3.2 Real time series data
Three types of natural phenomenon time series data provided by Aalto Univer-

sity [17] were used in the one-ahead forecasting experiments of real time series
data.
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Method E,

DBN(SGA) [18] 170
DBN(BP) + ARIMA [14] 244
DBN [11] (BP) 257
Kalman Smoother (the best of JCNN ‘04) [4] 408
DBN [9] (2 RBMs) 1215
MLP [9] 1245
A hierarchical Bayesian learning (the worst of JCNN ‘04) [4] 1247
ARIMA [1] 1715
ARIMA+MLP(BP) [12] 2153
ARIMA+DBN(BP) [14] 2266

Table 1.

The long-term forecasting error comparison of different methods using CATS data.

DBN with SGA DBN with BP
The number of RBMs 3 1
Learning rate of RBM 0.048-0.055-0.026 0.042
Structure of DBN (the number of units and layers) 14-14-18-19-18-2 5-11-2-1
Learning rate of SGA or BP 0.090 0.090
Discount factor y 0.082 —
Coefficient p 1.320 —
Table 2.
Meta-parameters of DBN used for the CATS data (block 1).
1800 T T T T T T T T T
Learning MSE of DBN with SGA
1600 |- Learning MSE of DBN with BP —— |
1400 - 4
1200 [~ E
- 1000 |- -
g
w
= 800 -
600 |- H
400 | =
200

0 1 1 I 1 1 I T I 1
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
t

Figure 8.
Change of the learning ervor during fine-tuning (CATS data [1-980]).

e CO,: Atmospheric CO, from continuous air samples weekly averages
atmospheric CO, concentration derived from continuous air samples, Hawaii,
2225 data

* Sea level pressures: Monthly values of the Darwin sea level pressure series,
A.D. 1882-1998, 1300 data
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* Sunspot number: Monthly averages of sunspot numbers from A.D. 1749 to the
present 3078 values

The prediction results of these three datasets are shown in Figure 9. Short-term
prediction error is shown in Table 3. DBN with the SGA learning method showed
its priority in all cases.

The efficiency of random search to find the optimal meta-parameters, i.e., the
structure of RBM and MLP, learning rates, discount factor, etc. which are explained
in Section 2.5 is shown in Figure 10 in the case of DBN with SGA learning algo-
rithm. The random search results are shown in Table 4.

We also used seven types of natural phenomenon time series data of TSDL [18].
The data to be predicted was chosen based on [19] which are named as Lynx,
Sunspots, River flow, Vehicles, RGNP, Wine, and Airline. The short-term (one-
ahead) prediction results are shown in Figure 11 and Table 5.

From Table 5, it can be confirmed that SGA showed its priority to BP except the
cases of Vehicles and Wine. From Table 6, an interesting result of random search
for meta-parameter showed that the structures of DBN for different datasets were
different, not only the number of units on each layer but also the number of RBMs.
In the case of SGA learning method, the number of layer for Sunspots, River flow,
and Wine were more than DBN using BP learning.

4, Discussions

The experiment results showed the DBN composed by multiple RBMs and MLP
is the state-of-the-art predictor comparing to all conventional methods in the case
of CATS data. Furthermore, the training method for DBN may be more efficient by
the RL method SGA for real time series data than using the conventional BP algo-
rithm. Here let us glance back at the development of this useful deep learning
method.

* Why the DBN composed by multiple RBMs and MLP [11, 13] is better than the
DBN with multiple RBMs only [9]?

The output of the last RBM of DBN, a hidden unit of the last RBM in DBN, has a
binary value during pretraining process. So the weights of connections between the
unit and units of the visible layer of the last RBM are affected and with lower
complexity than using multiple units with continuous values, i.e., MLP, or so-called
full connections in deep learning architecture.

* How are RL methods active at ANN training?

In 1992, Williams proposed to adopt a RL method named REINFORCE to mod-
ify artificial neural networks [8]. In 2008, Kuremoto et al. showed the RL method
SGA is more efficient than the conventional BP method in the case of time series
forecasting [6]. Recently, researchers in DeepMind Ltd. adopted RL into deep
neural networks and resulted a famous game software AlphaGo [20-23].

* Why SGA is more efficient than BP?
Generally, the training process for ANN by BP uses mean square error as loss

function. So every sample data affects the learning process and results including
noise data. Meanwhile, SGA uses reward which may be an error zone to modify the
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Figure 9.
Prediction vesults by DBN with BP and SGA. (a) Prediction vesult of CO, data. (b) Prediction result of Sea
level pressure data. (c) Prediction vesult of Sun spot number data.
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Data DBN with BP DBN with SGA

CO2 0.2671 0.2047

Sea level pressure 0.9902 0.9003

Sun spot number 733.51 364.05
Table 3.

Prediction MSE of real time series data [17].

0.27 T T T T T T T T T
Changes of evaluation function in random search(Learning MSE)
0.26 |- -1
0.25 | =
0.24 - .

0.23 [- =4

MSE
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0.21 [ 1

0.2 L .

0.18 I | 1 1 I I I 1 1
0 20 40 60 80 100 120 140 160 180 200

iteration

Figure 10.
Changes of learning error by random search for DBN with SGA.

Data series Total Testing  DBN with BP (the number DBN with SGA (the number

data data of units) of units)
CO, 2225 225 15-17-17-1 20-18-7-2
Sea level 1400 400 16-18-18-1 16-20-8-7-2
pressure
Sun spot 3078 578 20-20-17-18-1 19-19-20-10-2
number
Table 4.

Meta-parameters of DBN used for real time series forecasting.

parameters of model. So it has higher robustness for the noisy data and unknown
data for real problems.

5. Conclusions

A deep belief net (DBN) composed by multiple restricted Boltzmann machines
(RBMs) and multilayer perceptron (MLP) for time series forecasting were intro-
duced in this chapter. The training method of DBN is also discussed as well as a
reinforcement learning (RL) method; stochastic gradient ascent (SGA) showed its
priority to the conventional error back-propagation (BP) learning method. The
robustness of SGA comes from the utilization of relaxed prediction error during the
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Figure 11.

Prediction results of natural phenomenon time series data of TSDL. (a) Prediction vesult of Lynx; (b)
prediction vesult of sunspots; (c) prediction result of viver flow; (d) prediction vesult of vehicles; (e) prediction
rvesult of RGNP; (f) prediction vesult of wine; and (g) prediction vesult of airline.

learning process, i.e., different from the BP method which adopts all errors of every
sample to modify the model. Additionally, the optimization of the structure of DBN
was realized by random search method. Time series forecasting experiments used
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Data DBN with BP DBN with SGA
Lynx 0.6547 0.3593
Sunspots 999.54 904.35
River flow 24262.24 16980.46
Vehicles 6.0670 6.1919
RGNP 771.79 469.72
Wine 138743.80 224432.02
Airline 380.60 375.25
Table 5.

Prediction MSE of time series data of TSDL.

Series Total data Testing data DBN with BP DBN with SGA
Lynx 114 14 19-16-1 7-14-2
Sunspots 288 35 20-18-11-1 10-12-12-17-2
River flow 600 100 20-17-18-1 19-20-5-18-5-2
Vehicles 252 52 20-13-20-1 20-11-5-2
RGNP 85 15 18-20-1 19-15-2
Wine 187 55 16-15-12-1 18-12-13-11-2
Airline 144 12 15-4-1 13-7-2
Table 6.

Size of time series data and structure of prediction network.

benchmark CATS data, and real time series datasets showed the effectiveness of the
DBN. As for the future work, there are still some problems that need to be solved
such as how to design the variable learning rate and reward which influence the
learning performance strongly and how to prevent the explosion of characteristic
eligibility trace in SGA.
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