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PREFACE

Astronomy is the natural science that involves the observation and explanation of various events occurring 
outside Earth and its atmosphere. It applies chemistry, mathematics and physics to study the origin, phenomena 
and evolution of celestial bodies. The celestial objects studied under this discipline include nebulae, planets, 
stars, moons, galaxies and comets. It also studies phenomena like quasars, cosmic microwave background 
radiation, supernova, pulsars and gamma-ray bursts. Astronomy can be further classified into solar astronomy, 
astrophysics, stellar astronomy, astrochemistry, galactic astronomy, astrobiology and cosmology. This book 
attempts to understand the multiple branches that fall under the discipline of astronomy and how such 
concepts have practical applications. It strives to provide a fair idea about this field and to help develop a 
better understanding of the latest advances within this area of study. Scientists and students actively engaged 
in this field will find it full of crucial and unexplored concepts.

The researches compiled throughout the book are authentic and of high quality, combining several disciplines 
and from very diverse regions from around the world. Drawing on the contributions of many researchers 
from diverse countries, the book’s objective is to provide the readers with the latest achievements in the area 
of research. This book will surely be a source of knowledge to all interested and researching the field.

In the end, I would like to express my deep sense of gratitude to all the authors for meeting the set deadlines 
in completing and submitting their research chapters. I would also like to thank the publisher for the support 
offered to us throughout the course of the book. Finally, I extend my sincere thanks to my family for being 
a constant source of inspiration and encouragement.

Editor
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Since the American Mars Exploration Rover Opportunity landed on Mars in 2004, it has travelled more than 40 km, and heading-
determination technology based on its sun sensor has played an important role in safe driving of the rover. A high-precision
heading-determinationmethod will always play a significant role in the rover’s autonomous navigation system, and the precision of
themeasured heading strongly affects the navigation results. In order to improve the heading precision to the 1-arcminute level, this
paper puts forward a novel calibration algorithm for solving the comparable distortion of large-field sun sensor by introducing an
antisymmetric matrix.The sun sensor and inclinometer alignment model are then described in detail to maintain a high-precision
horizon datum, and a strict sun image centroid-extraction algorithm combining subpixel edge detection with circle or ellipse fitting
is presented. A prototype comprising a sun sensor, electronic inclinometer, and chip-scale atomic clock is developed for testing the
algorithms, models, and methods presented in this paper. Three field tests were conducted in different months during 2017. The
results show that the precision of the heading determination reaches 0.28–0.97 (1𝜎) and the centroid error of the sun image and
the sun elevation are major factors that affect the heading precision.

1. Introduction

Spirit and Opportunity, the twin rovers of NASA’s Mars
Exploration Mission, landed on Mars in 2004. Some discov-
eries of the rovers, such as the evidence of liquid water on the
surface of Mars, have been a source of excitement. Oppor-
tunity has been kept in service for 13 years and has travelled
over 42.195 km, becoming a veritable marathon champion.
High-precision attitude-determination technology of Mars
rovers, especially the heading-determination technology, has
played an important role in safe driving and the realization of
scientific goals. Because there is no satellite navigation system
like GPS on Mars, the rovers utilize Pancam cameras as
sun sensors for heading, which can restrict the error growth
of the IMU and improve the dead-reckoning accuracy [1].
When the rover remains static, the sun sensor makes a 10-
minute tracking observation of the sun, and the quaternion
estimator (QUEST) method is used to calculate the attitude
and heading, the precision of which reaches 1.5∘. Because the

field view of sun sensor on Spirit and Opportunity is only
16∘, a rotation platform with a dial is needed. The rover first
rotates the sun sensor to the predicted elevation of the sun
and then horizontally scans the sky to find the sun [2]. Long-
term searching and observation of the sun do not fulfill the
real-time navigation requirement for Mars rovers, and the
low-precision heading greatly affects the dead reckoning.

Several Jet Propulsion Laboratory (JPL) studies have also
used the sun sensor for heading determination for Rocky
7 and FIDO field rover, but the method is similar to that
of Spirit and Opportunity, and the precision in the field
test is also to within a few degrees [3, 4]. Deans et al.
bundled a fish-eye camera and an inclinometer together,
and the precision of the heading determination is superior
to 1∘ [5]. Most published heading-determination methods
require long-duration observations only when inclinometer
data is unavailable. Enright et al. and Furgale et al. use a
digital sun sensor with 140∘ field of view and an inclinometer
called HMR-3000 for heading, and practical tests on Earth
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indicate that the precision reaches 1∘ [6, 7]. Yang et al. use
a large-field-of-view sun sensor for heading determination,
and the precision reaches 0.1123∘ when observing the sun for
30 minutes, which is the best reported precision so far [8].
Illyas et al. present a novel algorithm for micro-planetary
rover-heading determination using a low-cost sun sensor,
and a large number of experiments show that the heading
precision reaches 0.09∘ (1𝜎), which plays an important role
in reducing the accumulated heading error of MEMS sensors
[9]. In a GPS-denied environment, visual navigation can
provide accurate localization [10], but the error grows sharply
with the distance travelled. Lambert et al. develop a novel
approach incorporating the sun sensor and inclinometer
measurements directly into the visual odometry pipeline to
reduce the error growth of path estimation, and the resulting
localization error is only 1.1% of a 10-km distance travelled
[11].

The Mars rover-heading determination method via the
inertial navigation system and star sensor has also been
thoroughly researched. A novelmethod based on star sensors
and the strap-down inertial navigation system (SINS) is put
forward to accurately determine the rover’s position and
attitude, and the initial position and attitude determina-
tion for planetary rovers by INS/Star Sensor integration is
researched [12]. A high-precision SINS/star sensor deeply
integrated navigation scheme is effected by He et al. [13]. In
recent years, the inertial navigation system, star sensor, and
visual navigation system have been integrated to improve the
navigation accuracy and reliability [14]. However, Mars has
some atmosphere, whichmakes stars invisible in the daytime.
Furthermore, the rovers always move during the day and rest
at night, which makes the star sensor difficult to apply.

It is evident that heading determination by the sun will
always play a significant role in Mars exploration rovers, and
the precision of the heading strongly affects the navigation
results. Because the rovers move with a maximum speed of
5 cm/s on the surface of Mars and are stationary most of
time, this paper only considers the problem of static heading
determination. The main focus of this paper is using only
one image of the sun to achieve a heading-determination
precision on the order of 1 arcminute.This paper is organized
as follows. First, we introduce the basic theories of heading
determination using the sun, andmajor factors that affect the
precision of the heading are analyzed. Next, the sun sensor
calibrationmodel, sun sensor, inclinometer alignmentmodel,
and sun image centroid-extraction algorithm are described
in detail. After that, our prototype is introduced and three
field tests are conducted to verify our models, methods, and
algorithms. Finally, we give the basic conclusion according to
the results of the field tests.

2. Basic Theories of Heading Determination
Using the Sun

In this section, we introduce themain concepts related to this
paper and provide basic theories of heading determination
using sun sensor, inclinometer, and local clock. Table 1
describes themain frames in this paper and gives their names,
notations, and definitions.
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Figure 1: Space relation of the important frames.

Due to the objective conditions, all our field tests
are conducted on Earth, so we only discuss the heading-
determination problem in the Earth reference frame. Figure 1
provides the definitions and space relation of the important
frames, and 𝜔 is the rover’s heading to be estimated.

We assume that the sun vectors in the E and H frames
are 𝑆E and 𝑆H, respectively.𝑅

H
E represents the rotationmatrix

from frame E to frame H, which can be written by

𝑆H = 𝑅HE ⋅ 𝑆E. (1)

According to Figure 1, 𝑅EH can be derived by double
rotations:

𝑅
H
E = 𝑅Y (𝜑 − 90∘) ⋅ 𝑅Z (𝐺 + 𝜆 + 180∘) , (2)

where 𝐺 is the Greenwich sidereal time calculated by the
existing formula according to observation epoch, and 𝜆 and𝜑 are the longitude and latitude of the rover provided by
dead reckoning on Mars. Because 𝑆E can be calculated by
ephemeris such as DE405, we can obtain the sun vector 𝑆H
relative to the local horizontal frame by (1). Furthermore, we
can determine the sun’s predicted azimuth𝐴H relative to local
north according to 𝑆H.

Figure 2 gives the schematic of sun azimuthmeasurement
using a sun sensor. Suppose the sun sensor is adjusted to
be horizontal and the sun sensor frame C coincides with
the transition frame T. Once a sun image is captured, we
can calculate 𝐴C or 𝐴T according to sun image centroid
coordinates, projection model, and distortion model. Then,
the rover’s heading 𝜔 can be calculated by𝜔 = 𝐴H − 𝐴T. (3)

It is evident that the precision of𝐴T determines the head-
ing results. In order to improve the measurement precision
of the sun azimuth, we must strictly solve the following three
problems:
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Table 1: Definition of main frames.

Name Notation X axis Y axis Z axis
Horizontal frame H Local north Local west Opposite gravity
Earth-centered inertial frame E Vernal equinox Right-handed North pole
Earth-centered fixed frame F Prime meridian Right-handed North pole
Transition frame T Rover heading Right-handed Opposite gravity
Inclinometer frame I X axis of itself Y axis of itself Right-handed
Sun sensor frame C Horizontal pixels Right-handed Optical axis

Optical axis

Optical center

Sun

Horizontal pixels

Principal point

Image point
CCD Plane

g

９＝

：＝

A＝ Xc

Figure 2: Schematic of sun azimuth measurement.

(1) The sun sensor always utilizes large-field-of-view lens
to avoid platform rotation, but comparable imaging
distortion is introduced. An accurate distortion cali-
bration model is needed.

(2) In practice, the sun sensor is difficult to keep abso-
lutely horizontal, so a suitable and accurate algorithm
for inclination correction must be seriously consid-
ered.

(3) Because the sun is a disk object, it always occupies a
regular area on the image plane, which means a
proper image-processing algorithm is needed to cal-
culate the centroid of the sun image. Due to the
large field of view, the sun sensor always suffers
poor resolution. We must optimize the existing
centroid-extraction algorithm to improve the cen-
troid-extraction precision.

3. Algorithms

3.1. Sun Sensor Calibration Model

3.1.1. Error Equation. Because there is no regular control
point on the surface of Mars, the sun sensor is usually
calibrated in the laboratory before launch. We build a 10-
m diameter dome, on the surface of which we uniformly
install 37 super-bright optical fibers as control points. The
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Figure 3: 10-m diameter dome and measurement sketch of control
points.
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Figure 4: Geometric or physical meaning of the 12 sun sensor
parameters.

3D coordinates of the control points are surveyed by high-
precision total station Leica TDRA6000, which has an ori-
entation measurement precision of 0.5. Figure 3 shows
the dome model and measurement sketch of the control
points.

The purpose of sun sensor calibration is to obtain the
parameters of the sun sensor, including the image principal
point (𝑥0, 𝑦0), focal length 𝑓, radial distortion parame-
ters (𝑘1, 𝑘2, 𝑘3), rotation parameters (𝑎, 𝑏, 𝑐), and translation
parameters (𝑋0, 𝑌0, 𝑍0). Figure 4 depicts the geometric or
physical meaning of the 12 parameters.
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(𝑥0, 𝑦0), 𝑓, and (𝑘1, 𝑘2, 𝑘3) are interior elements relative
to the sun sensor; (𝑎, 𝑏, 𝑐) and (𝑋0, 𝑌0, 𝑍0) are exterior orien-
tation elements relative to local horizontal frame; and Δ𝜃 is
the error of the half angle of view caused by radial distortion.
Because the sun sensor utilizes a solid-angle projection, the
real half angle of view is represented as

𝜃 = 2 arcsin( 𝑟2𝑓) + Δ𝜃. (4)

Suppose (𝑥, 𝑦) are coordinates of the image centroid of a
control point. The polar distance 𝑟 is represented as𝑟 = √(𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2, (5)

and we adopt the polynomial model to describe the radial
distortion [15]:

Δ𝜃 = 𝑘1 (arcsin( 𝑟2𝑓))2 + 𝑘2 (arcsin( 𝑟2𝑓))3
+ 𝑘3 (arcsin( 𝑟2𝑓))4 . (6)

The azimuth of the control point in the sun sensor frame is
written as

𝐴C =
{{{{{{{{{{{{{{{
atan

𝑦𝑝𝑥𝑝 𝑥𝑝 > 0, 𝑦𝑝 > 0
atan

𝑦𝑝𝑥𝑝 + 𝜋 𝑥𝑝 < 0
atan

𝑦𝑝𝑥𝑝 + 2𝜋 𝑥𝑝 > 0, 𝑦𝑝 < 0, (7)

where 𝑥𝑝 = 𝑥 − 𝑥0 and 𝑦𝑝 = 𝑦 − 𝑦0. Hence, the vector of the
control point in the sun sensor frame is represented as

𝑆C = [[[
𝑋C𝑌C𝑍C

]]] = [[[
sin 𝜃 cos𝐴C

sin 𝜃 sin𝐴C

cos 𝜃 ]]] (8)

and the vector of the control point in horizontal frame can be
written as

𝑆H = [𝑋H 𝑌H 𝑍H]T . (9)

We move the horizontal frame to make its origin coincide
with that of the sun sensor frame, and the vector of the control
point in the new frame becomes

𝑆 = [𝑋H + 𝑋0 𝑌H + 𝑌0 𝑍H + 𝑍0]T . (10)

𝑆 is normalized as

𝑆0 = 𝑆|𝑆| = [𝑋 𝑌 𝑍]T . (11)

The relationship between 𝑆C and 𝑆0 can be described by a
rotation matrix 𝑅, as follows:

𝑆0 = 𝑅 ⋅ 𝑆C. (12)

Equation (12) is our basic observation equation of sun
sensor calibration. Unlike previous studies, we first employ
the antisymmetricmatrix𝑄 instead of Euler angles to express
𝑅, which is beneficial for reducing the amount of calculation
through reduced use of trigonometric sines and cosines. It has
been proven that all the rotationmatrices can be expressed by
an antisymmetric matrix as follows [16]:

𝑅 = (I −𝑄)−1 (I +𝑄) , (13)

where I and𝑄 are written as

I = [[[
1 0 00 1 00 0 1]]]

𝑄 = [[[
0 −𝑐 −𝑏𝑐 0 −𝑎𝑏 𝑎 0 ]]] .

(14)

Then, (12) can be written as(I −𝑄) ⋅ 𝑆0 = (I +𝑄) ⋅ 𝑆C. (15)

[V1 V2 V3]T represents the error vector of (15), and the error
equation is expressed by

[[[
𝑉1𝑉2𝑉3]]] = [[[

0 −𝑍C − 𝑍 −𝑌C − 𝑌−𝑍C − 𝑍 0 𝑋C + 𝑋𝑌C + 𝑌 𝑋C + 𝑋 0 ]]][[[
𝑎𝑏𝑐]]]

− [[[
𝑋 − 𝑋C𝑌 − 𝑌C𝑍 − 𝑍C

]]] .
(16)

Equation (16) needs to be linearized before being solved.
Appendix A gives the partial derivatives of 𝑉𝑖 with respect
to the 12 parameters, which can be used to linearize (16).
Because there are 37 control points, 37×3 linearized error
equations can be obtained. We express the error equations in
the form of a vector:

𝑣 = 𝐴 ⋅𝑋 − 𝑙, (17)

where 𝑣 is the residual vector; 𝐴 is coefficient matrix; 𝑋 =[𝑎 𝑏 𝑐]T, which is the vector of unknown parameters; and
𝑙 is the free term vector. The least-square method is used to
estimate the 12 parameters:

𝑋 = (𝐴T𝐴)−1𝐴T𝑙. (18)

3.1.2. Calibration Results. Figure 5 is an image of the 37
control points from our sun sensor introduced in Section 4.1.
After threshold operation, we use the gray centroidmethod to
detect the image centroids of the control points [17]. Figure 6
depicts the residuals of the 37 image points after calibration.
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Figure 5: Image of the 37 control points.

Figure 6: Residuals of the fish-eye sun sensor calibration.

The standard deviations of residuals along x and y axes are±0.169 pixels and ±0.185 pixels, respectively. The calibration
precision is similar to the method based on the 2D or 3D
calibration board [4, 18]. As the minimum altitude of control
point is about 15∘, the effective calibration field of the sun
sensor reaches 150∘. Later, we put the sun sensor near the
center of the dome and rotate it in 8 directions in order. In
each direction, the sun sensor captures an image of the 37

control points for calibration. The results of the 6 interior
parameters of the sun sensor in each direction are listed in
Table 2.

In Table 2, the standard deviations of 𝑥0, 𝑦0, and𝑓 are ±0.081 pixels, ±0.097 pixels, and ±0.068 pixels,
respectively, which indicate high consistency of the cali-
bration results in 8 directions. However, the mean values
of (𝑥0, 𝑦0), 𝑓, and (𝑘1, 𝑘2, 𝑘3) for the 8 directions cannot
be adopted as the final results because of the strong cor-
relations between 𝑓 and (𝑘1, 𝑘2, 𝑘3) and between (𝑥0, 𝑦0)
and (𝑎, 𝑏, 𝑐). The standard deviation of the residuals, which
should be as small as possible, is a good criterion to
choose the best set of parameters. Direction 4 achieves
the smallest standard deviation of the residuals, so the
fourth group of interior parameters should be the final
result.

3.2. Sun Sensor and Inclinometer Alignment Model. Prior
studies generally use the sun as a control point to determine
the relationship between the sun sensor and inclinometer,
which must wait for the sun to move across several long
traces and obtain low-precision results due to having only one
control point in the sky [6, 7, 19]. However, the 10-m diameter
dome with 37 control points provides ideal conditions for
the sun sensor and inclinometer calibration. Because the
coordinates of the 37 control points are surveyed by the high-
precision total station, they contain local gravity information,
which can be used to determine the relationship between the
sun sensor and inclinometer.

In Section 3.1, (𝑥0, 𝑦0), 𝑓, and (𝑘1, 𝑘2, 𝑘3) are determined;
hence, we use the least-square method to calculate (𝑎, 𝑏, 𝑐)
and (𝑋0, 𝑌0, 𝑍0), which describe the position and attitude of
the sun sensor frame relative to the horizontal frame. Then,
the rotation matrix 𝑅HC from the sun sensor frame to the
horizontal frame is calculated by Appendix C, and 𝑅HC can be
described by 3-step rotations around the XC, YC, and ZC axes
in order:(1) Rotate an angle of 𝛾 around the XC axis.(2) Rotate an angle of 𝜓 around the YC axis.(3) Rotate an angle of 𝜅 around the ZC axis.

𝑅HC is written as

𝑅
H
C = 𝑅Z (𝜅)𝑅Y (𝜓)𝑅X (𝛾) . (19)

Appendix C gives the expressions for 𝑅Z(𝜅), 𝑅Y(𝜓), and
𝑅X(𝛾). Then, (19) is expanded as

𝑅
H
C = [[[[[

cos𝜓 cos 𝜅 sin 𝛾 sin𝜓 cos 𝜅 + cos 𝛾 sin 𝜅 − cos 𝛾 sin𝜓 cos 𝜅 + sin 𝛾 sin 𝜅− cos𝜓 sin 𝜅 − sin 𝛾 sin𝜓 sin 𝜅 + cos 𝛾 cos 𝜅 cos 𝛾 sin𝜓 sin 𝜅 + sin 𝛾 cos 𝜅
sin𝜓 − sin 𝛾 cos𝜓 cos 𝛾 cos𝜓

]]]]] . (20)
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Table 2: Results of the 6 interior parameters in 8 directions.

Raw
azimuth

𝑥0
(pixel)

𝑦0
(pixel)

𝑓
(pixel) 𝑘1 𝑘2 𝑘3 Std

(Δx)
Std
(Δy)

0∘ 1502.292 1585.044 855.242 0.212471 -0.740583 0.877803 0.1621 0.1728
45∘ 1502.209 1584.992 855.142 0.221231 -0.764446 0.897239 0.1604 0.1852
90∘ 1502.280 1585.034 855.156 0.211819 -0.734883 0.870884 0.1788 0.1553
135∘ 1502.365 1585.170 855.201 0.181307 -0.653738 0.807112 0.1640 0.1481
180∘ 1502.293 1585.219 855.047 0.161114 -0.594148 0.755274 0.1454 0.1674
225∘ 1502.209 1585.248 855.101 0.160012 -0.594534 0.758023 0.1547 0.1603
270∘ 1502.133 1585.201 855.086 0.191343 -0.678503 0.825247 0.1763 0.1502
315∘ 1502.141 1585.089 855.214 0.203631 -0.713076 0.853851 0.1809 0.1521

Table 3: Values of 𝛾 and 𝜓 in 8 directions.

Direction number Approximate azimuth 𝛾 () 𝜓 ()
1 0∘ 1123.9 121.7
2 45∘ 1120.6 142.1
3 90∘ 1124.1 139.5
4 135∘ 1126.6 122.5
5 180∘ 1129.3 129.2
6 225∘ 1124.7 135.1
7 270∘ 1122.1 144.0
8 315∘ 1125.0 138.4

Here, we provide the expressions of 𝛾 and 𝜓:
𝛾 = −atan𝑅HC (3, 2)

𝑅CH (3, 3)𝜓 = asin𝑅HC (3, 1) . (21)

When the outputs of the inclinometer are adjusted to zero,
we rotate the sun sensor frame by steps (1) and (2); then the
Z axis of the new frame opposes local gravity. In other words,
if the outputs of the inclinometer are adjusted to zero and
the angles 𝛾 and 𝜓 are known, the relationship between sun
sensor and inclinometer can be determined.

In the experiment of Section 3.1.2, we always adjust the
legs of the prototype introduced in Section 4.1 to keep the
outputs of the inclinometer close to zero (smaller than 1 in
practice). Table 3 lists the results of 𝛾 and 𝜓 in each direction.

Standard deviations of 𝛾 and 𝜓 are ±2.6 and ±8.6,
respectively. The mean values (𝛾 = 1124.5, 𝜓 = 134.1)
are adopted as the final parameters. Table 3 indicates the
high-precision relationship determination between the sun
sensor and inclinometer, which is the basis of high-precision
heading determination.

3.3. Sun Image Centroid-Extraction Algorithm. Because
large-field sun sensors suffer from poor angular resolution,
we must improve the precision of the sun image centroid
extraction as much as possible. The gray centroid method
is widely used for the sun image centroid extraction, but

the precision is not high when the sun image is irregular
[17, 20]. Cui et al. consider the sun image as a circle and use
the Sobel operator to detect the pixel-level edge; thus, the
centroid is achieved by circle fitting of the edge points [21].
Yang et al. adopt the Zernike moment to obtain the subpixel
edge points and make the precision of the circular sun image
centroid reach 0.07 pixel, which is obviously better than that
of the gray centroid algorithm [22]. However, for the general
projection models, such as the pinhole and solid-angle
models, when the sun is away from the boresight direction,
the shape of the sun image is more similar to an ellipse than
a circle. Our algorithm for sun image centroid extraction
is similar to [22], but the difference is that both circle and
ellipse sun image are considered, and a reasonable criterion
for shape judgment is put forward. Our algorithm is realized
by 6 steps:

(1) The Sobel operator is used to detect the pixel-level
edge points (𝑥, 𝑦) of the sun image.(2) For each pixel-level edge point, the Zernike moment
is used to detect the subpixel edge point (𝑥, 𝑦).
Appendix C gives the computation method in detail.
Figures 7(a) and 7(b) show a practical circular and
elliptical sun image, respectively, from our fish-eye
sun sensor and its edge-detection results. Obviously,
the Zernike moment produces a smoother edge than
the Sobel operator, which is beneficial for improving
the centroid fitting precision.
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Figure 7: Two classic sun images and their edge-detection results.

(3) According to the subpixel edge points (𝑥, 𝑦), the
center of circle is fitted and the value of the cost
function 𝐽c is calculated.

𝐽c (𝑥c, 𝑦c, 𝑟) = 𝑛∑
𝑖=1

(𝑥𝑖 − 𝑥c)2 + (𝑦𝑖 − 𝑦c)2 − 𝑟22 (22)

where V𝑖 is residual. Suppose the initial values of the unknown
parameters are𝑋0 = [𝑥c0 𝑦c0 𝑟0]T; thus, (23) is linearized as

V𝑖 = 𝑎𝑖𝛿𝑥c + 𝑏𝑖𝛿𝑦c + 𝑐𝑖𝛿𝑟 − 𝑙𝑖 (23)

and 𝑎𝑖 = 2𝑥c0 − 2𝑥𝑖𝑏𝑖 = 2𝑦c0 − 2𝑦𝑖𝑐𝑖 = 𝑟20 − (𝑥𝑖 − 𝑥c0)2 − (𝑦𝑖 − 𝑦c0)2𝑙𝑖 = 𝑟02 − (𝑥𝑖 − 𝑥c0)2 − (𝑦𝑖 − 𝑦c0)2 .
(24)

The error equations of all the edge points can be written in
the form of a matrix, as follows:

𝑣 = 𝐴 ⋅ 𝛿𝑋 − 𝑙, (25)
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where 𝑣 is the residual vector, 𝐴 is the coefficient matrix, 𝛿𝑋
is the correction vector corresponding to𝑋0, and 𝑙 is the free
term vector. The expanded forms of the four matrices and
vectors are

𝑣 = [V1 V2 . . . V𝑛]T , (26)

𝐴 = [[[[[
𝑎1 𝑏1 𝑐1... ... ...𝑎𝑛 𝑏𝑛 𝑐𝑛

]]]]] , (27)

𝛿𝑋 = [𝛿𝑥c 𝛿𝑦c 𝛿𝑟]T , (28)

𝑙 = [𝑙1 𝑙2 . . . 𝑙𝑛]T . (29)

We assume all the edge points have the same weight, and
then 𝛿𝑋 is calculated by [23]𝛿𝑋 = (𝐴T𝐴)−1𝐴T𝑙. (30)

The unknown parameters are updated by 𝑋 = 𝑋0 + 𝛿𝑋,
and iterations are needed until the absolute values of 𝛿𝑋 are
smaller than 0.001 pixels.Then, 𝐽c can be calculated according
to (22).(4) According to the subpixel edge points, the ellipse’s

center is fitted and the value of the cost function 𝐽e
is calculated.𝐽e (𝐴, 𝐵, 𝐶,𝐷, 𝐸)= 𝑛∑
𝑖=1

𝐴𝑥2𝑖 + 𝐵𝑥𝑖𝑦𝑖 + 𝐶𝑦2𝑖 + 𝐷𝑥𝑖 + 𝐸𝑦𝑖 + 12 (31)

A, B, C, D, and E are the basic parameters of the ellipse
that need to be estimated, and the ellipse’s center (𝑥e, 𝑦e) can
be calculated by 𝑥e = 𝐵𝐸 − 2𝐶𝐷4𝐴𝐶 − 𝐵2𝑦e = 𝐵𝐷 − 2𝐴𝐸4𝐴𝐶 − 𝐵2 . (32)

The error equation of each edge point is represented as

V𝑖 = 𝐴𝑥2𝑖 + 𝐵𝑥𝑖𝑦𝑖 + 𝐶𝑦2𝑖 + 𝐷𝑥𝑖 + 𝐸𝑦𝑖 + 1. (33)

Equation (33) is linear; therefore, the coefficientmatrix𝐴 and
free item vector 𝑙 are written as

𝐴 = (𝑥21 𝑥1𝑦1 𝑦21 𝑥1 𝑦1... ... ... ... ...𝑥2𝑛 𝑥𝑛𝑦𝑛 𝑦2𝑛 𝑥𝑛 𝑦𝑛), (34)

𝑙 = [−1 −1 . . . −1]T . (35)

Suppose the vector of unknown parameters is 𝑋 =[𝐴 𝐵 𝐶 𝐷 𝐸]T, which can be calculated by 𝑋 =(𝐴T𝐴)−1𝐴T𝑙. Then, 𝑥e and 𝑦e are derived by (32), and we use
(31) to calculate 𝐽e.

Sun Image

Pixel level edge
detection using
Sobel operator

Sub-pixel level edge
detection using

Zernike moment

(xe , ye)(xc , yc)

Circle center fitting

using least square

method

Calculate cost
function Jc

Ellipse center fitting
using least square

method

Calculate cost
function Je

Compare J＝ with Je

Jc < Je Jc > Je

Figure 8: Flow chart of centroid extraction of the sun image.

(5) The shape of the sun image is judged by comparing 𝐽c
to 𝐽e. If 𝐽c < 𝐽e, (𝑥c, 𝑦c) should be adopted. Otherwise,(𝑥e, 𝑦e) should be adopted.(6) The precision is estimated. The root-mean-square
error (RMSE) of the centroids can be calculated by

RMSE = √𝑚2𝑥 + 𝑚2𝑦. (36)

𝑚𝑥 and𝑚𝑦 are the RMSE of centroid coordinates (𝑥c, 𝑦c)
or (𝑥e, 𝑦e), which can be calculated according to the residual
vector 𝑣 and coefficient matrix 𝐴.

Figure 8 is the flow chart of our centroid-extraction
algorithm for the sun image.

3.4. Heading-Determination Algorithm. Without loss of gen-
erality, we consider the X axis of the prototype to be aligned
with that of the charge-coupled device (CCD), and the dip
angles of the electronic inclinometer are always adjusted to
zero in the field test. Then, we take 4 steps to calculate the
heading:
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Figure 9: Flow chart of heading-determination algorithm.

(1) Extract the centroid of a sun image using the method
mentioned in Section 3.3 and calculate the vector
𝑆C of the sun with respect to the sun sensor frame
according to the intrinsic parameters of the sun
sensor.(2) Rotate the camera coordinate system by 𝑅X(𝛾) and
𝑅Y(𝜓); then calculate the vector of the sun in the
transition frame 𝑆T by

𝑆T = 𝑅Y (𝜓)𝑅X (𝛾) 𝑆C = [[[
𝑋T𝑌T𝑍T

]]] . (37)

The azimuth 𝐴T of the sun relative to the X axis of the
new coordinate system can be calculated by 𝑆T according to(7). We then use the Naval Observatory Vector Astronomy
Software version 3.0 (NOVAS3.0) and DE405 ephemeris to
calculate the sun’s predicted azimuth 𝐴H. The observation
epoch in UTC is provided by local clock.(3) Calculate the heading 𝜔 according to (3)and estimate

the precision.

It is clear that only one sun image is needed to calculate
the heading in our algorithm, which is beneficial for reducing
the data-processing time. Figure 9 shows the flow chart of our
heading-determination algorithm, where the contents of the
red boxes are the key algorithms presented in Section 3.

4. Field Tests and Results

In order to test our algorithms and methods for high-
precision heading determination, three field tests were con-
ducted in central China’s Henan province in 2017. The details
of the tests are presented in this section, including the
hardware configuration, test conditions, and test results.

4.1. Hardware Configuration. Our sun sensor is composed of
a fish-eye lens, a CCD, and a filter. The fish-eye lens is AF DX
made by Nikon, with 10.5-mm focal length and 180∘ field of
view.The CCD is Alta U9000 made by Apogee, with a 3,056-
by-3,056 array of 12-micron square pixels and a 7 square-inch
and 3-inch thick body.The filter is mounted between the lens
and CCD to weaken the light of the sun. The sun sensor can
capture images of the sun without searching, which means
that no rotating platform is needed.

The Leica Nivel230 electronic inclinometer is chosen
to obtain the dip angles relative to local horizontal plane,
and the precision is up to 1 arcsecond with a measurement
range of -3.78 arcminutes to +3.78 arcminutes, a weight
of 700 g, and a 3.5-square-inch and 2.7-inch thick body.
We choose the SA.45s chip-scale atomic clock made by
Microsemi with a month aging rate of 3−10 s, low power
consumption of 120mW, and volume of 17 cc.TheARK-1122F
embedded computer with a dual Atom-core processor is used
for processing data including sun images, dip angles, and time
information.

We develop a prototype by integrating the sun sensor,
inclinometer, and chip-scale atomic clock. Figure 10 shows a
photograph of our prototype.

Each test was conducted by the following steps:

(1) Put the prototype on a pillar and adjust the legs of
the prototype tomake the outputs of the inclinometer
close to zero.

(2) Keep the prototype static and continuously shoot
images of the sun. During shooting, the inclinometer
data and time data are collected together.

(3) Use the heading-determination algorithm presented
in this paper to calculate the heading.

(4) Estimate the heading-determination precision.

4.2. Test Conditions. Detailed conditions of the three tests are
presented in Table 4, including the date and time, observation
times, sun elevation fluctuation, and weather.

The three tests were conducted in different months in
order to analyze the impact of the sun elevation on the
heading determination. On July 20, the maximum elevation
of the sun was up to 75.7∘, which means the sun imaging
positionswere close to the principal point on the image plane.
On Oct 14 and Nov 11, the maximum elevation of the sun
was 46.7∘ and 37.7∘, respectively. This means that the sun
imaging positions were away from the principal point on the
image plane. Figure 11 shows the time series of the predicted
elevation of the sun. Additionally, during the first and third
tests, thin clouds or fog sheltered the sensor from the sun,
which slightly impacts the observation of the sun.
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Table 4: Test conditions.

Date Beijing Time Observations Sun Elevation Weather
July 20, 2017 12:05–13:01 252 74.3–75.7∘ Thin Clouds
Oct 14, 2017 11:42–13:12 250 44.3–46.7∘ Sunny
Nov 11, 2017 11:59–13:13 200 35.6–37.7∘ Thin Fog

Figure 10: Actual picture of the prototype.

4.3. Results. Because the real heading is difficult to obtain,
we consider the mean value of the measured heading as a
reference for precision estimation. Figure 12 depicts the time
series of the heading errors of the three tests.

In the first test, the heading errors fluctuate greatly with
an amplitude of 2.5 arcminutes. However, in the second and
third tests, the heading errors become quite small, and the
amplitude is only 1 arcminute. The standard deviations of the
three tests are ±0.97, ±0.30, and ±0.28, respectively. It is
evident that the second and third tests achieve more precise
heading results. It appears that the elevation of the sun has
a great impact on the heading determination. Because the
sun elevation has a strong correlation with the sun imaging
position, Figure 13 directly shows the trajectories of the sun
image centroids of the three tests on the image plane.

On July 20, the trajectory of the sun image centroids
was close to the principal point with a mean distance of
220.6 pixels. However, the trajectories on Oct 14 and Nov 11
were 642.8 pixels and 785.8 pixels away from the principal
point, respectively. Obviously, radial errors of the sun image
centroids have no effect on the sun azimuth measurement,
whereas it is linearly influenced by tangential errors. Because
the tangential error of the sun image centroid is a small
quantity, the error of the sun azimuth measurement can be
expressed as follows: 𝑒𝐴C = 𝑒𝑐𝑟 , (38)
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Figure 11: Times series of the predicted elevations of the sun.

where 𝑒𝑐 is the tangential error of sun image centroid and𝑟 is the polar distance of sun image centroid relative to the
principal point. The RMSE series of the sun image centroids,
which are calculated by fitting the residuals of the subpixel
edge points of the sun image, are depicted in Figure 14.

Figure 14 shows that the RMSE of the sun image centroids
are similar in the three tests, which indicates that the sun
elevation is irrelevant to the sun image centroid extraction.
The RMSE of several sun image centroids in the first and
third tests are up to 0.1 pixels, probably due to the cloudy
or foggy weather. However, the mean RMSE is about 0.065
pixels, which indicates the superiority of our sun image
centroid-extraction algorithm. The tangential mean RMSE
can be estimated by 0.065/√2 = 0.046pixels. Supposing that𝑒𝑐 = 0.046 pixels, 𝑟1 = 220.6 pixels, 𝑟2 = 642.8 pixels, and𝑟3 = 785.8 pixels, we can calculate the measurement errors
of the sun azimuth. The results are 𝑒𝐴1C = 0.72, 𝑒𝐴2C = 0.25,
and 𝑒𝐴3C = 0.20, which essentially coincidewith the standard
deviations of the heading error series in Figure 12.

Additionally, the heading error series of the three tests
are not totally random, and some trend in the variation is

10 New Frontiers in Astronomy



12 12.2 12.4 12.6 12.8 13 13.211.8
Beijing Time (h)

−2

−1

0

1

2

3

H
ea

di
ng

 er
ro

r
(
)

Oct 15 std=±0.30
July 21 std=±0.97

Nov 11 std=±0.28

Figure 12: Time series of the heading errors.

obvious.This is mainly caused by the residual distortion after
sun sensor calibration, alignment error of the sun sensor
and inclinometer, and periodic change in the weather. As the
minimum imaging period of the sun sensor is 10.8 s and the
heading calculation time is less than 0.1 s, we conclude that
just one sun image can produce a 1-arcminute heading using
our prototype.

5. Conclusions

This paper attempts to improve the heading-determination
precision to 1-arcminute level for Mars rovers using only
one sun image. Algorithms for the sun sensor calibration,
sun sensor and inclinometer alignment, sun image centroid
extraction, and heading determination are presented in
detail. A prototype is developed, and the results of three
ground-based field tests indicate that the precision of heading
reaches 0.28–0.97 (1𝜎), which is the best reported precision
for heading determination in Mars rovers so far. We not only
improve the heading precision to the 1-arcminute level, but
also reduce the observation time for the sun from 10 to 30
minutes to about 10 seconds.

However, some questions still need to be studied in the
future. (1) When the outputs of the electronic inclinometer
are not strictly adjusted to zero, we need a proper model to
modify it. (2) Because the rover works on Mars for several
or tens of years, we want to utilize the stars as control points
to calibrate the sun sensor and inclinometer. (3) Dust on
the sun sensor, resulting from dust storms on Mars, and
clouds obscuring the view of the sun may produce irregular
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Figure 13: The trajectories of sun image centroids.
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Figure 14: Mean square error series of sun image centroids.

sun images, which have an impact on the precision of the
heading.We are trying to use the robust estimationmethod to
adjust the weight of the edge points to improve the centroid-
extraction precision.

11High-Precision Heading Determination based on the Sun for Mars Rover



Appendix

A. Partial Derivatives of Vi with respect to the
12 Parameters

Partial derivatives of 𝐴C and 𝜃 with respect to 𝑥0 and 𝑦0 are𝜕𝐴C𝜕𝑥0 = −𝑦 + 𝑦0𝑟2𝜕𝐴C𝜕𝑦0 = 𝑥 − 𝑥0𝑟2 (A.1)

𝜕𝜃𝜕𝑥0 = (2 + 2𝑘1𝑆 + 3𝑘2𝑆2 + 4𝑘3𝑆3) 𝜕𝑆𝜕𝑟 𝜕𝑟𝜕𝑥0𝜕𝜃𝜕𝑦0 = (2 + 2𝑘1𝑆 + 3𝑘2𝑆2 + 4𝑘3𝑆3) 𝜕𝑆𝜕𝑟 𝜕𝑟𝜕𝑦0 (A.2)

where 𝑆 = arcsin(𝑟/2𝑓) and 𝜕𝑆/𝜕𝑟, 𝜕𝑆/𝜕𝑓, 𝜕𝑟/𝜕𝑥0, and 𝜕𝑟/𝜕𝑦0
are written as 𝜕𝑆𝜕𝑟 = 1√4𝑓2 − 𝑟2𝜕𝑆𝜕𝑓 = −𝑟𝑓√4𝑓2 − 𝑟2

(A.3)

𝜕𝑟𝜕𝑥0 = 𝑥0 − 𝑥𝑟𝜕𝑟𝜕𝑦0 = 𝑦0 − 𝑦𝑟 (A.4)

Partial derivatives of 𝐴C and 𝜃 with respect to 𝑓 are𝜕𝐴C𝜕𝑓 = 0 (A.5)𝜕𝜃𝜕𝑓 = (2 + 2𝑘1𝑆 + 3𝑘2𝑆2 + 4𝑘3𝑆3) 𝜕𝑆𝜕𝑓 (A.6)

Partial derivatives of 𝐴C and 𝜃 with respect to 𝑘𝑖 (𝑖 = 1, 2, 3)
are 𝜕𝐴C𝜕𝑘𝑖 = 0𝜕𝜃𝜕𝑘𝑖 = (arcsin( 𝑟2𝑓))𝑖+1 (A.7)

Partial derivatives of 𝑆C with respect to 𝑥0 and 𝑦0 are𝜕𝑋C𝜕𝑥0 = cos 𝜃 cos𝐴C ⋅ 𝜕𝜃𝜕𝑥0 − sin 𝜃 sin𝐴C ⋅ 𝜕𝐴C𝜕𝑥0𝜕𝑌C𝜕𝑥0 = cos 𝜃 sin𝐴C ⋅ 𝜕𝜃𝜕𝑥0 + sin 𝜃 cos𝐴C ⋅ 𝜕𝐴C𝜕𝑥0𝜕𝑍C𝜕𝑥0 = − sin 𝜃 ⋅ 𝜕𝜃𝜕𝑥0
(A.8)

𝜕𝑋C𝜕𝑦0 = cos 𝜃 cos𝐴C ⋅ 𝜕𝜃𝜕𝑦0 − sin 𝜃 sin𝐴C ⋅ 𝜕𝐴C𝜕𝑦0𝜕𝑌C𝜕𝑦0 = cos 𝜃 sin𝐴C ⋅ 𝜕𝜃𝜕𝑦0 + sin 𝜃 cos𝐴C ⋅ 𝜕𝐴C𝜕𝑦0𝜕𝑍C𝜕𝑦0 = − sin 𝜃 ⋅ 𝜕𝜃𝜕𝑦0
(A.9)

Partial derivatives of 𝑆C with respect to 𝑓 and 𝑘𝑖 (𝑖 = 1, 2, 3)
are 𝜕𝑋C𝜕𝑓 = cos 𝜃 cos𝐴C ⋅ 𝜕𝜃𝜕𝑓𝜕𝑌C𝜕𝑓 = cos 𝜃 sin𝐴C ⋅ 𝜕𝜃𝜕𝑓𝜕𝑍C𝜕𝑓 = − sin 𝜃 ⋅ 𝜕𝜃𝜕𝑓𝜕𝑋C𝜕𝑘𝑖 = cos 𝜃 cos𝐴C ⋅ 𝜕𝜃𝜕𝑘𝑖𝜕𝑌C𝜕𝑘𝑖 = cos 𝜃 sin𝐴C ⋅ 𝜕𝜃𝜕𝑘𝑖𝜕𝑍C𝜕𝑘𝑖 = − sin 𝜃 ⋅ 𝜕𝜃𝜕𝑘𝑖

(A.10)

Partial derivatives of 𝑆0 with respect to𝑋0, 𝑌0, and 𝑍0 are𝜕𝑋𝜕𝑋0 = 𝑌2 + 𝑍2𝑑𝜕𝑌𝜕𝑋0 = −𝑋𝑌𝑑𝜕𝑍𝜕𝑋0 = −𝑋𝑍𝑑𝜕𝑋𝜕𝑌0 = −𝑋𝑌𝑑𝜕𝑌𝜕𝑌0 = 𝑋2 + 𝑍2𝑑𝜕𝑍𝜕𝑌0 = −𝑌𝑍𝑑𝜕𝑋𝜕𝑍0 = −𝑋𝑍𝑑𝜕𝑌𝜕𝑍0 = −𝑌𝑍𝑑𝜕𝑍𝜕𝑍0 = 𝑋2 + 𝑌2𝑑

(A.11)

where 𝑑 = √(𝑋H + 𝑋0)2 + (𝑌H + 𝑌0)2 + (𝑍H + 𝑍0)2. Accord-
ing to equations above, it is easy to obtain the partial deriva-
tives of 𝑉𝑖 with respect to 12 fish-eye sun sensor parameters.
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B. Basic Rotation Matrix

Rotation matrix around X, Y, and Z axis can be represented
by

𝑅𝑍 (𝜅) = ( cos 𝜅 sin 𝜅 0− sin 𝜅 cos 𝜅 00 0 1) (B.1)

𝑅Y (𝜓) = (cos𝜓 0 − sin𝜓0 1 0
sin𝜓 0 cos𝜓 ) (B.2)

𝑅Y (𝜓) = (cos𝜓 0 − sin𝜓0 1 0
sin𝜓 0 cos𝜓 )

(B.3)

C. Zernike 7×7 Models

We use Zernike 7×7 models deduced by Gao et al. as follows
[24]:

M11R =
[[[[[[[[[[[[[[[

0.0000 −0.0150 −0.0190 0.0000 0.0190 0.0150 0.0000−0.0224 −0.0466 −0.0233 0.0000 0.0233 0.0466 0.0224−0.0573 −0.0466 −0.0233 0.0000 0.0233 0.0466 0.0573−0.0690 −0.0466 −0.0233 0.0000 0.0233 0.0466 0.0690−0.0573 −0.0466 −0.0233 0.0000 0.0233 0.0466 0.0573−0.0224 −0.0466 −0.0233 0.0000 0.0233 0.0466 0.02240.0000 −0.0150 −0.0190 0.0000 0.0190 0.0150 0.0000

]]]]]]]]]]]]]]]

M11I =
[[[[[[[[[[[[[[[

0.0000 −0.0224 −0.0573 −0.0690 −0.0573 −0.0224 0.0000−0.0150 −0.0466 −0.0466 −0.0466 −0.0466 −0.0466 −0.0150−0.0190 −0.0233 −0.0233 −0.0233 −0.0233 −0.0233 −0.01900.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.00000.0190 0.0233 0.0233 0.0233 0.0233 0.0233 0.01900.0150 0.0466 0.0466 0.0466 0.0466 0.0466 0.01500.0000 0.0224 0.0573 0.0690 0.0573 0.0224 0.0000

]]]]]]]]]]]]]]]

M20 =
[[[[[[[[[[[[[[[

0.0000 0.0225 0.0394 0.0396 0.0394 0.0225 0.00000.0225 0.0271 −0.0128 −0.0261 −0.0128 0.0271 0.02250.0394 −0.0128 −0.0528 −0.0661 −0.0528 −0.0128 0.03940.0396 −0.0261 −0.0661 −0.0794 −0.0661 −0.0261 0.03960.0394 −0.0128 −0.0528 −0.0661 −0.0528 −0.0128 0.03940.0225 0.0271 −0.0128 −0.0261 −0.0128 0.0271 0.02250.0000 0.0225 0.0394 0.0396 0.0394 0.0225 0.0000

]]]]]]]]]]]]]]]
(C.1)

For each pixel-level edge point (𝑥, 𝑦) obtained by Sobel
operator, we use M11R, M11I, and M20 for convolution
operations. Then we get three important Zernike moments
as 𝑍11𝑅, 𝑍11𝐼, and 𝑍20, and rotation angle 𝜔 is calculated by𝜔 = atan 𝑍11𝐼𝑍11𝑅 (C.2)

and the length 𝑙 from center point to subpixel edge point is
obtained by

𝑙 = 𝑍20𝑍11𝑅 cos𝜔 + 𝑍11𝐼 sin𝜔 (C.3)

Hence we can get the coordinates of the subpixel edge
point as follows:

[𝑥𝑦] = [𝑥𝑦] + 7 × 𝑙2 [cos𝜔
sin𝜔] (C.4)
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We review current understanding of kilonova/macronova emission from compact binary mergers (mergers of two neutron stars or
a neutron star and a black hole). Kilonova/macronova is emission powered by radioactive decays of 𝑟-process nuclei and it is one
of the most promising electromagnetic counterparts of gravitational wave sources. Emission from the dynamical ejecta of ∼0.01𝑀⊙
is likely to have a luminosity of ∼1040–1041 erg s−1 with a characteristic timescale of about 1 week.The spectral peak is located in red
optical or near-infrared wavelengths. A subsequent accretion disk wind may provide an additional luminosity or an earlier/bluer
emission if it is not absorbed by the precedent dynamical ejecta. The detection of near-infrared excess in short GRB 130603B and
possible optical excess in GRB 060614 supports the concept of the kilonova/macronova scenario. At 200Mpc distance, a typical
peak brightness of kilonova/macronova with 0.01𝑀⊙ ejecta is about 22mag and the emission rapidly fades to >24mag within ∼10
days. Kilonova/macronova candidates can be distinguished from supernovae by (1) the faster time evolution, (2) fainter absolute
magnitudes, and (3) redder colors. Since the high expansion velocity (V ∼ 0.1–0.2𝑐) is a robust outcome of compact binary mergers,
the detection of smooth spectra will be the smoking gun to conclusively identify the gravitational wave source.

1. Introduction

Mergers of compact stars, that is, neutron star (NS) and black
hole (BH), are promising candidates for direct detection of
gravitational waves (GWs). On 2015 September 14, Advanced
LIGO [1] has detected the first ever direct GW signals from a
BH-BH merger (GW150914) [2]. This discovery marked the
dawn of GW astronomy.

NS-NS mergers and BH-NS mergers are also important
and leading candidates for the GW detection. They are also
thought to be progenitors of short-hard gamma-ray bursts
(GRBs [3–5]; see also [6, 7] for reviews). When the designed
sensitivity is realized, Advanced LIGO [1], Advanced Virgo
[8], andKAGRA [9] can detect the GWs from these events up
to ∼200Mpc (for NS-NSmergers) and ∼800Mpc (for BH-NS
mergers). Although the event rates are still uncertain, more
than one GW event per year is expected [10].

Since localization only by the GW detectors is not
accurate, for example, more than a few 10 deg2 [11–14], iden-
tification of electromagnetic (EM) counterparts is essentially
important to study the astrophysical nature of the GW
sources. In the early observing runs of Advanced LIGO and

Virgo, the localization accuracy can be >100 deg2 [15–17]. In
fact, the localization for GW150914 was about 600 deg2 (90%
probability) [18].

To identify the GW source from such a large localization
area, intensive transient surveys should be performed (see,
e.g., [19–24] for the case of GW150914). NS-NS mergers and
BH-NSmergers are expected to emit EM emission in various
forms. One of the most robust candidates is a short GRB.
However, the GRBmay elude our detection due to the strong
relativistic beaming. Other possible EM signals include
synchrotron radio emission by the interaction between
the ejected material and interstellar gas [25–27] or X-ray
emission from a central engine [28–31].

Among variety of emission mechanisms, optical and
infrared (IR) emission powered by radioactive decay of 𝑟-
process nuclei [32–37] is of great interest. This emission is
called “kilonova” [34] or “macronova” [33] (we use the term
of kilonova in this paper). Kilonova emission is thought to
be promising: by advancement of numerical simulations, in
particular numerical relativity [38–41], it has been proved
that a part of the NS material is surely ejected from NS-
NS and BH-NS mergers (e.g., [36, 42–49]). In the ejected
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material, 𝑟-process nucleosynthesis undoubtedly takes place
(e.g., [35, 36, 49–56]). Therefore the emission powered by 𝑟-
process nuclei is a natural outcome from thesemerger events.

Observations of kilonova will also have important impli-
cations for the origin of 𝑟-process elements in the Universe.
The event rate of NS-NS mergers and BH-NS mergers will be
measured by the detection of GWs. In addition, as described
in this paper, the brightness of kilonova reflects the amount
of the ejected 𝑟-process elements. Therefore, by combination
of GW observations and EM observations, that is, “multi-
messenger” observations, we canmeasure the production rate
of 𝑟-process elements by NS-NS and BH-NS mergers, which
is essential to understand the origin of 𝑟-process elements.
In fact, importance of compact binary mergers in chemical
evolution has been extensively studied in recent years [72–
82].

This paper reviews kilonova emission from compact
binary mergers. The primal aim of this paper is providing a
guide for optical and infrared follow-up observations for GW
sources. For the physical processes of compact binary merg-
ers and various EM emission mechanisms, see recent reviews
by Rosswog [83] and Fernández and Metzger [84]. First, we
give overview of kilonova emission and describe the expected
properties of the emission in Section 2. Then, we compare
kilonova models with currently available observations in
Section 3. Based on the current theoretical and observational
understanding, we discuss prospects for EM follow-up obser-
vations of GW sources in Section 4. Finally, we give summary
in Section 5. In this paper, themagnitudes are given in the AB
magnitude unless otherwise specified.

2. Kilonova Emission

2.1. Overview. The idea of kilonova emission was first intro-
duced by Li and Paczyński [32]. The emission mechanism
is similar to that of Type Ia supernova (SN). The main
differences are the following: (1) a typical ejecta mass from
compact binary mergers is only an order of 0.01𝑀⊙ (1.4𝑀⊙

for Type Ia SN), (2) a typical expansion velocity is as high as
V ∼ 0.1–0.2𝑐 = 30, 000–60, 000 km s−1 (∼10,000 km s−1 for
Type Ia SN), and (3) the heating source is decay energy of
radioactive 𝑟-process nuclei (56Ni for Type Ia SN).

Suppose spherical, homogeneous, and homologously
expanding ejecta with a radioactive energy deposition. A
typical optical depth in the ejecta is 𝜏 = 𝜅𝜌𝑅, where 𝜅 is the
mass absorption coefficient or “opacity” (cm2 g−1), 𝜌 is the
density, and 𝑅 is the radius of the ejecta. Then, the diffusion
timescale in the ejecta is

𝑡diff =

𝑅

𝑐

𝜏 ≃

3𝜅𝑀ej

4𝜋𝑐V𝑡
, (1)

by adopting 𝑀ej = (4𝜋/3)𝜌𝑅
3 (homogeneous ejecta) and 𝑅 =

V𝑡 (homologous expansion).
When the dynamical timescale of the ejecta (𝑡dyn = 𝑅/V =

𝑡) becomes comparable to the diffusion timescale, photons
can escape from the ejecta effectively [85]. From the condition
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Figure 1: Bolometric light curves of a NS-NS merger model (red,
𝑀ej = 0.01𝑀⊙ [57, 58]) and a wind model (green, 𝑀ej = 0.01𝑀⊙)
compared with a light curve of Type Ia SN model (gray, 𝑀ej =
1.4𝑀⊙). The black dashed line shows the deposition luminosity by
radioactive decay of 𝑟-process nuclei (𝜖dep = 0.5 and𝑀ej = 0.01𝑀⊙).

of 𝑡diff = 𝑡dyn, the characteristic timescale of the emission can
be written as follows:

𝑡peak = (

3𝜅𝑀ej

4𝜋𝑐V
)

1/2

≃ 8.4 days(

𝑀ej

0.01𝑀⊙

)

1/2

× (

V
0.1𝑐

)

−1/2

(

𝜅

10 cm2 g−1
)

1/2

.

(2)

The radioactive decay energy of mixture of 𝑟-process
nuclei is known to have a power-law dependence �̇�(𝑡) ≃

2 × 10
10 erg s−1 g−1(𝑡/1 day)

−1.3 [34, 35, 54, 86–88]. By intro-
ducing a fraction of energy deposition (𝜖dep), the total energy
deposition rate (or the deposition luminosity) is 𝐿dep =

𝜖dep𝑀ej�̇�(𝑡). Amajority (∼90%) of decay energy is released by
𝛽 decay while the other 10% is released by fission [34]. For the
𝛽 decay, about 25%, 25%, and 50%of the energy are carried by
neutrinos, electrons, and 𝛾-rays, respectively. Among these,
almost all the energy carried by electrons is deposited, and
a fraction of the 𝛾-ray energy is also deposited to the ejecta.
Thus, the fraction 𝜖dep is about 0.5 (see [89] for more details).
The dashed line in Figure 1 shows the deposition luminosity
𝐿dep for 𝜖dep = 0.5 and 𝑀ej = 0.01𝑀⊙.
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Since the peak luminosity is approximated by the deposi-
tion luminosity at 𝑡peak (so-called Arnett’s law [85]), the peak
luminosity of kilonova can be written as follows:

𝐿peak = 𝐿dep (𝑡peak) = 𝜖dep𝑀ej�̇� (𝑡peak)

≃ 1.3 × 10
40 erg s−1 × (

𝜖dep

0.5

)

1/2

(

𝑀ej

0.01𝑀⊙

)

0.35

× (

V
0.1𝑐

)

0.65

(

𝜅

10 cm2 g−1
)

−0.65

.

(3)

An important factor in this analysis is the opacity in the
ejected material from compact binary mergers. Previously,
the opacity had been assumed to be similar to that of Type Ia
SN, that is, 𝜅 ∼ 0.1 cm2 g−1 (bound-bound opacity of iron-
peak elements). However, recent studies [57, 90, 91] show
that the opacity in the 𝑟-process element-rich ejecta is as
high as 𝜅 ∼ 10 cm2 g−1 (bound-bound opacity of lanthanide
elements). This finding largely revised our understanding of
the emission properties of kilonova. As evident from (2) and
(3), a higher opacity by a factor of 100 leads to a longer
timescale by a factor of ∼10 and a lower luminosity by a factor
of ∼20.

2.2. NS-NS Mergers. When two NSs merge with each other,
a small part of the NSs is tidally disrupted and ejected to the
interstellar medium (e.g., [36, 42]). This ejecta component is
mainly distributed in the orbital plane of the NSs. In addition
to this, the collision drives a strong shock, and shock-heated
material is also ejected in a nearly spherical manner (e.g.,
[48, 92]). As a result, NS-NS mergers have quasi-spherical
ejecta. The mass of the ejecta depends on the mass ratio and
the eccentricity of the orbit of the binary, as well as the radius
of the NS or equation of state (EOS, e.g., [48, 92–96]): a more
uneven mass ratio and more eccentric orbit lead to a larger
amount of tidally disrupted ejecta and a smaller NS radius
leads to a larger amount of shock-driven ejecta.

The red line in Figure 1 shows the expected luminosity
of a NS-NS merger model (APR4-1215 from Hotokezaka et
al. [48]). This model adopts a “soft” EOS APR4 [97], which
gives the radius of 11.1 km for a 1.35𝑀⊙ NS.The gravitational
masses of two NSs are 1.2𝑀⊙ + 1.5𝑀⊙ and the ejecta mass
is 0.01𝑀⊙. The light curve does not have a clear peak since
the energy deposited in the outer layer can escape earlier.
Since photons kept in the ejecta by the earlier stage effectively
escape from the ejecta at the characteristic timescale (2), the
luminosity exceeds the energy deposition rate at ∼5–8 days
after the merger.

Figure 2 shows multicolor light curves of the same NS-
NS merger model (red line; see the right axis for the absolute
magnitudes). As a result of the high opacity and the low
temperature [90], the optical emission is greatly suppressed,
resulting in an extremely “red” color of the emission.The red
color is more clearly shown in Figure 3, where the spectral
evolution of the NS-NS merger model is compared with the
spectra of a Type Ia SN and a broad-line Type Ic SN. In fact,
the peak of the spectrum is located at near-IR wavelengths
[57, 90, 91].

Because of the extremely high expansion velocities, NS-
NS mergers show feature-less spectra (Figure 3). This is a big
contrast to the spectra of SNe (black and gray lines), where
Doppler-shifted absorption lines of strong features can be
identified. Even broad-line Type Ic SN 1998bw (associated
with long-duration GRB 980425) showed some absorption
features although many lines are blended. Since the high
expansion velocity is a robust outcome of dynamical ejecta
from compact binary mergers, the confirmation of the
smooth spectrum will be a key to conclusively identify the
GW sources.

The current wavelength-dependent radiative transfer
simulations assume the uniform element abundances. How-
ever, recent numerical simulations with neutrino transport
show that the element abundances in the ejecta becomes
nonuniform [54, 92, 95, 96]. Because of the high temperature
and neutrino absorption, the polar region can have higher
electron fractions (𝑌𝑒 or number of protons per nucleon),
resulting in a wide distribution of 𝑌𝑒 in the ejecta. Interest-
ingly the wide distribution of 𝑌𝑒 is preferable for reproducing
the solar 𝑟-process abundance ratios [54, 56]. This effect can
have a big impact on the kilonova emission: if the synthesis
of lanthanide elements is suppressed in the polar direction,
the opacity there can be smaller, and thus, the emission to the
polar direction can be more luminous with an earlier peak.

2.3. BH-NS Mergers. Mergers of BH and NS are also impor-
tant targets for GW detection (see [98] for a review).
Although the event rate is rather uncertain [10], the number
of events can be comparable to that of NS-NS mergers
thanks to the stronger GW signals and thus larger horizon
distances. BH-NS mergers in various conditions have been
extensively studied by numerical simulations (e.g., [99–103]).
In particular, for a low BH/NS mass ratio (or small BHmass)
and a high BH spin, ejecta mass of BH-NS mergers can
be larger than that of NS-NS mergers [59, 104–109]. Since
the tidal disruption is the dominant mechanism of the mass
ejection, a larger NS radius (or stiff EOS) gives a higher ejecta
mass, which is opposite to the situation in NS-NS mergers,
where shock-driven ejecta dominates.

Radiative transfer simulations in BH-NS merger ejecta
show that kilonova emission from BH-NS mergers can be
more luminous in optical wavelengths than that from NS-
NS mergers [58]. The blue lines in Figure 2 show the light
curve of a BH-NS merger model (APR4Q3a75 from Kyutoku
et al. [59]), a merger of a 1.35𝑀⊙ NS and a 4.05𝑀⊙ BH with
a spin parameter of 𝑎 = 0.75. The mass of the ejecta is 𝑀ej =

0.01𝑀⊙. Since BH-NS merger ejecta are highly anisotropic
and confined to a small solid angle, the temperature of the
ejecta can be higher for a given mass of the ejecta, and
thus, the emission tends to be bluer than in NS-NS mergers.
Therefore, even if the bolometric luminosity is similar, the
optical luminosity of BH-NSmergers can be higher than that
of NS-NS mergers.

It is emphasized that the mass ejection from BH-NS
mergers has a much larger diversity compared with NS-NS
mergers, depending on the mass ratio, the BH spin, and its
orientation. As a result, the expected brightness also has a
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Figure 2: Expected observed magnitudes of kilonova models at 200Mpc distance [57, 58]. The red, blue, and green lines show the models
of NS-NS merger (APR4-1215, [48]), BH-NS merger (APR4Q3a75, [59]), and a wind model (this paper), respectively. The ejecta mass is
𝑀ej = 0.01𝑀⊙ for these models. For comparison, light curvemodels of Type Ia SN are shown in gray.The corresponding absolute magnitudes
are indicated in the right axis.

large diversity. See Kawaguchi et al. [110] for the expected
kilonova brightness for a wide parameter space.

2.4. Wind Components. After the merger of two NSs, a
hypermassive NS is formed at the center, and it subse-
quently collapses to a BH. During this process, accretion
disk surrounding the central remnant is formed. A BH-
accretion disk system is also formed in BH-NSmergers. From
such accretion disk systems, an outflow or disk “wind” can
be driven by neutrino heating, viscous heating, or nuclear
recombination [56, 111–117]. A typical velocity of the wind
is V = 10, 000–20, 000 km s−1, slower than the precedent
dynamical ejecta. Although the ejecta mass largely depends
on the ejection mechanism, a typical mass is likely an order
of 𝑀ej = 0.01𝑀⊙ or even larger.

This wind component is another important source of
kilonova emission [112, 113, 118–120].The emission properties
depend on the element composition in the ejecta. In partic-
ular, if a high electron fraction (𝑌𝑒 ≳ 0.25) is realized by
the neutrino emission from a long-lived hypermassive NS
[118, 119] or shock heating in the outflow [115], synthesis of
lanthanide elements can be suppressed in the wind.Then, the
resulting emission can be bluer than the emission from the
dynamical ejecta thanks to the lower opacity [57, 90]. This
component can be called “blue kilonova” [84].

To demonstrate the effect of the low opacity, we show a
simple windmodel in Figures 1 and 2. In thismodel, we adopt
a spherical ejecta of 𝑀ej = 0.01𝑀⊙ with a density structure
of 𝜌 ∝ 𝑟

−2 from V = 0.01𝑐 to 0.1𝑐 (with the average velocity
of V ∼ 20, 000 km s−1).The elements in the ejecta are assumed
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Figure 3: Expected observed spectra of the NS-NS merger model
APR4-1215 (𝑀ej = 0.01𝑀⊙) compared with the spectra of normal
Type Ia SN 2005cf [60–62] and broad-line Type Ic SN 1998bw
[63, 64]. The spectra are shown in AB magnitudes (𝑓]) at 200Mpc
distance. The corresponding absolute magnitudes are indicated in
the right axis.

to be lanthanide-free: only the elements of 𝑍 = 31–54

are included with the solar abundance ratios. As shown by
previous works [119], the emission from such a wind can peak
earlier than that from the dynamical ejecta (Figure 1) and the
emission is bluer (Figure 2).

Note that this simple model neglects the presence of the
dynamical ejecta outside of the wind component. The effect
of the dynamical ejecta is in fact important, because it works
as a “lanthanide curtain” [119] absorbing the emission from
the disk wind. Interestingly, as described in Section 2.2, the
polar region of the dynamical ejecta can have a higher𝑌𝑒, and
the “lanthanide curtain” may not be present in the direction.
Also, in BH-NS mergers, the dynamical ejecta is distributed
in the orbital plane, and disk wind can be directly observed
from most of the lines of sight. If the wind component is
dominant for kilonova emission and can be directly observed,
the spectra are not as smooth as the spectra of dynamical
ejecta because of the slower expansion [119]. More realistic
simulations capturing all of these situations will be important
to understand the emission from the disk wind.

3. Lessons from Observations

Since short GRBs are believed to be driven byNS-NSmergers
or BH-NSmergers (see, e.g., [6, 7]),models of kilonova can be
tested by the observations of short GRBs. As well known, SN
component has been detected in the afterglow of long GRBs
(see [121, 122] for reviews). If kilonova emission occurs, the
emission can be in principle visible on top of the afterglow,
but such an emission had eluded the detection for long time
[123].

In 2013, a clear excess emission was detected in the near-
IR afterglowofGRB 130603B [67, 68]. Interestingly, the excess
was not visible in the optical data. Since this behavior nicely
agrees with the expected properties of kilonova, the excess is
interpreted to be the kilonova emission.

Figure 4(a) shows kilonova models compared with the
observations of GRB 130603B. The observed brightness of
the near-IR excess in GRB 130603B requires a relatively large
ejecta mass of 𝑀ej ≳ 0.02𝑀⊙ [67, 68, 73, 124]. As pointed
out by Hotokezaka et al. [124], this favors a soft EOS for a
NS-NSmergermodel (i.e., more shock-driven ejection) and a
stiff EOS for a BH-NSmerger model (i.e., more tidally driven
ejection). Another possibility to explain the brightness may
be an additional emission from the disk wind (green line in
Figure 4; see [118, 119]).

Note that the excess was detected only at one epoch in one
filter. Therefore, other interpretations are also possible, for
example, emission by the external shock [125] or by a central
magnetar [126, 127], or thermal emission from newly formed
dust [128]. Importantly, a late-time excess is also visible in X-
ray [129], and thus, the near-IR and X-ray excesses might be
caused by the same mechanism, possibly the central engine
[130, 131].

Another interesting case is GRB 060614. This GRB was
formally classified as a long GRB because the duration is
about 100 sec. However, since no bright SNwas accompanied,
the origin was not clear [132–135]. Recently the existence
of a possible excess in the optical afterglow was reported
[69, 70]. Figure 4(b) shows the comparison between GRB
060614 and the same sets of the models. If this excess is
caused by kilonova, a large ejecta mass of 𝑀ej ∼ 0.1𝑀⊙ is
required. This fact may favor a BH-NS merger scenario with
a stiff EOS [69, 70]. It is however important to note that the
emission from BH-NS merger has a large variation, and such
an effective mass ejection requires a low BH/NS mass ratio
and a high BH spin [110]. See also [136] for possible optical
excess in GRB 050709, a genuine short GRB with a duration
of 0.5 sec [137–140]. If the excess is attributed to kilonova, the
required ejecta mass is 𝑀ej ∼ 0.05𝑀⊙.

Finally, an early brightening in optical data of GRB
080503 at 𝑡 ∼ 1–5 days can also be attributed to kilonova [141]
although the redshift of this object is unfortunately unknown.
Kasen et al. [119] give a possible interpretation with the disk
wind model. Note that a long-lasting X-ray emission was
also detected in GRB 080503 at 𝑡 ≲ 2 days, and it may
favor a common mechanism for optical and X-ray emission
[131, 142].

4. Prospects for EM Follow-Up
Observations of GW Sources

Figure 2 shows the expected brightness of compact binary
merger models at 200Mpc (left axis). All the models assume
a canonical ejecta mass of 𝑀ej = 0.01𝑀⊙, and therefore,
the emission can be brighter or fainter depending on the
merger parameters and the EOS (see Section 2). Keeping
this caveat in mind, typical models suggest that the expected
kilonova brightness at 200Mpc is about 22mag in red optical
wavelengths (𝑖- or 𝑧-bands) at 𝑡 < 5 days after themerger.The
brightness quickly declines to >24mag within 𝑡 ∼ 10 days
after the merger. To detect this emission, we ultimately need
8m class telescopes. Currently the wide-field capability for
8m class telescopes is available only at the 8.2m Subaru
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Figure 4: Comparison of kilonovamodels with GRB 130603B (a) andGRB 060614 (b).Themodels used in these plots are those with relatively
high ejecta masses: APR4-1215 (NS-NS, 𝑀ej = 0.01𝑀⊙ [48]), H4Q3a75 (BH-NS, 𝑀ej = 0.05𝑀⊙ [59]), and a wind model with 𝑀ej = 0.03𝑀⊙

(this paper). The H4Q3a75 model is a merger of a 1.35𝑀⊙ NS and a 4.05𝑀⊙ BH with a spin parameter of 𝑎 = 0.75. This model adopts a
“stiff” EOS H4 [65, 66] which gives a 13.6 km radius for 1.35𝑀⊙ NS. For GRB 130603B, the afterglow component is assumed to be 𝑓] ∝ 𝑡

−2.7

[67, 68]. For GRB 060614, it is assumed to be 𝑓] ∝ 𝑡
−2.3 [69], which is a conservative choice (see [70] for a possibility of a steeper decline).

The observed and model magnitudes for GRB 060614 are given in the Vega system as in the literature [70].

telescope: Subaru/Hyper Suprime-Cam (HSC) has the field of
view (FOV) of 1.77 deg2 [143, 144]. In future, the 8.4m Large
Synoptic Survey Telescope (LSST) with 9.6 deg2 FOV will be
online [145, 146]. Note that targeted galaxy surveys are also
effective to search for the transients associated with galaxies
[147, 148].

It is again emphasized that the expected brightness of
kilonova can have a large variety. If the kilonova candidates
seen in GRB 130603B (𝑀ej ≳ 0.02𝑀⊙) and GRB 060614
(𝑀ej ∼ 0.1𝑀⊙) are typical cases (see Section 3), the emission
can be brighter by ∼1-2mag. In addition, there are also
possibilities of bright, precursor emission (e.g., [29, 130, 149])
which are not discussed in depth in this paper. And, of
course, the emission is brighter for objects at closer distances.
Therefore, surveys with small-aperture telescopes (typically
with wider FOVs) are also important. See, for example,
Nissanke et al. [13] andKasliwal andNissanke [16] for detailed
survey simulations for various expected brightness of the EM
counterpart.

A big challenge for identification of the GW source is
contamination of SNe. NS-NS mergers and BH-NS mergers
are rare events compared with SNe, and thus, much larger
number of SNe are detected when optical surveys are per-
formed over 10 deg2 (see [21–23] for the case of GW150914).
Therefore, it is extremely important to effectively select the
candidates of kilonova from a larger number of SNe.

To help the classification, color-magnitude and color-
color diagrams for the kilonova models and Type Ia SNe are
shown in Figure 5. The numbers attached with the models
are days after the merger while dots for SNe are given with
5-day interval. According to the current understanding, the
light curves of kilonova can be characterized as follows.

(1) The timescale of variability should be shorter than
that of SNe (Figure 2). This is robust since the ejecta
mass from compact binary mergers is much smaller
than SNe.

(2) The emission is fainter than SNe. This is also robust
because of the smaller ejecta mass and thus the lower
available radioactive energy (Figure 1).

(3) The emissions are expected to be redder than SNe.
This is an outcome of a high opacity in the ejecta,
but the exact color depends on the ejecta composition
([58, 90, 118, 119], Section 2).

Therefore, in order to effectively search for the EM coun-
terpart of the GW source, multiple visits in a timescale of <10
days will be important so that the rapid time evolution can
be captured. Surveys with multiple filters are also helpful to
use color information. As shown in Figure 5, observed mag-
nitudes of kilonovae at ∼200Mpc are similar to those of SNe
at larger distances (𝑧 ≳ 0.3 for Type Ia SNe). Therefore,
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Figure 5:Color-magnitude diagram (a) and color-color diagram (b) for compact binarymergermodels (𝑀ej = 0.01𝑀⊙) at 200Mpc compared
with Type Ia SN with similar observed magnitudes (𝑧 = 0.3, 0.5, and 0.7). For Type Ia SN, we use spectral templates [71] with 𝐾-correction.
The numbers for binary merger models show time from the merger in days while dots for Type Ia SN are given with 5-day interval.

if redshifts of the host galaxies are estimated, kilonova
candidates can be further selected by the close distances and
the intrinsic faintness.

5. Summary

The direct detection of GWs from GW150914 opened GW
astronomy. To study the astrophysical nature of the GW
sources, the identification of the EM counterparts is essen-
tially important. In this paper, we reviewed the current
understanding of kilonova emission from compact binary
mergers.

Kilonova emission from the dynamical ejecta of 0.01𝑀⊙
has a typical luminosity is an order of 10

40–10
41 erg s−1 with

the characteristic timescale of about 1 week. Because of the
high opacity and the low temperature, the spectral peak is
located at red optical or near-IR wavelengths. In addition
to the emission from the dynamical ejecta, a subsequent
disk wind can cause an additional emission which may peak
earlier with a bluer color if the emission is not absorbed by
the precedent ejecta.

The detection of excess in GRB 130603B (and possibly
GRB 060614) supports the kilonova scenario. If the excesses
found in these objects are attributed to the kilonova emission,
the required ejecta masses are 𝑀ej ≳ 0.02𝑀⊙ and 𝑀ej ∼

0.1𝑀⊙, respectively. The comparison between such observa-
tions and numerical simulations gives important insight to
study the progenitor of compact binary mergers and EOS of
NS.

At 200Mpc distance, a typical peak brightness of kilonova
emission is about 22mag in the red optical wavelengths (𝑖-

or 𝑧-bands). The emission quickly fades to >24mag within
∼10 days. To distinguish GW sources from SNe, observations
with multiple visits in a timescale of <10 days are important
to select the objects with rapid temporal evolution.The use of
multiple filters is also helpful to select red objects. Since the
extremely high expansion velocities (V ∼ 0.1–0.2𝑐) are unique
features of dynamical mass ejection from compact binary
mergers, detection of extremely smooth spectrum will be the
smoking gun to conclusively identify the GW sources.
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associated with two long-duration 𝛾-ray bursts,” Nature, vol.
444, no. 7122, pp. 1047–1049, 2006.

25Kilonova/Macronova Emission from Compact Binary Mergers



[134] M.D.Valle, G. Chincarini, N. Panagia et al., “An enigmatic long-
lasting 𝛾-ray burst not accompanied by a bright supernova,”
Nature, vol. 444, no. 7122, pp. 1050–1052, 2006.

[135] A. Gal-Yam, D. B. Fox, P. A. Price et al., “A novel explosive
process is required for the 𝛾-ray burst GRB 060614,”Nature, vol.
444, no. 7122, pp. 1053–1055, 2006.

[136] Z.-P. Jin, K. Hotokezaka, X. Li et al., “The 050709 macronova
and theGRB/macronovaconnection,” https://arxiv.org/abs/1603
.07869.

[137] J. S. Villasenor, D. Q. Lamb, G. R. Ricker et al., “Discovery of
the short 𝛾-ray burst GRB 050709,” Nature, vol. 437, no. 7060,
pp. 855–858, 2005.

[138] J. Hjorth, D. Watson, J. P. U. Fynbo et al., “The optical afterglow
of the short 𝛾-ray burst GRB 050709,”Nature, vol. 437, no. 7060,
pp. 859–861, 2005.

[139] D. B. Fox, D. A. Frail, P. A. Price et al., “The afterglow of GRB
050709 and the nature of the short-hard 𝛾-ray bursts,” Nature,
vol. 437, no. 7060, pp. 845–850, 2005.

[140] S. Covino, D. Malesani, G. L. Israel et al., “Optical emission
from GRB 050709: a short/hard GRB in a star-forming galaxy,”
Astronomy & Astrophysics, vol. 447, no. 2, pp. L5–L8, 2006.

[141] D. A. Perley, B. D. Metzger, J. Granot et al., “GRB 080503:
implications of a naked short gamma-ray burst dominated by
extended emission,” Astrophysical Journal, vol. 696, no. 2, pp.
1871–1885, 2009.

[142] H. Gao, X. Ding, X.-F. Wu, Z.-G. Dai, and B. Zhang, “GRB
080503 late afterglow re-brightening: signature of a magnetar-
powered merger-nova,” The Astrophysical Journal, vol. 807, no.
2, p. 163, 2015.

[143] S. Miyazaki, Y. Komiyama, H. Nakaya et al., “HyperSuprime:
project overview,” in Ground-based and Airborne Instrumenta-
tion for Astronomy, vol. 6269 of Proceedings of SPIE, May 2006.

[144] S. Miyazaki, Y. Komiyama, H. Nakaya et al., “Hyper suprime-
cam,” in Ground-based and Airborne Instrumentation for
Astronomy IV, vol. 8446 of Society of Photo-Optical Instrumen-
tation Engineers (SPIE) Conference Series, 2012.

[145] Z. Ivezic, J. A. Tyson, E. Acosta et al., “LSST: from science
drivers to reference design and anticipated data products,” 2008,
https://arxiv.org/abs/0805.2366.

[146] P. A. Abell, J. Allison, S. F. Anderson et al., “LSST science
book,version 2.0,” http://arxiv.org/abs/0912.0201.

[147] N. Gehrels, J. K. Cannizzo, J. Kanner, M. M. Kasliwal, S.
Nissanke, and L. P. Singer, “Galaxy strategy for ligo-virgo grav-
itational wave counterpart searches,”The Astrophysical Journal,
vol. 820, no. 2, p. 136, 2016.

[148] L. P. Singer, H.-Y. Chen, D. E. Holz et al., “Going the distance:
mapping host galaxies of LIGO and virgo sources in three
dimensions using local cosmography and targeted follow-up,”
http://arxiv.org/abs/1603.07333.

[149] B. D.Metzger, A. Bauswein, S. Goriely, andD. Kasen, “Neutron-
powered precursors of kilonovae,”Monthly Notices of the Royal
Astronomical Society, vol. 446, no. 1, pp. 1115–1120, 2014.

26 New Frontiers in Astronomy



Modeling Kelvin–Helmholtz Instability in Soft X-Ray 
Solar Jets

Ivan Zhelyazkov,1 Ramesh Chandra,2 and Abhishek K. Srivastava3

1Faculty of Physics, Sofia University, 1164 Sofia, Bulgaria
2Department of Physics, Kumaun University, Nainital 263001, India
3Department of Physics, Indian Institute of Technology, Banaras Hindu University, Varanasi 221005, India

Correspondence should be addressed to Ivan Zhelyazkov; izh@phys.uni-sofia.bg

Academic Editor: Valery Nakariakov

Development of Kelvin–Helmholtz (KH) instability in solar coronal jets can trigger the wave turbulence considered as one of the
main mechanisms of coronal heating. In this review, we have investigated the propagation of normal MHD modes running on
three X-ray jets modeling them as untwisted and slightly twisted moving cylindrical flux tubes. The basic physical parameters of
the jets are temperatures in the range of 5.2–8.2MK, particle number densities of the order of 109 cm−3, and speeds of 385, 437,
and 532 km s−1, respectively. For small density contrast between the environment and a given jet, as well as at ambient coronal
temperature of 2.0MK and magnetic field around 7G, we have obtained that the kink (𝑚 = 1) mode propagating on moving
untwisted flux tubes can become unstable in the first and second jets at flow speeds of ≅348 and 429 km s−1, respectively. The KH
instability onset in the third jet requires a speed of ≅826 km s−1, higher than the observed one. The same mode, propagating in
weakly twisted flux tubes, becomes unstable at flow speeds of ≅361 km s−1 for the first and of 443 km s−1 for the second jet. Except
the kink mode, the twisted moving flux tube supports the propagation of higher (𝑚 > 1) MHDmodes that can become unstable at
accessible jets’ speeds.

1. Introduction

Jets are considered to be ubiquitous confined plasma ejecta in
the solar atmosphere. They have been extensively observed
in the solar atmosphere in various wavebands, such as H𝛼

[1, 2], Ca ii H [3–5], EUV [6], and soft X-ray [7] in order to
understand their multitemperature characteristics. X-ray jets
were discovered by the Soft X-Ray Telescope (SXT) on board
Yohkoh [8], as transient X-ray energy release and enhance-
mentwith apparent collimated ballisticmotions of the plasma
associated with the flares in X-ray bright points, emerging
flux regions, or active regions (for details, see Shibata et al.
[7]). As it has been pointed out by Shimojo et al. [9], jets from
X-ray bright points in active regions most likely appear at the
western edge of preceding sunspots and exhibit a recurrent
plasma propulsion in the solar atmosphere. These X-ray jets
are confined plasma dynamics with typical morphological
properties, for example, (1–40)× 104 km length, and thewidth
of 5 × 103–105 km. Such jets possess apparent velocities of
10–1000 km s−1 and lifetime of 100–16,000 s [9]. The electron

densities of the X-ray jets are of the orders of (0.7–4) ×

109 cm−3. Their temperatures lie in the range of 3–8MK with
an average temperature of 5.6MK [10].

In terms of spatial location jets can be classified as polar
jets [11] and active region jets [12]. A study of polar jet
parameters based on Hinode XRT observations was carried
out by Savcheva et al. [13] who showed that jets prefer-
ably occur inside the polar coronal holes. Culhane et al.
[11] have found from Hinode’s Extreme-ultraviolet Imaging
Spectrometer (EIS) 40

 slot observations of a polar coronal
hole that jet temperature ranges from 0.4 to 5.0MK. The
jet velocities had typical values that are mostly less than the
Sun’s escape velocity (618 km s−1); therefore, in consequence
most of the jets fall back in the lower solar atmosphere after
their triggering. Using the XTR on Hinode, Cirtain et al.
[14] conclude that X-ray jets in polar coronal holes have two
distinct velocities: one near the Alfvén speed (∼800 km s−1)
and another near the sound speed (200 km s−1). Moreover,
they were the first to give an evidence for the propagation
of Alfvén waves in solar X-ray jets. Kim et al. [15] presented

3

https://doi.org/10.1155/2017/2626495


the morphological and kinematic characteristics of three
small-scale X-ray/EUV jets simultaneously observed by the
Hinode XRT and the Transition Region and Coronal Explorer
(TRACE). While observing the coronal jets, for two different
wavelength bands, they obtain matching characteristics for
their projected speed (90–310 km s−1), lifetime (100–2000 s),
and size (1.1–5 × 105 km). Chifor at al. [12] have reported
2007 January 15/16 observations of a recurring jet situated
on the west side of NOAA active region 10938. A strong
blue-shifted component and an indication of a weak red-
shifted component at the base of the jet were observed around
𝑇e = 1.6MK in these jets. The upflow velocities were
observed exceeding up to 150 km s−1. These jets were seen
over a range of temperatures between 0.25 and 2.5MK, while
their estimated electron densities lie above 1011 cm−3 for the
high-velocity upflow components. Yang et al. [16] presented
simultaneous observations of three recurring jets in EUV and
soft X-ray (SXR), which occurred in an active region on 2007
June 5. On comparing their morphological and kinematic
properties, the authors have found that EUVand SXR jets had
similar onset locations, directions, size, and terminal veloci-
ties. The three observed jets were having maximum Doppler
velocities ranging from 25 to 121 km s−1 in the Fe xii 𝜆195 line
and from 115 to 232 km s−1 in the He ii 𝜆256 line. Extensive
multi-instrument observations obtained simultaneously with
the SUMER spectrometer on board the Solar andHeliospheric
Observatory (SoHO), with EIS and XRT on board Hinode,
and with the Extreme-ultraviolet imagers (EUVI) of the Sun–
Earth Connection Coronal and Heliospheric Investigation
(SECCHI) instrument suite on board the Ahead and Behind
STEREO spacecrafts were performed by Madjarska [17]. The
dynamic process of X-ray jet formation and evolution has
been derived in great detail. In particular, for the first time
there was found spectroscopically a temperature of 12MK
(Fe xxiii 263.76 Å) and density of 4 × 1010 cm−3 in the quiet
Sun. The author has clearly identified two types of upflows
in which the first one was the collimated upflow along the
open magnetic fields, and the second was the formation of
a plasma cloud from the expelled bright point small-scale
loops. Chandrashekhar et al. [18] studied the dynamics of
two jets seen in a polar coronal hole with a combination of
EIS and XRT/Hinode data. They found no evidence of helical
motions in these events but detected a significant shift of the
jet position in a direction normal to the jet axis, with a drift
velocity of about 27 and 7 km s−1, respectively.

The launch of the Solar Dynamics Observatory (SDO)
[19] with the Atmospheric Imaging Assembly (AIA) [20, 21]
opens a new page in observing the solar jets. Moschou et
al. [22] have reported high cadence observations of solar
coronal jets observed in the extreme-ultraviolet (EUV) 304 Å
using Atmospheric Imaging Assembly (AIA) instrument on
board SDO. They registered, in fact, coronal hole jets, with
speeds of 94 to 760 km s−1 and lifetimes of the order of several
tens of minutes. A detailed description of the dynamical
behavior of a jet in an on-disk coronal hole observed with
AIA/SDOwas presented by Chandrashekhar et al. [23].Their
study reveals new evidence of plasma flows prior to the
jet’s initiation along the small-scale loops at the base of the

jet. The authors have also found further evidence that flows
along the jet consisting of multiple, quasi-periodic small-
scale plasma ejections. In addition, spectroscopic analysis
estimates temperature as Log 5.89 ± 0.08K and electron den-
sities as Log 8.75 ± 0.05 cm−3 in the observed jet. Measured
properties of the registered transverse wave have provided
evidence that strong damping of the wave occurred as it
propagates along the jet with speeds of ∼110 km s−1. Using
the magnetoseismological inversion, observed plasma, and
wave parameters, the jet’s magnetic field is estimated as 𝐵

= 1.21 ± 0.2G. Recently, Sterling et al. [24] have reported
high-resolution X-ray and extreme-ultraviolet observations
of 20 randomly selected X-ray jets that form in coronal holes
at the solar polar caps. In each jet, converse to the widely
accepted emerging magnetic flux model, a miniature version
of the filament eruptions that initiated coronal mass ejections
drove the jet producing reconnection process. Formation of
a rotating jet during the filament eruption on 2013 April
10–11 on the base of multiwavelength and multiviewpoint
observations with STEREO/SECCHI/EUVI and SDO/AIA
was reported by Filippov et al. [25]. The confined eruption
of the filament within a null-point topology, which is also
known as an Eiffel tower magnetic field configuration, forms
a twisted jet after magnetic reconnection near the null point.
The sign of the helicity in the jet is observed the same as that
of the sign of the helicity in the filament. It is noteworthy that
the untwistingmotion of the reconnectedmagnetic field lines
gives rise to the accelerating plasma along the jet.

It is well established that themagnetic reconnection at dif-
ferent heights in the solar atmosphere plays a key role in trig-
gering jet-like events. The magnetic reconnection between
open and closed fields (standard reconnection scenario) is
one of the well-known processes of the jet’s occurrence [15,
26]. The jets emerging by this kind of mechanism are known
as standard jets [3, 7, 27, 28]. Some other observational
and simulation studies showed that the reconnection at the
magnetic null in a fan-spine magnetic topology can also
trigger jet-like events [29–32]. Eruptions of small arches,
filaments, and flux ropes from within this type of magnetic
field configurations can be responsible for reconnection and
jets’ occurring. These types of jets are known as blowout
jets [28, 33, 34]. Moore et al. [35] used the full-disk He ii
304 Å movies from the Atmospheric Imaging Assembly on
SDO to study the cool (𝑇 ∼ 10

5 K) component of X-ray
jets observed in polar coronal holes by XRT. The AIA 304 Å
movies revealed that most polar X-ray jets spin as they erupt.
The authors examined 54 X-ray jets that were found in polar
coronal holes in XRT movies sporadically taken during the
first year of continuous operation of AIA (2010 May through
2011 April). These 54 jets were big and bright enough in the
XRT images to be categorized as a standard jet or as a blowout
jet. From the X-ray movies, 19 of the 54 jets appeared like
standard jets, 32 appeared as blowout jets, and three were
ambiguous and were not falling in any category. Moore et al.
[36] have studied 14 large-scale solar coronal jets observed
in Sun’s pole. In EUV movies from the SDO/AIA, each jet
was very similar to most X-ray and EUV jets erupting in
coronal holes. However, each was exceptional in that it went
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higher than most of the standard coronal jets. They were
detected in the outer corona beyond 2.2 𝑅⊙ in images as
observed from the Solar and Heliospheric Observatory/Large
Angle Spectroscopic Coronagraph (LASCO/C2 coronagraph
[37]).

Schmieder et al. [38] proposed a new model between the
standard and blowout models, where magnetic reconnection
occurs in the bald patches around some twisted field lines,
one of whose foot points is open. Pariat et al. [39] included the
magnetic field inclination and photospheric field distribution
and performed another 3D numerical MHD model for the
two different types of jet events: standard and blowout jets.
We note also that stereoscopic studies (multiple points of
view) have been carried out by the EUVI/SECCHI imagers on
board the twin STEREO spacecraft to estimate the expected
speed, motion, andmorphology of polar coronal jets [40]. To
sum up, the flux emergence [41, 42] and flux cancellation [43,
44] are the two main triggering processes that are known to
be responsible for jets’ occurrence. In few observational and
primarily numerical studies the wave-induced reconnection
has also been suggested as a cause for the onset of jet-like
events [42, 45–47].

We consider magnetically structured X-ray solar jets as
moving cylindrical magnetic flux tubes that support the
excitation/propagation of various kind of magnetohydrody-
namic (MHD) oscillations and waves. While in static solar
atmospheric plasma the propagating MHDmodes are stable,
the axial motion of the flux tubes engenders a velocity jump
at the tube surface which can trigger a Kelvin–Helmholtz
(KH) instability. The KH instability arises at the interface of
two fluid layers that move with different speeds (see, e.g.,
Chandrasekhar [48])—then a strong velocity shear arises
near the interface between these two fluids forming a vortex
sheet. This vortex sheet becomes unstable to the spiral-
like perturbations at small spatial scales [49]. In cylindrical
geometry, when a magnetic flux tube is axially moving, such
a vortex sheet is evolved near tube’s boundary and it may
becomeunstable against KH instability provided that the tube
axial velocity exceeds a critical value [50]. Further on, in the
nonlinear stage of KH instability, this vortex sheet causes the
conversion of the directed flow energy into turbulent energy
making an energy cascade at smaller spatial scales [51].

The KH instability studying in various solar jets over
the past decade arose from the fact that KH vortices were
observed in solar prominences [52–54], in Sweet–Parker
current sheets [55], in a coronal streamer [56], and in coronal
mass ejections [57–61]. All these observations stimulated
the modeling of KH instability in moving twisted magnetic
flux tubes in nonmagnetic environment [62], in magnetic
tubes of partially ionized plasma [63], in spicules [64–66],
in photospheric tubes [67], in high-temperature and cool
surges [68, 69], in dark mottles [70], at the boundary of
rising coronal mass ejections [60, 61, 71, 72], in rotating,
tornado-like magnetized jets [49], and in a chromospheric
jet (fast disappearance of rapid red-shifted and blue-shifted
excursions alongside a larger scale H𝛼 jet) [73]. A more
extensive review on modeling the KH instability in solar
atmosphere jets the reader can be seen in Zhelyazkov [74] and
references therein.

The first modeling of KH instability in X-ray jets was
carried out by Vasheghani Farahani et al. [75] who explored
transverse wave propagation along the detected by Cirtain
et al. [14] coronal hole soft X-ray jets. Vasheghani Farahani
et al. analyzed analytically, in the limit of thin magnetic
flux tube, the dispersion relation of the kink MHD mode
and have obtained that this mode is unstable against the
KH instability when the critical jet velocity is equal to
4.47VA = 3576 km s−1 (VA = 800 km s−1 is the Alfvén speed
inside the jet). Numerical solving of the same dispersion
relation when considering the jet and its environment as
cold magnetized plasmas, carried out by Zhelyazkov [76,
77], yielded a little bit lower critical flow speed for the
instability onset; namely, 4.31VA = 3448 km s−1. The lowest
critical jet speed of 4.025VA = 3220 km s−1 was derived by
numerically solving the wave dispersion relation without any
approximations, that is, treating both media as compressible
plasmas. But even the latter critical jet speed is still too high
for the KH instability to be detected/observed in coronal hole
soft X-ray jets. The reason for obtaining such high critical
speeds is the circumstance that Vasheghani Farahani et al.
[75] assumed an electron number density of the order of
108 cm−3 and magnetic field strength of 10G.

Here, we study the propagation of kink and higher MHD
modes in standard active region soft X-ray jets, notably
jets #8, #11, and #16 of Shimojo and Shibata’s set of sixteen
observed flares and jets [10], and have shown that with one
order higher electron densities, ∼109 cm−3, and moderate
magnetic field, ∼7G, MHD modes in high-speed jets, like
these ones, can become unstable against the KH instability
at accessible jets speeds, except for jet #16 which requires
a higher flow velocity. In the next section we list the basic
physical parameters of jet #11 and the topology of magnetic
fields inside and outside the moving flux tube modeling
jet and also derive the wave dispersion equation for both
untwisted and twisted tubes. The physical parameters of
other two jets (#8 and #16) will be provided en route in the
next section. The numerical solving MHD wave dispersion
relations and the discussion of the conditions under which
the KH instability can develop in such moving structures
are presented in Section 3. The last section summarizes the
main results obtained in this article and outlooks our future
studies of KH instability in more complex (rotating) solar
atmosphere jets.

2. Geometry, Magnetic Field Topology, and
MHDWave Dispersion Relations

We consider the soft X-ray jet as a straight cylinder of radius
𝑎 and density 𝜌i embedded in a uniform field environment
with density 𝜌e. We study the propagation of MHD waves
in two magnetic configurations, notably in untwisted and
twisted flux tubes. For an untwisted tube magnetic fields in
both media are homogeneous and directed along the 𝑧-axis
of our cylindrical coordinate system (𝑟, 𝜙, 𝑧): Bi = (0, 0, 𝐵i)
and Be = (0, 0, 𝐵e), respectively (see Figure 1).

Themagnetic field inside the twisted tube is helicoid,Bi =
(0, 𝐵i𝜙(𝑟), 𝐵i𝑧(𝑟)), while outside the tube the magnetic field is
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Figure 1: Equilibrium magnetic fields of a soft X-ray solar jet in an untwisted flux tube (a) and in a weakly twisted flux tube (b).

uniform and directed along the tube axis,Be = (0, 0, 𝐵e). Note
that we assume a magnetic fields’ equilibrium with uniform
twist for which the magnetic field inside the tube is Bi =

(0, 𝐴𝑟, 𝐵i𝑧), where𝐴 and 𝐵i𝑧 are constant.The parameter that
characterizes the uniform magnetic field twist is the ratio
𝐵i𝜙(𝑎)/𝐵i𝑧 ≡ 𝜀, that is, 𝜀 = 𝐴𝑎/𝐵i𝑧. Our frame of reference
for studying the wave propagation in the jet is attached to the
surrounding magnetoplasma—thus k0 = (0, 0, V0) represents
the relative jet velocity, if there is any flow in the environment.
The jump of the tangential velocity at the tube boundary then
initiates the magnetic KH instability onset when the jump
exceeds a critical value.

Before dealing with governing MHD equations, it is
necessary to specify what kind of plasma each medium is
(the moving tube and its environment). As seen from the
Events List in [10], the electron density in jet #11 is 𝑛jet ≡

𝑛i = 2.9 × 10
9 cm−3, the temperature is 𝑇jet ≡ 𝑇i = 5.5–

6.4MK, and jet speed (in their notation) is 𝑉jet = 437 km s−1.
Our choice for environment magnetic field, electron density,
and temperature is 𝐵e = 6.7G, 𝑛e = 2.6 × 10

9 cm−3, and
𝑇e = 2.0MK, respectively. With 𝑇i = 5.5MK, the total
pressure balance equation (equality of the sumof thermal and
magnetic pressures in both media), that is,

𝑝i +
𝐵
2
i

2𝜇

= 𝑝e +

𝐵
2
e

2𝜇

, (1)

where 𝜇 is the magnetic permeability of vacuum, yields the
following basic sound and Alfvén speeds in the jet and its
environment: 𝑐si = 275 km s−1 and VAi = 111 km s−1 and 𝑐se =

166 km s−1 and VAe = 286 km s−1, respectively. Accordingly,
the plasma betas in both media are 𝛽i = 7.369 and 𝛽e =

0.403—this implies that, in principle, one can treat the jet
as incompressible plasma and its surrounding medium as
cool magnetized plasma. When studying the MHD wave
propagation in the untwisted magnetic flux tube we shall

use two approaches, namely, of compressible plasmas in both
media and the simplified limit of incompressible and cool
plasmas—a similarity of dispersion curves patterns, obtained
from corresponding dispersion relations, will eventually jus-
tify the usage of the second approach in particular in the case
of twisted tube. There are two important input parameters in
the modeling KH instability in moving magnetic flux tubes,
which are the density contrast, 𝜌e/𝜌i ≡ 𝜂 = 0.896, and
the ratio of the axial external and internal magnetic fields,
𝐵e/𝐵i ≡ 𝑏 = 2.44. For the twisted tube the second parameter
has the form 𝑏twist = 𝐵e/𝐵i𝑧.

In a system of cylindrical coordinates, the equilibrium
physical variables (density, fluid velocity, and pressure) are
functions of the radial coordinate 𝑟 only. Then, their pertur-
bations can be Fourier-analyzed putting them proportional
to exp[i(−𝜔𝑡 + 𝑚𝜙 + 𝑘𝑧𝑧)], where 𝜔 is the angular wave
frequency (that, in general, can be a complex quantity), 𝑚
is the mode number (a positive or negative integer), and 𝑘𝑧

is the axial wave number. We can eliminate all except two
of the perturbations (perturbation 𝑝tot of the total (thermal
+ magnetic) pressure and the radial component 𝜉𝑟 of the
Lagrangian displacement 𝜉) to get the following governing
equations [78]:

𝐷

d
d𝑟

(𝑟𝜉𝑟) = 𝐶1𝑟𝜉𝑟 − 𝐶2𝑟𝑝tot,

𝐷

d𝑝tot
d𝑟

= 𝐶3𝜉𝑟 − 𝐶1𝑝tot.

(2)

The coefficients 𝐷, 𝐶1, 𝐶2, and 𝐶3 are functions of the
equilibrium variables 𝜌0, B0, and k0 and of the Doppler-
shifted frequencyΩ = 𝜔−k ⋅k0 and have the following forms:

𝐷 = 𝜌0 (Ω
2
− 𝜔
2
A) 𝐶4,

𝐶1 =

2𝐵0𝜙

𝜇𝑟

(Ω
4
𝐵0𝜙 −

𝑚

𝑟

𝑓B𝐶4) ,
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𝐶2 = Ω
4
− (𝑘
2
𝑧 +

𝑚
2

𝑟
2
)𝐶4,

𝐶3 = 𝜌0𝐷[Ω
2
− 𝜔
2
A +

2𝐵0𝜙

𝜇𝜌0

d
d𝑟

(

𝐵0𝜙

𝑟

)]

+ 4Ω
4
(

𝐵
2
0𝜙

𝜇𝑟

)

2

− 𝜌0𝐶4

4𝐵
2
0𝜙

𝜇𝑟
2
𝜔
2
A,

(3)
where

𝐶4 = (𝑐
2
s + 𝑐
2
A) (Ω

2
− 𝜔
2
c) ,

𝑓B =

𝑚

𝑟

𝐵0𝜙 + k ⋅ B0,

𝜔
2
A =

𝑓
2
B

𝜇𝜌0

,

𝜔
2
c =

𝑐
2
s

𝑐
2
s + 𝑐
2
A
𝜔
2
A.

(4)

Here𝜔A is the Alfvén frequency and𝜔c is the cusp frequency;
the other notation is standard.

Eliminating 𝜉𝑟 from (2), one obtains the well-known
second-order ordinary differential equation [79–81]

d2𝑝tot
d𝑟2

+ [

𝐶3

𝑟𝐷

d
d𝑟

(

𝑟𝐷

𝐶3

)]

d𝑝tot
d𝑟

+ [

𝐶3

𝑟𝐷

d
d𝑟

(

𝑟𝐶1

𝐶3

) +

1

𝐷
2
(𝐶2𝐶3 − 𝐶

2
1)] 𝑝tot = 0.

(5)

By means of the solutions to (5) in both media, one can find
the corresponding expressions for 𝜉𝑟, and after merging these
solutions, together with those for 𝑝tot, through appropriate
boundary conditions at the interface 𝑟 = 𝑎, one can derive
the dispersion relation of the normal modes propagating in
the moving magnetic flux tube.

2.1. Dispersion Relation of MHD Modes in an Untwisted Flux
Tube. In an untwisted magnetic flux tube, the coefficient
𝐶1 = 0, while 𝐶3 = 𝜌0𝐷(Ω

2
− 𝜔
2
A)—then (5) takes the form

d2𝑝tot
d𝑟2

+

1

𝑟

d𝑝tot
d𝑟

− (𝑚
2
0 +

𝑚
2

𝑟
2
)𝑝tot = 0, (6)

where

𝑚
2
0 = −

(Ω
2
− 𝑘
2
𝑧𝑐
2
s ) (Ω

2
− 𝑘
2
𝑧V
2
A)

(𝑐
2
s + V2A) (Ω2 − 𝜔

2
c)

. (7)

The cusp frequency, 𝜔c, is usually expressed via the so-called
tube speed, 𝑐T, notably 𝜔c = 𝑘𝑧𝑐T, where [82]

𝑐T =

𝑐sVA
√𝑐
2
s + V2A

. (8)

The solutions for 𝑝tot can be written in terms of modified
Bessel functions: 𝐼𝑚(𝑚0i𝑟) inside the jet and 𝐾𝑚(𝑚0e𝑟) in
its surrounding plasma. We note that wave attenuation
coefficients, 𝑚0i and 𝑚0e, in both media are calculated

from (7) with replacing the sound and Alfvén speeds with
the corresponding values for each medium. Recall that, in
evaluating 𝑚0e, the wave frequency is not Doppler-shifted—
it is simply 𝜔. By expressing the Lagrangian displacements 𝜉i𝑟
and 𝜉e𝑟 in both media via the derivatives of corresponding
Bessel functions and by applying the boundary conditions
for continuity of the pressure perturbation 𝑝tot and 𝜉𝑟 across
the interface, 𝑟 = 𝑎, one obtains the dispersion relation of
normal MHD modes propagating in a flowing compressible
jet surrounded by a static compressible plasma [65, 83, 84]

𝜌e
𝜌i

(𝜔
2
− 𝑘
2
𝑧V
2
Ae)𝑚0i

𝐼

𝑚 (𝑚0i𝑎)

𝐼𝑚 (𝑚0i𝑎)

− [(𝜔 − k ⋅ v0)
2
− 𝑘
2
𝑧V
2
Ai]𝑚0e

𝐾

𝑚 (𝑚0e𝑎)

𝐾𝑚 (𝑚0e𝑎)
= 0.

(9)

Due to the flowing plasma, the wave frequency is Doppler-
shifted inside the jet.We recall that for the kinkmode (𝑚 = 1)
one defines the so-called kink speed [82]

𝑐k = (

𝜌iV
2
Ai + 𝜌eV

2
Ae

𝜌i + 𝜌e
)

1/2

= (

1 + 𝐵
2
e/𝐵
2
i

1 + 𝜌e/𝜌i
)

1/2

VAi, (10)

which, as seen, is independent of sound speeds and charac-
terizes the propagation of transverse perturbations. We will
show that notably the kinkmode can becomeunstable against
KH instability.

When the jet is considered as incompressible plasma and
its environment as a cool one, the MHD wave dispersion
relation (9) keeps its form, but the two attenuation coefficients
𝑚0i,e become much simpler, namely,

𝑚0i = 𝑘𝑧,

𝑚0e =

(𝑘
2
𝑧V
2
Ae − 𝜔

2
)

1/2

VAe
,

(11)

respectively.

2.2. Dispersion Relation of MHD Normal Modes in a Twisted
Flux Tube. Inside the tube (𝑟 ⩽ 𝑎), where 𝐵i𝜙 = 𝐴𝑟, the
quantities 𝑓B and 𝜔Ai take the forms

𝑓B = 𝑚𝐴 + 𝑘𝑧𝐵i𝑧,

𝜔Ai =
𝑚𝐴 + 𝑘𝑧𝐵i𝑧

√𝜇𝜌i
,

(12)

respectively. For incompressible plasma, we redefine (without
the loss of generality) the coefficients 𝐷, 𝐶1, 𝐶2, and 𝐶3 by
dividing them by 𝐶4 to obtain

𝐷 = 𝜌 (Ω
2
− 𝜔
2
A) ,

𝐶1 = −

2𝑚𝐵𝜙

𝜇𝑟
2

(

𝑚

𝑟

𝐵𝜙 + 𝑘𝑧𝐵𝑧) ,

𝐶2 = −(

𝑚
2

𝑟
2

+ 𝑘
2
𝑧) ,

𝐶3 = 𝐷
2
+ 𝐷

2𝐵𝜙

𝜇

d
d𝑟

(

𝐵𝜙

𝑟

) −

4𝐵
2
𝜙

𝜇𝑟
2
𝜌𝜔
2
A.

(13)
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Radial displacement 𝜉𝑟 is expressed through the total pressure
perturbation as

𝜉𝑟 =
𝐷

𝐶3

d𝑝tot
d𝑟

+

𝐶1

𝐶3

𝑝tot. (14)

The solution to this equation obviously depends upon the
magnetic field and density profile.

With aforementioned coefficients 𝐷, 𝐶1, 𝐶2, and 𝐶3,
evaluated for the jet’s medium, (5) reduces to the modified
Bessel equation

[

d2

d𝑟2
+

1

𝑟

d
d𝑟

− (𝑚
2
0i +

𝑚
2

𝑟
2
)]𝑝tot = 0, (15)

where

𝑚
2
0i = 𝑘
2
𝑧 [1 −

4𝐴
2
𝜔
2
Ai

𝜇𝜌i (Ω
2
− 𝜔
2
Ai)
2
] . (16)

The solution to (15) bounded at the tube axis is

𝑝tot (𝑟 ⩽ 𝑎) = 𝛼i𝐼𝑚 (𝑚0i𝑟) , (17)

where 𝐼𝑚 is the modified Bessel function of order𝑚 and 𝛼i is
a constant. Lagrangian displacement 𝜉i𝑟, by using (14) can be
written as

𝜉i𝑟 =
𝛼i
𝑟

{

(Ω
2
− 𝜔
2
Ai)𝑚0i𝑟𝐼


𝑚 (𝑚0i𝑟)

𝜌i (Ω
2
− 𝜔
2
Ai)
2
− 4𝐴
2
𝜔
2
Ai/𝜇

−

2𝑚𝐴𝜔Ai𝐼𝑚 (𝑚0i𝑟) /√𝜇𝜌i

𝜌i (Ω
2
− 𝜔
2
Ai)
2
− 4𝐴
2
𝜔
2
Ai/𝜇

} ,

(18)

where the prime signmeans a differentiation with respect the
Bessel function argument.

For the cool environment with a straight-line magnetic
field 𝐵e𝑧 = 𝐵e and homogeneous density 𝜌e, the 𝐶1−3 and 𝐷

coefficients take the form

𝐷 = 𝜌 (𝜔
2
− 𝜔
2
A) ,

𝐶1 = 0,

𝐶2 = −[

𝑚
2

𝑟
2

+ 𝑘
2
𝑧 (1 −

𝜔
2

𝜔
2
A
)] ,

𝐶3 = 𝐷
2
.

(19)

The total pressure perturbation outside the tube obeys the
same Bessel equation as (15), but 𝑚20i is replaced by

𝑚
2
0e = 𝑘

2
𝑧 (1 −

𝜔
2

𝜔
2
Ae

) , (20)

which coincides with the attenuation coefficient in the cool
environment of an untwisted flux tube.The solution bounded
at infinity now is

𝑝tot (𝑟 > 𝑎) = 𝛼e𝐾𝑚 (𝑚0e𝑟) , (21)

where 𝐾𝑚 is the modified Bessel function of order 𝑚 and 𝛼e
is a constant.

In this case, the Lagrangian displacement can be written
as

𝜉e𝑟 =
𝛼e
𝑟

𝑚0e𝑟𝐾

𝑚 (𝑚0e𝑟)

𝜌e (𝜔
2
− 𝜔
2
Ae)

, (22)

and the Alfvén frequency is simplified to

𝜔Ae =

𝑘𝑧𝐵e𝑧

√𝜇𝜌e
= 𝑘𝑧VAe. (23)

Here, VAe = 𝐵e/√𝜇𝜌e is the Alfvén speed in the surrounding
magnetized plasma.

The boundary conditions which merge the solutions of
the Lagrangian displacement and total pressure perturbation
inside and outside the twisted magnetic flux tube have the
forms [85]

𝜉i𝑟



𝑟=𝑎

= 𝜉e𝑟



𝑟=𝑎

,

𝑝tot i −
𝐵
2
i𝜙

𝜇𝑎

𝜉i𝑟










𝑟=𝑎

= 𝑝tot e



𝑟=𝑎

,

(24)

where total pressure perturbations 𝑝tot i and 𝑝tot e are given by
(17) and (21), respectively. With the help of these boundary
conditions we derive the dispersion relation of the normal
MHDmodes propagating along a twisted magnetic flux tube
with axial mass flow k0

(Ω
2
− 𝜔
2
Ai) 𝐹𝑚 (𝑚0i𝑎) − 2𝑚𝐴𝜔Ai/√𝜇𝜌i

(Ω
2
− 𝜔
2
Ai)
2
− 4𝐴
2
𝜔
2
Ai/𝜇𝜌i

=

𝑃𝑚 (𝑚0e𝑎)

(𝜌e/𝜌i) (𝜔
2
− 𝜔
2
Ae) + 𝐴

2
𝑃𝑚 (𝑚0e𝑎) /𝜇𝜌i

,

(25)

where, as we alreadymentioned,Ω = 𝜔−k ⋅k0 is the Doppler-
shifted wave frequency in the moving medium,

𝐹𝑚 (𝑚0i𝑎) =

𝑚0i𝑎𝐼

𝑚 (𝑚0i𝑎)

𝐼𝑚 (𝑚0i𝑎)
,

𝑃𝑚 (𝑚0e𝑎) =

𝑚0e𝑎𝐾

𝑚 (𝑚0e𝑎)

𝐾𝑚 (𝑚0e𝑎)
.

(26)

This dispersion equation is similar to the dispersion equation
of normal MHDmodes in a twisted flux tube surrounded by
incompressible plasma [65]—the only difference is that, there
in (10), 𝜅e ≡ 𝑚0e = 𝑘𝑧.

3. Numerical Solutions and Results

Firstly we shall study the dispersion characteristics of the
kink (𝑚 = 1) mode in untwisted moving magnetic flux tube
(in two approaches, notably (i) considering the jet and its
surrounding plasma as compressible media and (ii) treating
the jet as an incompressible medium while its environment
is assumed to be cool plasma) and, later on, explore the
same thing for the kink (𝑚 = 1) and higher (𝑚 > 1)
MHDmodes propagating in a twisted moving flux tube. Two
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dispersion relations (9) and (25) are transcendent equations
in which the wave frequency, 𝜔, is a complex quantity:
Re(𝜔) + Im(𝜔), while the axial wave number, 𝑘𝑧, is a real
variable. The appearance of KH instability (i.e., Im(𝜔) > 0) is
determined primarily by the jet velocity and in searching for a
critical/threshold value of it, wewill gradually change velocity
magnitude, V0, from zero to that critical value (and beyond).
Our numerical task is to solve the dispersion relation in
complex variables, obtaining the real and imaginary parts of
the wave frequency, or as is usually done, of the wave phase
velocity Vph = 𝜔/𝑘𝑧, as functions of the axial wave number,
𝑘𝑧, at various magnitudes of the velocity shear between the
soft X-ray jet and its environment, k0.

For numerical solving the wave dispersion relations, it
is practically to normalize all variables and we do that
normalizing the wave length, 𝜆 = 2𝜋/𝑘𝑧, to the tube radius,
𝑎, that implies a dimensionless wave number 𝑘𝑧𝑎. All speeds
are normalized with respect to the Alfvén speed inside the jet,
VAi. For normalizing the Alfvén speed in the ambient coronal
plasma, VAe, we need the density contrast, 𝜂, and the ratio of
the magnetic fields 𝑏 = 𝐵e/𝐵i, to find VAe/VAi = 𝑏/√𝜂. The
normalization of sound speeds in both media requires the
specification of the reduced plasma betas, ̃𝛽i,e = 𝑐

2
si,e/V
2
Ai,e. In

the dimensionless computations, the flow speed, V0, will be
presented by the Alfvén Mach number 𝑀A = V0/VAi.

3.1. Kelvin–Helmholtz Instability in Untwisted Flux Tubes.
Among the various MHD wave spectra that exist in a static
magnetic field flux tube of compressible plasma, surrounded
by compressible medium, the most interesting for us is the
kink-speed wave whose speed for jet #11, according to (10), is
equal to

𝑐k = √
1 + 𝑏
2

1 + 𝜂

VAi = 212.7 km s−1

or in dimensionless form 𝑐k
VAi

= 1.9166.

(27)

The normal modes propagating in a static homogeneously
magnetized flux tube can be pure surface waves, pseudo-
surface (body) waves, or leaky waves (see Cally [86]). The
type of the wave crucially depends on the ordering of the
basic speeds in both media (the flux tube and its surrounding
plasma), more specifically of sound and Alfvén speeds as well
as corresponding tube speeds. In our case the ordering is

VAi < 𝑐se < 𝑐si < VAe, (28)

which with 𝑐Ti ≅ 103 km s−1 and 𝑐Te ≅ 143.6 km s−1 after
normalizing them with respect to the external sound speed,
𝑐se, yields (in Cally’s notation)

𝐴 = 0.6687,

𝐶 = 1.6566,

𝐴e = 1.7229,

𝐶T = 0.62,

𝐶Te = 0.8649.

(29)

Since 𝐴 < 𝐶 and 𝐴 < 𝐶Te along with 𝐴 < 𝐶Te < 𝐶,
according to Cally’s classification, the kink mode in a rest
flux tube must be pure surface mode type S−+ (for detail, see
Cally [86]). For an S−+ type wave 𝑉 should lie between 𝐴 and
𝐶: 𝐴 ⩽ 𝑉 ⩽ 𝐶, and also 𝑉 < 𝐶Te. In our normalization,
the normalized wave velocity should be bracketed between
1 and √̃

𝛽i = 2.478, that is, 1 ⩽ 𝜔/(𝑘𝑧VAi) ⩽ 2.478. The
typical wave dimensionless wave velocity 𝜔/(𝑘𝑧VAi) is the
normalized kink speed 𝑐k/VAi = 1.9166, which, as expected,
lies between 1 and 2.478. Concerning the relation between
normalized wave phase velocity and external tube speed, in
our case we have the opposite inequality; that is, 𝑉 > 𝐶Te,
that in Cally’s normalization reads as 1.2805 > 0.8649 and
in ours as 1.9166 > 1.2937. The reason for that unexpected
change in the mutual relations between two velocities is the
relatively bigger value of parameter 𝑏 (=2.44) that yields a
larger magnitude of 𝑐k, than, for example, in the case when
𝑏 is close to 1—then the inequality 𝑉 < 𝐶Te is satisfied (see,
e.g., Zhelyazkov et al. [87]).

A reasonable question is how the flow will change the
dispersion characteristics of the kink (𝑚 = 1) mode.
Calculations show that the flow shifts upwards the kink-speed
dispersion curve and splits it into two separate curves [65].
(A similar duplication is observed for the tube-speed VTi
dispersion curves, too.) The evolution of the pair of kink-
speed dispersion curves can be seen in Figure 2(a)—the
input parameters for solving the dispersion equation (9) of
the kink mode (𝑚 = 1) traveling in a moving flux tube
of compressible plasma surrounded by compressible coronal
medium are 𝜂 = 0.896, 𝑏 = 2.44, ̃

𝛽i = 6.141, and
̃
𝛽e = 0.336. During calculations the Alfvén Mach number,
𝑀A, was varied from zero (static plasma) to values at which
we obtained unstable solutions. Let us first note that at
𝑀A = 0 we get the kink-speed dispersion curve which at a
very small dimensionless wave number 𝑘𝑧𝑎 (=0.005) yields
the value of the normalized wave phase velocity equal to
1.9168—very close to the previously estimated magnitude of
1.9166. This observation implies that our code for solving
the wave dispersion relation is correct. For small Alfvén
Mach numbers the pair of kink-speed modes travel with
velocities 𝑀A ∓ 𝑐k/VAi [65] (in that case, their dispersion
curves go practically parallel). At higher 𝑀A, however, the
behavior of each curve of the pair 𝑀A ∓ 𝑐k/VAi turns out to
be completely different. As seen from Figure 2(a), for 𝑀A ⩾

3.785 both kink curves break and merge forming a family
of semiclosed dispersion curves. A further increasing in 𝑀A
leads to a separation of those curves in opposite directions.
This behavior of the kink (𝑚 = 1) mode dispersion curves
signals us that we are in a range of the Re(Vph/VAi)–𝑘𝑧𝑎-
plane where one can expect the occurrence of KH instability.
A prediction of the Alfvén Mach number 𝑀A at which the
instability will occur can be found from the inequality [88]

|𝑚|𝑀
2
A > (1 +

1

𝜂

) (|𝑚| 𝑏
2
+ 1) (30)

that gives for the kink (𝑚 = 1) mode 𝑀A > 3.839. In
our case the KH instability starts at that 𝑀A, for which the
left-hand side semiclosed curve disappears—this happens at
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Figure 2: (a) Dispersion curves of stable and unstable kink (𝑚 = 1) MHD mode propagating in a moving untwisted magnetic flux tube of
compressible plasma (modeling jet #11) at 𝜂 = 0.896 and 𝑏 = 2.44. Unstable dispersion curves located above the middle of the plot have been
calculated for four values of the Alfvén Mach number 𝑀A = 3.865, 3.89, 3.915, and 3.94. (b) The normalized growth rates of the unstable
mode for the same values of 𝑀A. Red curves in both plots correspond to the onset of KH instability.
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Figure 3: (a) Dispersion curves of stable and unstable kink (𝑚 = 1) MHD mode propagating in a moving untwisted magnetic flux tube of
incompressible plasma surrounded by cool medium at the same input parameters as in Figure 2. The dispersion curves of unstable modes
located above the middle of the plot have been calculated for 𝑀A = 3.985, 4.01, 4.035, and 4.06. Alfvén Mach numbers associated with the
nonlabeled black, green, and purple curves are equal to 3.796, 3.815, and 3.83, respectively, while those of far right green and purple semiclosed
curves have magnitudes of 3.925 and 3.965. (b) Similar plots as in Figure 2.

𝑀
cr
A = 3.865. The growth rates of unstable kink modes are

plotted in Figure 2(b). The red curves in all diagrams denote
the marginal dispersion/growth rate curves: for values of
the Alfvén Mach number smaller than 𝑀

cr
A the kink mode

is stable; otherwise it becomes unstable and the instability
is of the KH type. With 𝑀

cr
A = 3.865 the kink mode

will be unstable when the velocity of the moving flux tube
is higher than 429 km s−1—a speed, which is below than
the observationally measured jet speed of 437 km s−1. We
would like to underline that all the stable kink modes in
the untwisted (𝜀 = 0) moving tube modeling jet #11 are
pure surface modes while the unstable ones are not—the
latter becomes partly surface and partly leaky modes (their

external attenuation coefficients,𝑚0es, are complex quantities
with positive imaginary parts).This circumstance means that
wave energy is radiated outward in the surroundingmedium,
which allows us to claim the KH instability plays a dual role:
once in its nonlinear stage the instability can trigger wave
turbulence and simultaneously the propagating KH-mode is
radiating its energy outside.

When numerically solving (9) for the kink (𝑚 = 1) mode
treating the jet’s plasma as incompressible medium and its
environment as cool plasma, we obtain dispersion curves’
and growth rates’ patterns very similar to those shown in
Figure 2 (see Figure 3). Computations show, as expected, that
the stable kink mode is a nonleaky surface mode, while the
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Figure 4: (a) Dispersion curves of stable and unstable kink (𝑚 = 1) MHD mode propagating in a moving untwisted magnetic flux tube of
compressible plasma (modeling jet #8) at 𝜂 = 0.963 and 𝑏 = 4.56. Unstable mode’s dispersion curves are pictured in the middle of the plot for
𝑀A = 6.6704, 6.68, 6.69, and 6.7. (b) The corresponding normalized growth rates of unstable modes for the same values of 𝑀A.

unstable one possesses a real internal attenuation coefficient,
𝑚0i = 𝑘𝑧, not changed by the instability, but the external
one, 𝑚0e, becomes a complex quantity with positive real and
negative imaginary parts. Now the threshold Alfvén Mach
number is a little bit bigger and yields a critical jet speed
for the instability onset of ≅442 km s−1, being with 5 km s−1
higher than the observationally measured 437 km s−1. We
note that, as a rule, jet’s incompressible plasma approximation
yields slightly higher threshold Alfvén Mach numbers than
the model of compressible media. This ascertainment shows
how sensitive to jet’s and its environment’s media treatment
the occurrence of KH instability of the kink mode in our jet
is —one can expect instability onset at an accessible jet speed
only if bothmedia are considered as compressiblemagnetized
plasmas.

The basic physical parameters of jet #8, namely 𝑛i = 4.1 ×

10
9 cm−3 and 𝑇i = 5.2MK, for a low density contrast of 𝜂 =

0.963 assuming as before that the temperature of surrounding
plasma is𝑇e = 2.0MKand the backgroundmagnetic field,𝐵e,
is equal to 7G, yield the following sound and Alfvén speeds:
𝑐se = 166 km s−1, 𝑐si = 267.5 km s−1, VAe = 242.8 km s−1, and
VAi = 52.22 km s−1. Accordingly, plasma betas in both media
are 𝛽i = 31.5 and 𝛽e = 0.56, while the magnetic fields ratio
𝑏 = 4.563 defines 𝐵i = 1.53G.The speed ordering, VAi < 𝑐se <

VAe < 𝑐si, according to Cally’s [86] classification, tells us that
in a rest magnetic flux tube the propagating wave must be a
pure surface mode of type S−+. The numerical computations
confirm this, as well as reproduce the normalized kink speed
of 3.3342 within three places after the decimal point.With the
flow inclusion, the behavior of the pair kink-speed dispersion
curves in the region of the instability onset, as seen from Fig-
ure 4(a), is completely different; more specifically, the lower
semiclosed kink-speed dispersion curves at 𝑀A = 6.625

and 6.65 (the orange curve) correspond to pseudosurface
(body) waves, while the higher kink-speed dispersion curves
are associated with surface waves. Note that at 𝑀A = 6.668

the surface wave dispersion curves brakes in two parts: the

right-hand one merges with the lower kink-speed curve at
𝑘𝑧𝑎 = 0.2337 (see the blue line) while its left-hand side forms
a narrow semiclosed dispersion curve of pure surface mode.
The threshold Alfvén Mach number is equal to 6.6704 (the
prediction one according to (30) is 6.67) which implies that
the critical flow speed for KH instability onset is equal to
348.3 km s−1—a value far below the jet speed of 385 km s−1.
This circumstance guarantees that even if one considers the
jet medium as incompressible plasma and its environment as
cool plasma we will get an accessible jet’s speed for instability
onset.

In a similar way, calculating the sound and Alfvén speeds
for jet #16 and its environment (with 𝑛i = 1.0 × 10

9 cm−3,
𝑇i = 7.4MK, 𝜂 = 0.95, 𝑇e = 2.0MK, and 𝐵e = 6.7G) we get
𝑐se = 166 km s−1, 𝑐si ≅ 319 km s−1, VAe ≅ 474 km s−1, VAi =

350 km s−1, and plasma betas 𝛽i ≅ 1.0 and 𝛽e = 0.14. The
magnetic fields ratio, 𝑏, is equal to 1.32 giving 𝐵i ≅ 5.1G. In
this case, the speed ordering is 𝑐se < 𝑐si < VAi < VAe and the
kink (𝑚 = 1) mode propagating in a rest magnetic flux
tube is a pseudosurface (body) wave of type B−+ (see Table
I in [86]). The numerical calculations confirm this mode
type and yield a normalized value of the kink speed very
close to the predicted one of 1.1858. Now the pattern of
stable kink-speed dispersion curves is more complicated
(see Figure 5(a))—while the regular lower kink-speed curves
correspond to pseudosurface (body) waves, the higher kink-
speed dispersion curves have the form of narrow and long
semiclosed up to 𝑀A = 2.3 loops and are in fact bulk waves:
both attenuation coefficients are purely imaginary numbers.
As expected, the dispersion curves of unstable kink mode
possess complex attenuation coefficients (with positive real
and imaginary parts for 𝑚0i and positive real and negative
imaginary part for𝑚0e). The threshold Alfvén Mach number
being equal to 2.359305 determines a critical flow velocity of
825.8 km s−1 for KH instability onset which is much higher
than the jet #16 speed of 532 km s−1.This consideration shows
that even a relatively high-speed observed soft X-ray jet
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Figure 5: (a) Dispersion curves of stable and unstable kink (𝑚 = 1) MHD mode propagating in a moving untwisted magnetic flux tube of
compressible plasma (modeling jet #16) at 𝜂 = 0.95 and 𝑏 = 1.32. Dispersion curves of unstable modes located in the middle of the plot have
been calculated for 𝑀A = 2.359305, 2.37, 2.38, and 2.39. (b) Plots of corresponding normalized growth rates.

cannot become unstable—the reason for that in this case is
the low density of the jet’s plasma.

3.2. Kelvin–Helmholtz Instability in Twisted Flux Tubes. A
natural question that immediately raises is how the twist of
the internal magnetic field, Bi, will change the conditions
for instability occurrence and the shape of the dispersion
curves. When we model the soft X-ray jet as a moving
twistedmagnetic flux tubes, there are two types of instabilities
that can develop in the jet: namely, kink instability due to
the twist of the magnetic field and KH instability owing to
the tangential discontinuity of plasma velocity at the tube
boundary. According to Dungey and Loughhead [89], the
kink instability will occur provided 𝐵i𝜙(𝑎) > 2𝐵i𝑧, or in
our notation, as 𝜀 > 2. Further on, in order to prevent the
developing of kink instability, wewill consider weakly twisted
flux tubes, 𝜀 < 1, and, thus, only KH instability can take
place in such a jet configuration. When numerically solving
dispersion equation (25) we need the normalization of the
local Alfvén frequencies 𝜔Ai,e. The normalization of these
frequencies is performed by multiplying each of them by
the tube radius, 𝑎, and dividing by the Alfvén speed VAi =

𝐵i𝑧/√𝜇𝜌i to get

𝑎𝜔Ai
VAi

= 𝑚

𝐴𝑎

𝐵i𝑧
+ 𝑘𝑧𝑎 = 𝑚𝜀 + 𝑘𝑧𝑎,

𝑎𝜔Ae
VAi

= 𝑘𝑧𝑎
𝐵e/𝐵i𝑧

√𝜂

= 𝑘𝑧𝑎
𝑏twist

√𝜂

,

(31)

where 𝑏twist = 𝐵e/𝐵i𝑧 = 𝑏√1 + 𝜀
2. For small values of 𝜀, we

will take 𝑏twist ≅ 𝑏.
We begin our calculations for the kink (𝑚 = 1) mode in

the moving twisted tube (modeling jet #11) with 𝜂 = 0.896,
𝑏twist ≅ 𝑏 = 2.44, and 𝜀 = 0.025. The results of numerical
task are presented in Figure 6, from which one sees that
the kink mode dispersion and growth rate curves are very
similar to those shown in Figure 3. The critical flow velocity

for emerging KH instability now is Vcr0 = 442.6 km s−1,
calculated by using the “reduced”Alfvén speed VAi/√1 + 𝜀

2
=

110.96 km s−1. KH instability of the (𝑚 = −1) mode will
occur if the jet speed exceeds 442 km s−1, of which value is
beyond the observationally derived jet speed of 437 km s−1.
We note that while the wave attenuation coefficient of the
𝑚 = 1 mode propagating in untwisted moving magnetic flux
tube of incompressible plasma surrounded by a cool medium
is not changed by the flow, in the twisted flux tube (in the
same approximations) that attenuation coefficient becomes
a complex number with positive imaginary part, like the
attenuation coefficient in the cool environment.

According to the instability criterion (30), the occurrence
of KH instability of higher MHDmodes would require lower
threshold Alfvén Mach numbers (and accordingly lower
critical jet speeds) than those of the kink (𝑚 = ±1) mode.
Our computations show, however, that, with 𝜀 = 0.025, the
threshold Alfvén Mach numbers are generally still high to
initiate the KH instability. Their magnitudes for the 𝑚 =

2, 3, and 4 modes are 3.965, 3.943, and 3.926, respectively.
The corresponding critical velocities for instability onset
are accordingly equal to 440.0, 437.5, and 435.6 km s−1. As
seen, only the 𝑚 = 4 MHD mode can become unstable
against KH instability. A clutch of unstable dispersion curves
and normalized growth rates are shown in Figure 7. Here
we observe a new phenomenon: the KH instability starts
at some critical 𝑘𝑧𝑎-number along with the corresponding
threshold Alfvén Mach number. That critical dimensionless
wave number for the 𝑚 = 4 MHD mode (look at Figure 7)
is equal to 0.528. If we assume that jet #11 has a width Δℓ =

5 × 10
3 km, then the critical wavelength for a KH instability

emergence is 𝜆𝑚=4cr ≅ 29.8Mm.
A substantial decrease in the threshold Alfvén Mach

number in moving twisted magnetic flux tubes can be
obtained by increasing the magnetic field twist parameter,
say taking, for instance, 𝜀 = 0.4. The dispersion curves
and normalized wave growth rates of the kink (𝑚 = ±1)
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Figure 6: (a) Dispersion curves of unstable kink (𝑚 = 1) MHD mode propagating in a moving twisted flux tube of incompressible plasma
(modeling jet #11) at 𝜂 = 0.896 and 𝜀 = 0.025 and for 𝑀A = 3.989, 4.0 (green curve), 4.011 (purple curve), and 4.022. (b) The normalized
growth rates for the same values of 𝑀A.
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Figure 7: (a) Dispersion curves of unstable (𝑚 = 4) MHD mode propagating in a moving twisted flux tube of incompressible plasma at the
same parameters as in Figure 6 for 𝑀A = 3.926, 3.934 (green curve), 3.942 (purple curve), and 3.95. (b) The normalized growth rates for the
same values of 𝑀A.

mode are plotted in Figures 8 and 9. One is immediately
seeing the rather complicated forms of both the dispersion
curves and dimensionless growth rates of the 𝑚 = −1 kink
mode—such a complication was absent at 𝜀 = 0.025. We
note that computations were performed at 𝑏twist = 𝑏/√1 + 𝜀

2,
and the reference “reduced” Alfvén speed inside the jet now
is VAi/√1 + 𝜀

2
= 103 km s −1. With this Alfvén speed the

critical velocities for the instability occurrence are equal to
416 km s−1 (for the 𝑚 = 1 mode) and ≅408 km s−1 for the
𝑚 = −1 mode, respectively.

In solving dispersion equation (25) for the 𝑚 = 2

MHD mode, we start with a little bit bigger Alfvén Mach
number than that predicted by instability criterion (30) and
have obtained three different kinds of dispersion curves and
normalized growth rates (see Figure 10), notably curves with
distinctive change of the normalized wave phase velocity

in a relatively narrow 𝑘𝑧𝑎-interval (the orange and blue
curves in Figure 10(a)), two piece-wise dispersion curves
(the purple and green curves in the same plot), and one
almost linear dispersion curve (the red one which is in fact
the marginal dispersion curve obtained for the threshold
Alfvén Mach number equal to 4.062). Not less interesting
are the dimensionless growth rate curves corresponding to
these three kinds of dispersion curves. For the threshold
Alfvén Mach number of 4.062 we obtained one instability
window and instability starts at the critical dimensionless
wave number of 1.944, or equivalently at 𝜆𝑚=2cr ≅ 8.0Mm. For
the slightly superthreshold Alfvén Mach numbers of 4.075
and 4.1 we got two different instability windows (see the green
and purple curves in Figure 10(b)) and a further increase in
𝑀A leads to merging of those two instability windows—see
the blue and orange curves in the same plot. The critical flow
velocity at which KH instability arises is equal to ≅418 km s−1.
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Figure 8: (a) Dispersion curves of unstable (𝑚 = 1) MHD mode propagating in a moving twisted flux tube of incompressible plasma
(modeling jet #11) at 𝜂 = 0.896 and 𝜀 = 0.4 and for 𝑀A = 4.04, 4.07 (green curve), 4.1 (purple curve), and 4.13. (b) The normalized growth
rates for the same values of 𝑀A.
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Figure 9: (a) Dispersion curves of unstable (𝑚 = −1) MHD mode propagating in a moving twisted flux tube of incompressible plasma
(modeling jet #11) at the same parameters as in Figure 8 and for 𝑀A = 3.9565, 3.98 (green curve), 4.0 (purple curve), and 4.02. (b) The
normalized growth rates for the same values of 𝑀A.

We have skipped the complicated dispersion and growth
rate curves pictured in Figure 10 for the 𝑚 = 3 and 𝑚 =

4 MHD modes—we have calculated only a few curves for
Alfvén Mach numbers close to the corresponding threshold
ones (see Figures 11 and 12). One can observe that for
the magnetic field twist parameter 𝜀 = 0.4 the critical
dimensionless wave numbers are shifted far on the right—
their values for both modes are equal to 3.619 and 4.512,
respectively, that yield 𝜆

𝑚=3
cr ≅ 4.3Mm and 𝜆

𝑚=4
cr ≅ 3.5Mm.

The critical jet speeds at which KH instability emerges are
equal correspondingly to ≅422 and 424 km s−1. We note that
all the threshold Alfvén Mach numbers of higher MHD
modes (𝑚 ⩾ 2) traveling on the moving twisted magnetic
flux tube are larger than the predicted ones, but while for
𝜀 = 0.025 they (Alfvén Mach numbers) are decreasing with
increasing the mode number, at 𝜀 = 0.4 we have just the

opposite ordering. We would like to notice that finding the
marginal dispersion and growth rate curves of the higher
modes at 𝜀 = 0.4 turns out to be a laborious computational
task.

To finish our survey on KH instability of MHDmodes in
moving twisted magnetic flux tubes, we will briefly consider
how a weak twist of the internal magnetic field, 𝜀 = 0.025,
will change the critical jet speeds for the occurrence of KH
instability in jet #8. We are not going to graphically present
the dispersion curves and growth rates of unstable modes
because simply there is nothing special in their shape—
in the incompressible plasma jet approximation and cool
environment at small magnetic field twist the curves look,
more or less, similar. Recall that at density contrast of 0.963
and magnetic fields ratio 𝑏 = 4.56, the threshold Alfvén
Mach number for the kink (𝑚 = 1) mode is equal to 6.9047,
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Figure 10: (a) Dispersion curves of unstable (𝑚 = 2) MHD mode propagating in a moving twisted flux tube of incompressible plasma
(modeling jet #11) at the same parameters as in Figure 8 and for𝑀A = 4.2, 4.15, 4.1, 4.075, and 4.062. (b)The normalized growth rates for the
same values of 𝑀A.
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Figure 11: (a) Dispersion curves of unstable (𝑚 = 3) MHD mode propagating in a moving twisted flux tube of incompressible plasma
(modeling jet #11) at the same parameters as in Figure 8 and for 𝑀A = 4.093, 4.1, 4.109, and 4.125. (b) The normalized growth rates for the
same values of 𝑀A.

which for the reference Alfvén speed of 52.22 km s−1 yields a
critical flow velocity of 360.6 km s−1 that is lower than the jet
speed of 385 km s−1. The KH instability of 𝑚 = 2, 3, and 4
MHDmodes should occur at flow velocities of ≅259, 357, and
355.5 km s−1 and start at critical dimensionless wave numbers
(𝑘𝑧𝑎)cr equal, respectively, to 0.054, 0.119, and 0.205.

4. Summary and Conclusion

In this paper, we have explored the conditions under which
MHD waves with various mode numbers (𝑚 = ±1, 2, 3,
and 4) propagating along untwisted and twisted magnetic
flux tubes (representing three observed X-ray solar jets) can
become unstable against the KH instability.We have used two
models of a soft X-ray jet, namely, considering the jet and
its surrounding coronal medium as compressible magnetized

plasmas and another simplified model representing the jet
as an incompressible medium and its environment as cool
coronal plasma. A comparison of the dispersion curves and
normalized wave growth rates of the kink (𝑚 = 1) mode
calculated on the base of these two models shows that one
obtains similar dispersion curves’ and growth rates’ patterns
(see Figures 2 and 3). This circumstance justifies the usage
of the second, simplified, model in studying the propagation
characteristics of MHD modes in moving twisted magnetic
flux tubes. We must, however, immediately underline that
the onset of KH instability in incompressible magnetic flux
tube always requires slightly greater threshold Alfvén Mach
numbers and correspondingly higher critical jet speeds.

Our numerical computations show the following:
(i) The flow does not change the nature of propagating

stable MHD modes being pure surface waves in a
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Figure 12: (a) Dispersion curves of unstable (𝑚 = 4) MHD mode propagating in a moving twisted flux tube of incompressible plasma
(modeling jet #11) at the same parameters as in Figure 8 and for𝑀A = 4.12, 4.13, 4.14, and 4.15. (b)The normalized growth rates for the same
values of 𝑀A.

rest magnetic flux tube, but unstable ones due to high
enough jet speed become partly surface and partly
leaky waves.That is why it ismore appropriate to term
them generalized surface waves.

(ii) The KH instability of the kink mode (𝑚 = ±1)
starts at Alfvén Mach numbers very close to the
predicted ones. Numerically found threshold𝑀As for
the higherMHDmodes are, in fact, greater than their
initial evaluations. Accessible flow velocities for insta-
bility onset in jet #11 have been derived for moving
untwisted magnetic flux tube of compressible plasma
(429 km s−1) and for the𝑚 = 4MHDmode propagat-
ing in weakly twisted magnetic flux tube (𝜀 = 0.025)
of incompressible plasma surrounded by cool coronal
medium (435.6 km s−1). A nonnegligible decrease of
the critical jet speed for all consideredmodes running
in twisted moving flux tube is obtained when the
magnetic field twist parameter is 𝜀 = 0.4—then the
critical velocities of the 𝑚 = ±1, 2, 3, and 4 modes
are equal to 416, ≅408, 418, ≅422, and 424 km s−1,
respectively. The instability onset of all considered
MHD modes in jet #8 occurs at flow velocities, in
general, lower than the jet speed of 385 km s−1—their
magnitudes for the kink (𝑚 = 1) mode running
on untwisted or slightly twisted magnetic flux tube
(with magnetic field twist parameter 𝜀 = 0.025)
are equal to 348.3 and 360.6 km s−1, respectively. The
corresponding critical flow velocities for the higher
(𝑚 = 2, 3, and 4) MHD modes turn out to lie
between aforementioned speeds, namely, being equal
to ≅359, 35,7 and 355.5 km s−1. Jet #16 possessing
the highest flow speed of 532 km s−1 in Shimojo and
Shibata’s Events List [10] is, however, stable against
the KH instability—the critical flow velocity at which
the kink (𝑚 = 1) mode would become unstable
propagating in untwisted magnetic flux tube is equal

to ≅826 km s−1—much higher than the jet speed. The
critical velocities in twisted tubes are even larger,
equal to 852.4, 848.3, 844.8, and 842.6 km s−1 for the
𝑚 = 1–4 MHDmodes, respectively.

(iii) The instability onset for a given mode 𝑚 is very sen-
sitive to the main input parameters: density contrast,
𝜂, magnetic field ratio, 𝑏, the magnetic field twist 𝜀,
and especially the background magnetic field 𝐵e. If
we assume that, for jet #11 𝐵e = 10G, Alfvén speeds
in the two media have new values, notably VAi =

320.38 km s−1 and VAe = 427.5 km s−1. With these
new Alfvén speeds the input parameters for solving
wave dispersion relations (9) and (25) have changed
and more specifically ̃

𝛽i = 0.7376, ̃
𝛽e = 0.1506,

and 𝑏 = 1.2636. Now the critical jet velocity for the
instability onset dramatically increases—it becomes
751 km s−1 for the kink mode in untwisted tube and
774 km s−1 in weakly twisted (𝜀 = 0.025) flux tube.

(iv) If we accept the Paraschiv’s et al. [90] suggestion that
plasma density in the region crossed by coronal jets
has to be the sum 𝑛cor + 𝑛jet or, on average, two times
higher than the plasma in the surrounding corona
𝑛cor; then the total pressure balance equation, again
for jet #11, can be satisfied at 𝐵e = 10G and we have
the following set of input parameters: 𝜂 = 0.437, VAi =
105.7 km s−1, VAe = 427.5 km s−1, ̃𝛽i = 6.7782, ̃𝛽e =

0.1506, and 𝑏 = 3.781. With these parameters the
critical flow velocities for KH instability occurrence
reduce to 560 km s−1 for the kink mode in untwisted
flux tube and to 575 km s−1 for the same mode in
weakly twisted (𝜀 = 0.025) flux tube. Note that
within this approach one obtains critical jet speeds
that are approximately with 200 km s−1 less than those
calculated for the same background magnetic field
of 10G. Here one raises the big question: “which
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approach, the standard one or that of Paraschiv’s et
al. [90], will be appropriate for studying/modeling the
KH instability in solar X-ray (and other) jets?” The
perfect answer to this question will be obtained when
we will try to model a really observationally detected
KH instability in soft X-ray jets like that of Foullon et
al. [57].

It is intriguing to see what critical jet speeds we will obtain
for a numerically modeled solar X-jet—a case in point is the
study of Miyagoshi and Yokoyama [91]. These authors have
presented MHD numerical simulations of solar X-ray jets
based on magnetic reconnection model that includes chro-
mospheric evaporation. Peculiar to their study is that total
pressure balance equation excludes the magnetic pressure
inside the jet saying that it is very weak; that is (in their
notation),

𝑝jet = 𝑝cor +
𝐵
2

2𝜇

, (32)

where 𝐵 ≡ 𝐵e is the background (coronal) magnetic field.
Supposing that 𝑛cor = 10

9 cm−3, 𝑇cor = 10
6 K, 𝐵 = 10G,

and 𝑛jet = 4.5 × 10
9 cm−3, they obtain from their total

balance equation the temperature of the jet, 𝑇jet = 6.7 ×

10
6 K—indeed a reasonable value. However, to satisfy the

standard total pressure balance (1) (assuming a very small,
but finite value for the magnetic field in the jet, 𝐵i), with
the aforementioned values for both the temperature and jet
density, we were forced to double the coronal density, that is,
to take 𝑛cor ≡ 𝑛e = 2.0 × 10

9 cm−3. In such a case the sound
and Alfvén speeds in the jet and its environment are 𝑐si ≅

304 km s−1, 𝑐se = 117 km s−1, VAi = 47.67 km s−1, and VAe =

487.5 km s−1. The ordering of sound and Alfvén speeds is the
same as for the #11 X-ray jet in the Shimojo and Shibata paper
[10] that implies the propagation of pure surface stablemodes.
The magnetic field inside the jet is 𝐵i ≅ 1.47G—hence the
magnetic fields ratio is 𝑏 = 6.817. Thus the input parameters
for solving (9) and (25) are 𝜂 = 0.444, ̃𝛽i = 40.5872, and ̃

𝛽e =

0.0695 and, as we already found, 𝑏 = 6.817. Note that this
relatively high value of 𝑏 would suspect a rather big value of
the threshold Alfvén Mach number—the instability criterion
yields 𝑀A > 12.42. Numerically found threshold 𝑀A for
initiating KH instability of the kink (𝑚 = 1) mode in moving
untwistedmagnetic flux tube of compressible plasma is 12.435
that yields a critical velocity of 607 km s−1. For the case of
weakly twisted flux tube (𝜀 = 0.025) in the approximation
incompressible jet and cool plasma environment we obtained
for the same kink mode a critical velocity of 620 km s−1. The
critical speeds for the higher (𝑚= 2–4)modes are accordingly
of 615, 609, and 606 km s−1.

The three examples of coronal X-jets embedded in a
background magnetic field of 10G show that KH instability
of basically the kink (𝑚 = 1) mode can occur if jets’
speeds lie in the range of 500–700 km s−1. Such velocities are
generally accessible for high-speed jets; lower critical speeds
between 400 and 500 km s−1 can be observed/detected at
moderate external magnetic fields in the range of 6–7G.This

requirement is in agreement with Pucci et al. [34] evaluation
that the magnetic field inside a standard X-ray jet would
be equal to 2.8G, while for a blowout jet that value should
be around 4.5G. To be honest, we can say that the most of
soft X-ray solar jets with speeds below 400–450 km s−1 are
stable against the KH instability—this instability can develop
only in relatively dense high-speed jets. Note, however, that
each soft X-ray jet is a unique event—it requires a separate
careful exploration of the instability conditions. Arising KH
instability in turn might trigger wave turbulence considered
as an effective mechanism for coronal heating.

Our simplified model of studying the possibilities for
emerging of KH instability in fast soft X-ray jets has to be
improved by assuming a radial density gradient or some
magnetic field and flow velocity shears. A challenge also is the
modeling of the same instability in rotating and oscillatory
swaying coronal hole X-ray jets.
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Radio astronomy organisations desire to optimise the terrestrial radio astronomy observations by mitigating against interference
and enhancing angular resolution. Ground telescopes (GTs) experience interference from intersatellite links (ISLs). Astronomy
source radio signals received by GTs are analysed at the high performance computing (HPC) infrastructure. Furthermore,
observation limitation conditions prevent GTs from conducting radio astronomy observations all the time, thereby causing low
HPC utilisation. This paper proposes mechanisms that protect GTs from ISL interference without permanent prevention of ISL
data transmission and enhance angular resolution. The ISL transmits data by taking advantage of similarities in the sequence of
observed astronomy sources to increase ISL connection duration. In addition, the paper proposes a mechanism that enhances
angular resolution by using reconfigurable earth stations. Furthermore, the paper presents the opportunistic computing scheme
(OCS) to enhance HPC utilisation. OCS enables the underutilised HPC to be used to train learning algorithms of a cognitive base
station. The performances of the three mechanisms are evaluated. Simulations show that the proposed mechanisms protect GTs
from ISL interference, enhance angular resolution, and improve HPC utilisation.

1. Introduction

Astronomy is the scientific study of the universe by analysing
astronomy source signals. Astronomy source signals can be
received by either ground or space telescopes. Astronomy
observations can also be categorised based on the signal
source. Astronomy source signals that are observed by
ground telescopes (GTs) can arise from optical, radio, and
gravitational waves. In addition, astronomical source signals
from X-ray, infra-red, and ultraviolet radiation are observed
from space telescopes.

Radio and gravitational astronomy observations are com-
plementary [1–3] and help in understanding the universe.The
spectrumaccess of terrestrial radio astronomyobservations is
influenced by wavelength variation due to red shift and blue
shift. Wavelength variation necessitates that GTs should have
access to significant bandwidth resources. Terrestrial radio
astronomy observations experience interference from the
radio waves radiated by intersatellite links (ISLs) of low earth

orbiting satellites.The use of ISLs is projected to increase due
to small satellite proliferation [4–7].

Hence, a solution that protects terrestrial radio astronomy
observations from interfering ISLs is needed. Such a solution
can be designed using the cognitive radio (CR). The CR
differentiates users based on their priority to access the
radio spectrum. The two types of users recognised by a CR
are primary users and secondary users with higher and
lower spectrum access priority, respectively. The CR can be
used to design interference protection schemes by using
the interweaving or underlay spectrum sharing model. The
interweaving spectrum sharing model enables secondary
users to share access to the radio spectrum with primary
users. The sharing is realised by informing secondary users
of the spectrum access epochs of primary users. Being aware
of primary user spectrum access epochs, the secondary users
can use the spectrum when primary users are absent.

A CR based interweaving spectrum sharing framework
that protects GTs from ISL interference is proposed in [8].
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In [8], the primary user is the GT, while the secondary user is
the ISL. The information on the epochs of astronomy source
observation is accessible to the satellite and is used to deter-
mine the ISL activation epoch and duration. The CR is used
to deactivate the ISL for a given duration, while terrestrial
radio astronomy observations are ongoing. The results in [8]
require further investigation to examine relations between
GT interference protection and the similarities in the patterns
of the observed astronomy sources.

Furthermore, organisations desiring to conduct radio
astronomy observations can be classified based on GT avail-
ability. Some organisations can afford to construct their own
GTs, while others convert unused earth stations to GTs. The
conversion of unused earth stations is feasible due to the
increasing use of fibre optic cables instead of satellites for
broadband Internet access [9–14]. The discussion in [9–14]
focuses on utilising converted unused satellite earth stations
as GTs but does not consider the presence of terrestrial
wireless networks in the destination electromagnetic envi-
ronment of converted earth stations. In addition, the use
of converted telescopes should also enhance the angular
resolution of the terrestrial radio astronomy observations.
Hoare and Rawlings [10] propose the use of a multimode
telescope for satellite communications and terrestrial radio
astronomyobservations.Thedynamic use of amultimodeGT
should enhance the angular resolution. The reconfigurable
CR can be used to enhance the angular resolution when
multimode GTs are used in terrestrial radio astronomy. The
GT realised via conversion is also susceptible to interference
when its destination environment comprises terrestrial wire-
less networks. Therefore, GTs require interference protection
mechanisms.

In addition, terrestrial radio astronomyorganisations also
seek tomaximise high performance computing (HPC) infras-
tructure utilisation. According to Barbosa et al. [15], the Ata-
cama Large Millimetre/Submillimetre array (ALMA)’s HPC
is underutilised due to observation limitation conditions.
HPC utilisation can be improved by using techniques such
as time multiplexing. However, other multiplex techniques
such as duty cycle division multiplex which outperform time
multiplexing have been proposed [16–18]. Therefore, a duty
cycle multiplex scheme that can enhance HPC utilisation is
required.

This paper addresses two goals for terrestrial radio astron-
omy organisations using converted GTs. It proposes mecha-
nisms that optimise the conduct of terrestrial radio astron-
omy observations by avoiding interference and improving
angular resolution.Thepaper also proposes amechanism that
enhances HPC utilisation. This paper makes the following
contributions:

(1) It proposes an optimisation framework for terres-
trial radio astronomy observations. The optimisa-
tion framework protects terrestrial radio astronomy
observations from ISL interference and enhances
the angular resolution of terrestrial radio astronomy
organisation. The paper analyses additional data sets
from the KarooArray Telescope [19] to investigate the
range of ISL transmit duration permissible without

causing interference to GTs.The angular resolution is
also enhanced by using CR enabled multimode GTs
for terrestrial radio astronomy observations.

(2) It proposes an intelligent framework that uses sim-
ilarities in astronomy source observation data for
proactive interference avoidance between ISLs and
GTs.

(3) The paper proposes the opportunistic computing
scheme (OCS) that uses a duty cycle multiplex to
enhance HPC utilisation. This paper investigates
OCS’s success probability and the terrestrial wireless
network throughput as a function of the number of
GTs.

The remainder of this paper is organised as follows.
Section 2 discusses the related literature. Section 3 focuses on
problem definition. Section 4 presents the proposed mech-
anisms. Section 5 discusses the simulation results. Section 6
concludes the paper.

2. Related Work

This section is divided into two parts.The first part addresses
issues related to optimising terrestrial radio astronomy obser-
vations. It discusses literature focusing on the interference
protection of GTs and improving angular resolution. The
second part discusses the improvement of HPC utilisation.

2.1. Optimising Terrestrial Radio Astronomy Observations.
Interference-free spectrum access and the improvement
of angular resolution are important goals in the conduct
of terrestrial radio astronomy observations. The goal of
interference-free spectrum access can be achieved via spec-
trum reservation [20–24]. Spectrum reservation aims to
ensure that new services do not encroach into bands ded-
icated for terrestrial radio astronomy observations. How-
ever, spectrum reservation faces interference challenges from
new services which are ignorant of terrestrial radio astron-
omy observations. Interference mitigation measures such as
restricting satellites fromGT sky region are proposed in [24].
The solution in [24] does not consider the forwarding of
data via ISLs through the satellite network. A restriction of
satellites increases latencywhen the shortest path through the
satellite network lies in the GT sky region. The proliferation
of small satellite constellations [4–7] that use ISLs poses
interference risks to GTs.

Another area of innovation in terrestrial radio astronomy
observations is the conversion of unused earth stations to
GTs.The increasing use of optical cables has been recognised
to make some satellite earth stations redundant [9–14]. GTs
realised from converted earth stations have been used in
the UK [9, 10], Mozambique [11], Ghana [12, 13], and New
Zealand [14]. The conversion of unused satellite earth sta-
tions enables the reuse of satellite installations and reduces
astronomy infrastructure cost. However, the converted earth
stations have been those without a tracking system.

It can be inferred from [9–14] that the satellite earth sta-
tions to be converted have been left unused for a long period
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of time.During the idle time of unused earth stations, the roll-
out of terrestrial wireless networks in concerned areas is not
unlikely, thereby exposing GTs to terrestrial wireless network
interference as inferred from [25–28]. Therefore, converted
earth stations require interference protection mechanisms
when they are in the vicinity of terrestrial wireless networks.

The use of additional earth stations alongside converted
earth stations increases the number of GTs and the baseline.
The increase in the number of GTs and baseline gives an
opportunity to improve the angular resolution of terrestrial
radio astronomy observation. In the absence of additional
GTs, the terrestrial radio astronomy organisation has a fixed
baseline. The angular resolution can be improved in a GT
array with a dynamic baseline.

Furthermore, Woodburn et al. [14] recognise that the
Goonhilly-3 GT can be used for satellite communications
and terrestrial radio astronomy. Such a GT reduces costs due
to dish and transponder reuse. A dual purpose GT can be
opportunistically used to increase the baseline of terrestrial
radio astronomy observations for a given period of time.
However, the dual purpose GT intended for satellite com-
munications and terrestrial radio astronomy observations
requires mode switching mechanisms. The mode switching
mechanism determines the epochs where the dual purpose
GT can be used for receiving packets or radio astronomydata.
The dual GT cannot be concurrently used for communica-
tions and astronomy observations. This is because the high
transmit power in communication signals interferes with the
astronomy source radio signal. The dual GT should also host
mechanisms that protect it from terrestrial wireless network
interference.

In addressing the challenges of interference mitigation
and enhancing angular resolution, this paper considers the
CR as suitable. CR spectrum sharing models are suitable for
the design of interference protection schemes for terrestrial
radio astronomy observations. In [29], the CR application
considers the underlay spectrum sharingmodel and prevents
interference by limiting terrestrial wireless network trans-
mit power. A reduction of the terrestrial wireless network
transmit power is proposed in [29] because astronomy source
transmit power cannot be controlled. Investigations in [29]
show that the desired coexistence between terrestrial wireless
networks and GTs is infeasible. This is because of the large
transmit power of terrestrial wireless networks compared to
the very low received signal strength of astronomy source
signals. However, the CR supports other spectrum sharing
models such as the interweaving spectrum sharing model.

In addition, the CR benefits from the reconfigurable
software defined radio. Being reconfigurable, the CR can
be used to design a dual GT with a dynamic baseline. The
inclusion of a dual GT in amanner that increases the baseline
enhances observatory angular resolution.The inclusion of the
CR in the dual GT enables the design of a GT that responds to
the requirement of improving the angular resolution. Being
suitable for designing solutions that enhance interference
mitigation and angular resolution, the CR can be used
to design technical solutions that enhance terrestrial radio
astronomy observations [30]. However, the use of the CR in
this aspect requires further consideration.

2.2. High Performance Computing Infrastructure Utilisation.
The HPC is used to process the astronomy source radio
waves that are received by GTs. It is connected to the GTs via
optic fibre links.The terrestrial radio astronomy organisation
should maximally utilise the HPC. Barbosa et al. [15] point
out that the ALMAHPC has a 38% utilisation as indicated in
theALMACycle 0 report.This results in low power efficiency,
since the HPC is powered all the time [15].

The resulting HPC underutilisation can be addressed by
using multiplexing techniques. Multiplexing techniques have
been used inwireless communications for sharing bandwidth
resources and suitable for enhancing HPC utilisation. The
use of multiplexing proposed in [15] can also be extended
to accommodate data processing from cognitive terrestrial
wireless networks. Such an application can enhance the CR
autonomous capability as seen in [31, 32]. The CR in [31,
32] has a limited autonomous capacity because it does not
autogenerate and train new learningmechanisms. Generative
artificial intelligence [32] can enable the CR to autogenerate
and train new intelligent mechanisms. The autogenerated
learning mechanisms can be used to determine CR trans-
mission parameters after training [33, 34]. The discussion in
[31, 32] has not considered using HPC’s unused computa-
tional resources to train autogenerated learningmechanisms.
Andreani [35] presents results that can be used to estimate the
GT nonobservation time fraction in ALMACycle 3 spanning
the period fromOctober 2015 to August 2016.The discussion
in [35] also identifies factors causing GT observation limi-
tations such as opacity and phase stability. The occurrence
of observation limitations affects GTs observation and is
independent of interference from ISLs or terrestrial wireless
networks. From the estimated observation fraction presented
in [35], the ALMA HPC is left unutilised for 51.4% of the
time that it is powered. Though, the ALMA underutilisation
is noted to have reduced by 10.6%, an underutilised capacity
of 48.6% still exists.

3. Problem Definition

This section describes the challenges being addressed for
a terrestrial radio astronomy organisation that uses GTs
realised from converted unused earth stations. It is divided
into two parts. The first part focuses on the optimisation
goals. In the first part, the challenges discussed are those
of interference avoidance and enhancing angular resolution.
The second part describes the problem of enhancing HPC
utilisation.

3.1. Optimisation: Defined Challenges for Terrestrial Radio
AstronomyObservations. The considered scenario comprises
low earth orbit satellites, GTs, cognitive base stations, and the
HPC. The satellites are connected using ISLs. These entities
have the following capabilities:

(1) Satellites: they are located in the low earth orbit
and have a shortest path routing and station keeping
algorithms

(2) High performance computing (HPC) infrastructure:
the HPC is peta-scale and general purpose and is
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shielded from radio frequency interference. It allo-
cates computational units to each GT and has access
to high speed Internet links. The HPC can also
determine when observation limitation conditions
cause HPC underutilisation

(3) Ground telescopes (GTs): GTs are installed after
launching the satellite constellation. They are con-
nected to the HPC by optic fibre links. They present
the observed astronomy source radio signals to the
HPC. Each GT allocated HPC computational units.
The allocated HPC computational units are used to
process signals received from the GT

(4) Cognitive base station (CBS): the CBS is a massive
multiantenna system and is the central entity in
terrestrial wireless network. It incorporates generative
artificial intelligence, autogenerates learning mecha-
nisms, and is connected to the HPC via high speed
Internet links.TheCBSuses the orthogonal frequency
division multiplex-space division multiple access
technology and receives signal streams frommultiple
terrestrial wireless network subscribers. Individual
subscriber signals are extracted from the multiplexed
signal by an artificial neural networkmultiuser detec-
tor. The multiuser detection aims to reduce user bit
error rate. The CBS receives subscriber bit error rate
via the control channel. It compares subscriber bit
error rate with a predefined bit error rate threshold.
The CBS autogenerates new artificial neural network
multiuser detectors when user bit error rate exceeds
the bit error rate threshold. It keeps existing artificial
neural network multiuser detectors and examines
their suitability in different future contexts

Let 𝛼, 𝐺, 𝜙, and 𝜃 denote the set of satellites, GTs, HPC
computational units allocated to GTs, and the utilisation of
HPC computational units allocated to GTs, respectively.

𝛼 = {𝛼1, . . . , 𝛼𝑖} ,

𝐺 = {𝐺1, . . . , 𝐺𝑚} ,

𝜙 = {𝜙1, . . . , 𝜙𝑚} ,

𝜃 = {𝜃1, . . . , 𝜃𝑚} ,

(1)

where 𝑖 and 𝑚 are the maximum numbers of ISLs and GTs,
respectively.

In addition, let 𝜂, 𝜐, 𝑓𝜂, and 𝑓𝐺 be the sets of satellite
sky region, GT sky region, ISL frequency, and GT frequency,
respectively.

𝜂 = (𝜂1, . . . , 𝜂𝑖) ,

𝜐 = (𝜐1, . . . , 𝜐𝑚) ,

𝑓𝜂 = (𝑓𝜂1
, . . . , 𝑓𝜂𝑖

) ,

𝑓𝐺 = (𝑓𝐺1
, . . . , 𝑓𝐺𝑚

) .

(2)

Satellites that are interconnected via ISLs and in the
sky region of GTs cause intermodulation interference to

hs

ha

G1
G2

s11

s12

s13

Figure 1: Interference between ISLs and GBTs.

terrestrial radio astronomy observations. The spectral main
and side band signals are transmitted in the ISL antenna
main lobe and side lobes, respectively. The presence of
multiple satellites in the low earth orbit leads to the existence
of multiple side lobes alongside each ISL main lobe due
to nonideal satellite side lobe suppression. The ISL signal
interferes with the astronomy source radio signal because the
ISL’s main and side lobe signals have a higher power than the
astronomy source radio signal power.

Interference arises between ISLs and GTs when 𝜐𝑐 = 𝜂𝑑,
𝑓𝐺𝑐

= 𝑓𝜂𝑑
, 𝑐 ∈ {1, . . . , 𝑚}, and 𝑑 ∈ {1, . . . , 𝑖}. A scenario

showing the occurrence of an interference point can be seen
in Figure 1. In Figure 1, astronomy sources and satellites have
altitudes, ℎ𝑎 and ℎ


𝑠, respectively, where ℎ


𝑎 > ℎ

𝑠.The operating

frequencies of GTs, 𝐺1, 𝐺2, are 𝑓𝐺1 and 𝑓𝐺2 , respectively. The
satellite sky region has three satellites, 𝑠11, 𝑠

1
2, and 𝑠

1
3, which

are connected with ISLs. ISLs 𝑠11-𝑠
1
2, 𝑠
1
2-𝑠
1
3, and 𝑠

1
1-𝑠
1
3 transmit

on 𝑓𝜂1 , 𝑓𝜂2 , and 𝑓𝜂3 , respectively. The interference point in
Figure 1 arises via either additive or multiplicative or other
combinations of radio astronomy and the ISL signals.

The interference arises because of the nonlinear com-
bination of ISL and astronomy source signals. ISL signals
have intermodulation products that are radiated through the
satellite antenna’s main and side lobes. The radiated signals
comprise intermodulation products and have a higher power
than the astronomy source signals. The stronger ISL radiated
signals cause interference with the weaker astronomy source
signal. In the problem formulation here, the paper aims to
demonstrate that ISL signals cause interference to astronomy
source signals. The ISL signal is recognised to comprise
multiple intermodulation products; the aim here is not to
list these products but to demonstrate that their presence
interferes with terrestrial radio astronomy organisations.

Let 𝜓𝜂𝛼𝑎,𝐺𝑐 denote the ISL signal from satellite 𝛼𝑎, 𝑎 ∈

{1, . . . , 𝑖}, traversing 𝜂 over 𝐺𝑐. In addition, let 𝛾𝜐𝑝 denote
the astronomy source radio signal 𝑝 received by 𝐺𝑐 in 𝜐,
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respectively. In the absence of interference protection, the GT
receives the signal, 𝑠𝛼𝑎,𝐺𝑐,𝜂𝑑𝑝,𝜐𝑐

, given as

𝑠
𝛼𝑎,𝐺𝑐,𝜂𝑑
𝑝,𝜐𝑐

= 𝐴 + 𝐵,

𝐴 =

𝑖

∑

𝑎=1

𝑚

∑

𝑐=1

𝜓
𝜂𝑎
𝛼𝑎 ,𝐺𝑐

+

𝑃

∑

𝑝=1

𝑚

∑

𝑐=1

𝛾
𝜐𝑐
𝑝 +

𝑖

∏

𝑎=1

𝑚

∏

𝑐=1

𝜓
𝜂𝑎
𝛼𝑎 ,𝐺𝑐

×

𝑃

∏

𝑝=1

𝑚

∏

𝑐=1

𝛾
𝜐𝑐
𝑝 ,

𝐵 =

𝑖

∑

𝑎=1

𝑚

∑

𝑐=1

𝜓
𝜐𝑐
𝛼𝑎 ,𝐺𝑐

+

𝑃

∏

𝑝=1

𝑚

∏

𝑐=1

𝛾
𝜐𝑐
𝑝 +

𝑖

∏

𝑎=1

𝑚

∏

𝑐=1

𝜓
𝜂𝑎
𝛼𝑎,𝐺𝑐

.

(3)

𝐴 and 𝐵 are intermodulation products arising from the
additive and multiplicative components of 𝜓𝜂𝛼𝑎 ,𝐺𝑐 and 𝛾

𝜐
𝑝.

The additive and multiplicative components arise due to the
combinations of different ISL signal components alongside
components of the astronomy source radio signal.

Furthermore, let𝑁𝐺(𝑡),𝐷(𝐺, 𝑡), and 𝜆𝐺(𝑡) denote the sets
of (1) terrestrial wireless networks in GT vicinity at time 𝑡, (2)
GTs baseline at time 𝑡, and (3) GT observation wavelength at
time 𝑡, respectively.

𝑡 = {𝑡1, . . . , 𝑡𝑟} ,

𝑁𝐺 (𝑡) = {𝑁𝐺1
(𝑡) , . . . , 𝑁𝐺𝑗

(𝑡)} ,

𝐷 (𝐺, 𝑡) = {(𝐷 (𝐺1, 𝑡)) , . . . , (𝐷 (𝐺𝑚, 𝑡))} ,

𝜆𝐺 (𝑡) = {𝜆𝐺1
(𝑡) , . . . , 𝜆𝐺𝑚

(𝑡)} .

(4)

The angular resolution,𝑅(𝑚−4, 𝑡1), at time 𝑡1 given (𝑚−4)
GTs is

𝑅 (𝑚 − 4, 𝑡1) =

𝑚−4

∑

𝑐=1

(𝜆𝐺𝑐
, 𝑡1)

max (𝐷 (𝐺𝑐, 𝑡1))
. (5)

Given that the baseline can be increased by using an addi-
tional GT such that max(𝐷(𝐺𝑚−3, 𝑡1)) > max(𝐷(𝐺𝑚−4, 𝑡1)),
the angular resolution, 𝑅(𝑚 − 3, 𝑡1), is

𝑅 (𝑚 − 3, 𝑡1) =

𝑚−3

∑

𝑐=1

(𝜆𝐺𝑐
, 𝑡1)

max (𝐷 (𝐺𝑐, 𝑡1))
. (6)

However, the terrestrial astronomy organisation requires
an algorithm that enables it to increase its baseline by using
an additional GT.The access to the additional GT ensures that
max(𝐷(𝐺𝑚−3, 𝑡1)) > max(𝐷(𝐺𝑚−4, 𝑡1)) without constructing
a newGT. In addition, let𝑓𝐺(𝑡) be the set of terrestrial wireless
network frequencies in GT vicinity:

𝑓𝐺 (𝑡) = {𝑓𝐺1
(𝑡) , . . . , 𝑓𝐺𝑗

(𝑡)} , (7)

where 𝑗 is the maximum number of terrestrial wireless
network channels. Interference arises between the terres-
trial wireless network and GTs when 𝑓𝐺

𝑗
(𝑡) = 1/𝜆𝐺𝑐

(𝑡),

HPCG1

G2

Gp

HPC utilisation between 12% and 50%
HPC utilisation between 50% and 80%
HPC utilisation less than 12%
Optic fibre link (OFL)
Allocated computational units on HPC

Figure 2: HPC underutilisation.

𝑗

∈ {1, . . . , 𝑗}. Hence, GTs require an interference protection

mechanism.
Thediscussion above has not considered the processing of

the signals received by each GT. Each GT allocated 𝜙𝑐 HPC
computational units, each having utilisation 𝜃𝑐. The relations
between GTs and the HPC for a case of HPC underutilisation
and near optimal utilisation are shown in Figures 2 and 3,
respectively.

Figure 2 shows the case where 𝑝, 𝑝 ∈ {1, . . . , 𝑚},
GTs utilise the HPC. The first, second, and 𝑝th GTs have
utilisation lying within 12% to 50% to 80% and less than 12%,
respectively. In this case, 𝜙1,res HPC computational units are
unutilised.

Figure 3 shows the case where 𝑝 GTs have near optimal
HPC utilisation because all GTs utilise their computational
units by up to 80%. In this case, HPC’s underutilised compu-
tational unit is 𝜙2,res and 𝜙2,res < 𝜙1,res.

The scenario given in Figure 2 can be described as

𝜃2 > 𝜃1 > 𝜃𝑝,

𝜙1 = 𝜙2 = 𝜙𝑝,

𝑝

∑

𝑝=1

𝜙𝑝 (1 − 𝜃𝑝) = 𝜙1,res.

(8)

The scenario given in Figure 3 can be described as

𝜃2 = 𝜃1 = 𝜃𝑝,

𝜙1 = 𝜙2 = 𝜙𝑝,

𝑝

∑

𝑝=1

𝜙𝑝 (1 − 𝜃𝑝) = 𝜙2,res.

(9)
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HPCG1

G2

Gp

HPC utilisation greater than 80%
Optic fibre link (OFL)
Allocated computational units on HPC

Figure 3: Near optimal HPC utilisation.

Given that 𝜙th is the threshold computational unit
required for HPC sharing, the underutilised HPC can be
shared with external applications if 𝜙1,res < 𝜙th or 𝜙2,res <
𝜙th. However, the HPC requires a mechanism to verify when
𝜙1,res < 𝜙th or 𝜙2,res < 𝜙th.

4. Proposed Schemes for Enhancing Terrestrial
Radio Astronomy Observation

This section presents the proposed schemes and consists of
two parts. The first part discusses the optimisation schemes.
The optimisation scheme protects terrestrial radio astronomy
observations from ISL interference and enhances angular
resolution.The second presents the opportunistic computing
scheme (OCS) proposed to enhance HPC utilisation.

The proposed schemes incorporate the CR that is recon-
figurable and can make decisions for different contexts of
a given application. Though most CR applications focus on
terrestrial wireless networks, CR capabilities can enhance ter-
restrial radio astronomy observations goals. The CR acquires
environmental awareness via sensing,makes inferences using
sensed results, determines reconfiguration options, and exe-
cutes the reconfiguration decisions.

4.1. Proposed Optimisation Mechanisms. The optimisation
of terrestrial radio astronomy observations aims to achieve
interference mitigation and enhance angular resolution. In
this paper, we propose a CR interference mitigation frame-
work that extends [8] by considering the similarities in the
observation order of astronomy sources.

The interference mitigation framework is located on the
satellite, assumes that the astronomy organisation has a
database of the epochs of previously observed astronomy
sources, and comprises three entities. The entities are as
follows:

(1) Cognitive reasoner (CRE): the cognitive reasoner
receives two sets of information from the terrestrial
radio astronomy organisation.The first set comprises
the right ascension RA, declination 𝐷, observation
frequency OF, duration ODu, and dates ODt. These
are held in the tuple (RA, 𝐷,OF,ODu,ODt). The
second set comprises similarly observed sources,
𝐺 with right ascension RA, and total observation
duration 𝐷. The information on RA and 𝐷 is held
in 𝑆. The information on 𝐺, 𝑆, and 𝐼 is held in
the tuple (𝐺, 𝑆, 𝐼). The CRE uses the information
in (RA, 𝐷,OF,ODu,ODt) and (𝐺, 𝑆, 𝐼) to determine
the ISL activation epochs and duration. The tuples
(RA, 𝐷,OF,ODu,ODt) and (𝐺, 𝑆, 𝐼) are the first and
second tuples, respectively

(2) Cognitive ISL deactivator (CSLA): the CSLA receives
CRE outputs and uses these to determine the ISL
transmission status and duration

(3) Plan acquisition channel (PAC): the PAC is a control
channel that enables communications between the
satellite’s CRE and the terrestrial radio astronomy
organisation.The first and second tuples are transmit-
ted to the CRE from the terrestrial radio astronomy
organisation via the PAC

The consideration of similarities implies that satellite does
not have to analyse similar patterns all the time, thereby
increasing ISL duration without interfering with GTs. The
satellite does not have to analyse similar patterns all the time.
Therefore, using similarity information can prevent inter-
ference to ongoing terrestrial radio astronomy observations
while increasing ISL transmit duration.

The framework’s flowchart is shown in Figure 4.As shown
in Figure 4, the astronomy organisation transmits the first
and second tuples via the PAC to the satellite via the PAC
prior to commencing an observation. The CRE receives the
first and second tuples and analyses them to determine the
interference free ISL transmit epochs and duration. The CRE
also determines whether a new similar pattern of observed
sources is in the data received via the PAC. The new similar
pattern is then used to update the second tuple on the
satellite. The CSLA receives the CRE outputs and uses them
to configure the ISL transmission status and duration.

Besides interference protection, optimising terrestrial
radio astronomy observations also requires enhancing angu-
lar resolution. CR’s reconfigurability is a useful feature in
this regard. This paper applies a CR user classification to
terrestrial radio astronomy observations. Terrestrial radio
astronomy observations can be conducted using either pri-
mary GTs or secondary GTs. A primary GT is a GT that is
designed for terrestrial radio astronomy observations only.
The secondary GT is a GT that is capable of multiple
applications. It can be used for other applications besides
terrestrial radio astronomy observations. The Goonhilly-3
GT [14] intended for satellite communications and radio
astronomy observations is an example of a secondary GT.
This paper extends [14] by considering the CR as being
suitable for designing a secondary GT.
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CRE determines intersatellite link deactivation
epoch and duration

Yes

No

Astronomy organization creates {RA,OF,Odu,ODt} and {G, S, I}

Transmit {RA,OF,Odu,ODt} and {G, S, I} to satellites via the PAC

{G, S, I} in satellite
database?

Update satellite {G, S, I}

CSLA receives information from the CRE and
deactivates ISLs for determined duration at epochs

determined by the CRE

Figure 4: Flowchart of the learning framework.

The secondary GT incorporates a CR with mode switch-
ing and spectrum sensing mechanisms. The mode switching
mechanisms enable the secondary GT to process commu-
nication packets and radio astronomy signals. This paper
proposes a framework that enables interactions between
terrestrial radio astronomy organisations (with primary GTs)
and secondary GTs. Primary and secondary GTs interact via
the Internet. Secondary GTs belong to other organisations.
Radio astronomy data observed by the secondary GT are
transmitted to the terrestrial radio astronomy organisation
via the Internet.

The framework proposed to enhance the angular reso-
lution has two ends belonging to the terrestrial astronomy
organisation and the organisation that owns the secondary
GTs. Each end has two entities. The entities at the terrestrial
radio astronomy organisations are as follows:

(1) Astronomy data processor (ADP): the ADP processes
radio astronomy data from primary and secondary
GTs

(2) Satellite astronomy interface (SAI): the SAI holds
information on the terrestrial radio astronomy organ-
isation’s observation objectives. It accesses accessible
secondary GTs information capability via the Internet

The entities at the organisation that owns the secondary GTs
are as follows:

VIF
SPP

SAI
ADP

Internet

Secondary GTs

Primary GTs

Figure 5: Interaction between primary and secondary GT.

(1) Visibility interface (VIF): the VIF collates infor-
mation on the satellite visibility epoch and dura-
tion. The VIF accesses radio astronomy observation
requirements from the SAI and determines suitable
secondary GTs. In addition, the VIF obtains radio
astronomy data from secondary GTs that are used
for terrestrial radio astronomy observations. The
obtained data is sent to the SAI via the Internet. The
SAI sends radio astronomy data received from the
VIF to the ADP

(2) Satellite packet processor (SPP): the SPP processes
satellite communication packets when secondary GTs
are used for satellite communications.

In this paper, the secondary GTs are owned by satellite
communication network operators.

Relations between the ADP, SAI, VIF, and SPP are shown
in Figure 5. In Figure 5, the secondary GT’s packets and
satellite visibility epochs are transmitted to the VIF. The VIF
forwards packets to the SPP. It obtains and transmits satellite
visibility epochs to the SAI via the Internet. CES data are
processed at the ADP. Secondary GT’s astronomy data are
also sent to the ADP via the Internet. The SAI is aware of
terrestrial radio astronomy observation goals and checks the
SVB for available secondary GTs using SAI information. A
bidirectional link exists between the SAI and the VIF.
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Data obtained from the SAI are used by the VIF to select
secondary GTs that satisfy the terrestrial radio astronomy
organisation’s observation objectives. The selection is done
at the VIF. The selection algorithm considers the desired
observation longitude, 𝐿𝜐𝑠, latitude, 𝑙

𝜐
𝑠 , and frequency, 𝑓𝜐, of 𝜐.

The information on 𝐿𝜐𝑠, 𝑙
𝜐
𝑠 , and 𝑓𝜐 is held in 𝑇𝜐1 . The selection

procedure considers the 𝑧th secondary GT’s longitude, 𝐿𝑧𝑒,
latitude, 𝑙𝑧𝑒 , and CR frequencies, 𝑓𝑧𝑒 . Information on 𝐿𝑧𝑒, 𝑙

𝑧
𝑒 ,

and 𝑓𝑧𝑒 is held in 𝑇𝑧2 . The SAI selects the secondary GTs for
which the Euclidean distance 𝑑(𝑇𝜐1 , 𝑇

𝑧
2 ) is minimum.

𝑑 (𝑇
𝜐
1 , 𝑇
𝑧
2 )

= min
𝑚

∑

𝑐=1

𝑉

∑

𝑧=1

√(𝐿
𝜐𝑐
𝑠 − 𝐿
𝑧
𝑒)
2
+ (𝑙
𝜐𝑐
𝑠 − 𝑙
𝑧
𝑒 )
2
+ (𝑓𝜐𝑐

− 𝑓
𝑧
𝑒 )
2
.

(10)

The secondary GT hosts a cyclostationary detector that
can perfectly differentiate between radio astronomy and
terrestrial wireless network signals. The perfect differenti-
ation is achieved because terrestrial wireless networks use
modulation schemes with known cyclostationary signatures.
The secondary GT stops radio astronomy observations
when terrestrial wireless signals are detected. The proba-
bility 𝑃𝑐(𝜐, 𝑧, 𝑑(𝑇

𝜐
1 , 𝑇
𝑧
2 )) that using 𝑧 secondary GTs helps

the terrestrial radio astronomy organisation to realise its
observation objectives is

𝑃𝑐 (𝜐, 𝑧, 𝑑 (𝑇
𝜐
1 , 𝑇
𝑧
2 )) = 1 − 𝑒

−(𝜐+𝑧)𝑑(𝑇𝜐1 ,𝑇
𝑧
2 )
. (11)

The use of secondary GTs also enhances the angular res-
olution. A smaller angular resolution is more beneficial. The
angular resolution, 𝜃1, when the terrestrial radio astronomy
organisation does not use secondary GTs is

𝜃1 =

𝑚

∑

𝑐=1

𝜆𝑐

𝑏max
, (12)

where𝜆𝑐 is the observationwavelength of the 𝑐thGT and 𝑏max
is the observatory baseline.

In the case where there are terrestrial wireless networks
in the vicinity of primary and secondary GTs, primary
and secondary GTs experience interference. The resulting
interference reduces the baseline’s contribution in enhancing
the angular resolution. The angular resolution is degraded
because the electromagnetic radiation pattern of the ter-
restrial wireless network infiltrates that of the astronomical
source being received by GTs. Given that the baseline is
reduced by 𝜛, the angular resolution 𝜃2 when secondary GTs
are not incorporated and primary GTs experience terrestrial
wireless network interference is

𝜃2 =

𝑚

∑

𝑐=1

𝜆𝑐

𝑏max (1 − 𝜛)
. (13)

The use of secondary GTs alongside primary GTs
improves the angular resolution, while using additional
secondary GTs increases the baseline. In this case, the
baseline is increased by 𝛼. Assuming that both primary and

secondary GTs are unaffected by terrestrial wireless network
interference, the angular resolution 𝜃3 is

𝜃3 =

𝑚

∑

𝑐=1

𝜆𝑐

𝑏max (1 + 𝛼

)

+

𝐵

∑

𝑧=1

𝜆𝑧

𝑏max (1 + 𝛼

)

, (14)

where 𝜆𝑧 is the 𝑧th secondary GT’s observation wavelength
and 𝐵 is the maximum number of secondary GTs.

In the event that primary and secondary GTs have
terrestrial wireless networks in their vicinity. it is considered
that primary and secondary GTs do not incorporate and
incorporate an ideal cyclostationarity detector, respectively.
The angular resolution, 𝜃4, is

𝜃4 =

𝑚

∑

𝑐=1

𝜆𝑐

𝑏max (1 + 𝛼

) (1 − 𝜛)

+

𝐵

∑

𝑧=1

𝜆𝑧

𝑏max (1 + 𝛼

)

. (15)

4.2. Opportunistic Computing Scheme (OCS). The proposed
OCS is a synergy between the CBS and HPC. The CBS uses
artificial neural network multiuser detectors to ensure low
bit error rate signal reception. The multiuser detectors are
developed by training the neural networks with different
bits of known modulated signals and user bit patterns for
different channel states and multiantenna configuration. The
cyberphysical system has two Internet entities that interact
with the CBS and the HPC. These entities are as follows:

(1) Neural resource monitor (NRM): the NRMmonitors
CBS’s usage of computational resources. It determines
when the CBS resources are insufficient for devel-
oping newly autogenerated artificial neural network
multiuser detectors. The NRM receives training data
and instructions from the CBS and sends them to the
TRM

(2) Training resource monitor (TRM): the TRM receives
CBS training data and instructions from the NRM.
It sends CBS training data and instructions of artifi-
cial neural network multiuser to underutilised HPC.
The HPC executes CBS training instructions when
observation limitation conditions results in HPC
underutilisation by the GTs.

The OCS system showing relations between the CBS and
the HPC at epochs 𝑡1 and 𝑡2 is shown in Figure 6. The
CBS autogenerates new artificial neural network multiuser
detectors when the obtained bit error rate exceeds the
predefined threshold.

As shown in Figure 6, the CBS initially has four artificial
neural networkmultiuser detectors, that is, brain like learning
mechanisms at epoch 𝑡1. The achieved bit error rate exceeds
the predefined threshold bit error rate at epoch 𝑡1. Hence,
the development of new artificial neural network multiuser
detectors is required. The CBS autogenerates new artificial
neural network multiuser detectors at 𝑡2. However, at 𝑡2, the
CBS does not have sufficient computational units to train
the two autogenerated artificial neural network multiuser
detectors. The OCS success probability is formulated using
the probability that there are sufficient HPC computational
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Figure 6: Evolution of states of artificial neural network multiuser detectors at epochs 𝑡1 and 𝑡2.

units for 𝑐 GTs at time 𝑡, 𝑃𝑐(𝑐, 𝑡), and the probability of CCM
failure for 𝑐 telescopes at time 𝑡, 𝑃𝑎(𝑐, 𝑡). OCS fails in the
following cases:

(1) There is TRM failure incident, though there are
sufficient HPC computational resources.

(2) The TRM does not fail but there are insufficient HPC
computational resources.

The OCS success probability, 𝑃OCS(𝑐, 𝑡), can be obtained
as follows:

𝑃OCS (𝑐, 𝑡) = 1 − (𝑃𝑎 (𝑐, 𝑡) × 𝑃𝑐 (𝑐, 𝑡) + (1 − 𝑃𝑎 (𝑐, 𝑡))

× (1 − 𝑃𝑐 (𝑐, 𝑡))) .

(16)

𝑃OCS(𝑐, 𝑡) is evaluated using the newly modified Weibull
function [36] to model 𝑃𝑐(𝑐, 𝑡) and 𝑃𝑎(𝑐, 𝑡). OCS influences
terrestrial wireless network throughput. The throughput is
formulated to investigate OCS’s ability to develop an artifi-
cial neural network multiuser detector that enhances signal
reception by reducing the bit error rate when executing mul-
tiuser detection. A high OCS success execution probability
results in a multiuser detector that reduces the number of
corrupted bits received per second by the terrestrial wireless
network subscriber. The reduction in the number of received
corrupted bits increases the number of noncorrupted bits

received per second by each subscriber, thereby enhancing
terrestrial wireless network throughput.

In formulating the terrestrial wireless network through-
put when OCS is used, we consider a scenario where
CRs transmit to the CBS with transmit power, 𝑝tr11, over
a channel with gain, ℎtr11. The transmitting CR experiences
interference from neighbouring users. The interfering chan-
nel’s gains and powers are given as (ℎint12 , ℎ

int
13 , . . . , ℎ

int
1𝑛 ) and

(𝑝
int
12 , 𝑝

int
13 , . . . , 𝑝

int
1𝑛 ), respectively. The development of an ideal

artificial neural network multiuser detector occurs when
𝑃OCS = 1; when 𝑃OCS < 1, the artificial neural network
multiuser detector is nonideal due to interference effects.
Shannon throughput 𝐶 when the terrestrial wireless network
subscriber transmits on one channel is

𝐶 = log2(1 +
(ℎ

tr
11)
2
× 𝑝11 × 𝑃OCS

∑
𝑛
𝑛=1 (ℎ

int
1𝑛
)

2
× 𝑝

int
1𝑛

) . (17)

The subscriber can also use multiple channels with each
channel having own interfering subscribers. The use of
artificial neural network multiuser detectors developed via
OCS reduces the number of received corrupted bits and
enhances the signal to interference ratio, thereby improving
throughput. Let 𝑃𝑛



OCS be the probability of successfully
executing OCS for channel 𝑛. In addition, let ℎ𝑛



11 and 𝑝
𝑛

11 be
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Table 1: Analysis results of the spectrum utilisation and transmit opportunity.

S/N Observation day Observation duration Spectrum utilisation (%) Transmit opportunity (%)
1 (considered in [8]) 16/02/13 28740 33.3 66.7
2 (considered in [8]) 21/01/13 14700 17 83
3 14/10/12-15/10/12 31080 36 64
4 16/10/12 15180 17.57 82.43
5 28/10/12 36931 42.74 52.76
6 06/11/12-07/11/12 40800 57.22 42.78
7 14/11/12-15/11/12 36119 41.80 58.20
8 05/02/13 9846 11.36 88.64
9 11/02/13 18740 21.74 78.26
10 23/02/13 21730 25.15 74.85

the CR transmit channel gain and power over 𝑛, respectively.
Similarly, let ℎ𝑛



1𝑖
and 𝑝𝑛



1𝑖
be the interfering channel gain and

power of user 𝑖 over 𝑛. The throughput, 𝐶1, when the CR
transmits over𝑁 channels, each of capacity 𝐵Hz, is

𝐶 = 𝑁

𝐵 log2(1 +

∑
𝑁

𝑛=1 (ℎ
𝑛

11)

2

× 𝑝
𝑛

11 × 𝑃
𝑛

OCS

∑
𝑁

𝑛=1∑
𝑚

𝑖=1 (ℎ
𝑛

1𝑖
)

2
× 𝑝
𝑛

1𝑖

). (18)

5. Performance Investigation

This section discusses the simulation results for the proposed
mechanisms. It is divided into two parts. The first part
presents results of terrestrial radio astronomy observation
optimisation. It presents results on the spectrum usage
analysis, similar observation strings of astronomy sources,
and angular resolution. The second part investigates OCS’s
success execution probability and how OCS enhances terres-
trial wireless network throughput.

5.1. Spectrum Usage Analysis. This section presents results
on the spectrum usage of radio astronomy observations
and examines ISL back-to-back duration and similar astron-
omy source observation strings. The spectrum utilisation
and transmit opportunities are computed for the following
days: 21/01/13, 16/02/13, 14/10/12, 15/10/12, 16/10/12, 28/10/12,
07/11/12, 14/11/12, 15/11/12, 05/02/13, 11/02/13, 23/02/12, and
06/11/12. The data used for 06/11/12 in [8] describes obser-
vations conducted between 17:15:54.8 and 23:37:42.6, while
here it concerns observation made between 16:12:24.8 and
23:59:45.2. Data analysis results are shown in Table 1.

The average spectrum utilisation is computed using data
in [8] and is also recalculated using newdata. It is estimated to
be 25.6% for data solely used in [8] and 29.1% when new data
is incorporated, respectively. The average spectrum utilisa-
tion of radio astronomy observation increases by 3.5% when
additional data is incorporated. The transmit opportunity 𝑌
decreases by 3.5%.Theobservation day, observation duration,
spectrumutilisation, and transmit opportunity for previously
considered data sets and the additional eight samples are
presented in Table 1.

The standard deviation before and after the inclusion of
more data for generalisation is evaluated to be 8.2% and
11.9%, respectively. Hence, the daily transmit duration is
approximately one-ninth of the maximum obtained transmit
opportunities. These transmit opportunities are exclusive of
opportunities existing during the conduct of radio astronomy
observations.

We also analyse the back-to-back duration 𝐷 to deter-
mine the ISL transmit duration, while terrestrial radio astron-
omy observations are ongoing. The ISL transmit opportu-
nities arise due to observation switching events. Switching
occurs when the astronomy organisation has just finished
observing an astronomy source and is about to commence
the observation of another source. The switching results in a
period duringwhich terrestrial radio astronomyobservations
are not conducted. These periods are potential interference-
free ISL transmit opportunities and are repeated for astron-
omy source observation patterns. The intelligent framework
is used to determine the transmit duration.

In analysing 𝐷, we use extra data for observations con-
ducted on 06/11/12 (period 1) and 07/11/12 (period 2) in addi-
tion to that of 16/02/13 (period 3) used in [8].The observation
in periods 1, 2, and 3 has data for 30, 85, and 95 observation
epochs, respectively. In presenting data analysis results, the
periods are classified as (1) early morning, 00:00:00.0–
06:00:00.0, (2) morning, 08:42:05.3–12:02:55.5, (3) mid after-
noon, 12:02:55.6–15:07:5.7, and (4) late afternoon, 15:07:15.8–
18:34:55.7. The observation durations in these epochs are
shown in Table 2.

The plots for the back-to-back connection for observa-
tions conducted in periods 1, 2, and 3 are shown in Figures 7,
8, and 9, respectively. From the results in Figures 7, 8, and 9, it
can be observed that the analysis of additional data shows that
ISL transmission can benefit from transmit opportunities due
to the back-to-back connection duration. Further analysis
shows that the average ISL back-to-back connection duration
for periods 1, 2, and 3 is 49.5 seconds, 58.8 seconds, and 43.7
seconds, respectively.

The similar astronomy source observations strings for
different observation dates are as follows:

(1) Source string 1: 𝑎1 = PKS 1934-638, 𝑏1 = PKS J0010-
4153, 𝑐1 = PKS J0022+0014, 𝑑1 = PKS J0024-4202,
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Table 2: Observation epochs used to investigate the back-to-back connection duration.

Observation
epochs/periods Early morning Morning Mid afternoon Late afternoon

Period 1, 85 epochs 00:01:20.2–02:52:35.3
Period 2, 95 epochs,
00:01:20.2–02:52:35.3
Period 3, 95 epochs 08:42:05.3–12:02:55.5 12:02:55.6–15:07:15.7
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Figure 7: Back-to-back duration using period 1 observation data.
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Figure 8: Back-to-back duration using period 2 observation data.

𝑒1 = PKS J0042-4414,𝑓1 = PKS J0059+0006, 𝑔1 = PKS
J0044-3530, and ℎ1 = 3C348

(2) Source string 2: 𝑎2 = PKS J0240-2309, 𝑏2 = PKS J0252-
7104, 𝑐2 = PKS J0303-6211, 𝑑2 = PKS J0309-6058, 𝑒2
= PKS J0318+1628, 𝑓2 = PKS J0323+0534, 𝑔2 = PKS
J0351-2744, ℎ2 =PKS J0405-1308, 𝑖2 =PKS J0409-1757,
and 𝑗2 = 3C123

(3) Source string 3: 𝑎3 =PKS J0408-6544, 𝑏3 =PKS J0420-
6544, 𝑐3 = PKS J0440-4333, 𝑑3 = PKS J0442-0017,
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Figure 9: Back-to-back duration using period 3 observation data.

𝑒3 = PKS J0444-2809, 𝑓3 = PKS J0453-2807, 𝑔3 = PKS
J0519-4546, ℎ3 = PKS J0534+1927, 𝑖3 = PKS J0635-
7516, 𝑗3 = PKS J0744-0629, and 𝑘3 = PKS J0831-1951

Source strings 1, 2, and 3 are observed on 14/11/2012, 28/
10/2012, 06/11/2012, and 14/11/2012, 06/11/2012 and 14/11/2012,
and 14/11/2012 and 06/11/2012, respectively. Assuming that
similarity analysis in the intelligent framework takes up to
600 seconds, the achievable increment in the ISL transmit
duration is 726 seconds. This increment is applicable to
observations conducted on 14/11/2012, 28/10/2012, 06/11/2012,
and 14/11/2012, 06/11/2012 and 14/11/2012, and 14/11/2012 and
06/11/2012, respectively.

Source substrings (𝑎1-𝑔1), (𝑎1-𝑒1), (𝑎2-𝑖2), and (𝑎2-𝑑2)
repeatedly occur on 16/02/2012, 05/02/2013, 28/10/2012, and
06/11/2012 and 06/11/2012 and 05/02/2013.The transmit dura-
tions associated with substrings (𝑎1-𝑔1), (𝑎1-𝑒1), (𝑎2-𝑖2), and
(𝑎2-𝑑2) are 360 seconds, 320 seconds, 340 seconds, and 190
seconds, respectively.

Source substrings (𝑎3-ℎ3), (𝑖3-𝑘3), (𝑎3-𝑔3), and (𝑖3-𝑗3)
repeatedly occur on 28/10/2012 (2 epochs) and 06/11/2012 (2
epochs), respectively. The transmit durations associated with
substrings (𝑎3-ℎ3), (𝑖3-𝑘3), (𝑎3-𝑔3), and (𝑖3-𝑗3) are 360 sec-
onds, 160 seconds, 300 seconds, and 120 seconds, respectively.
These strings and substrings show that the observations of
some astronomy sources are repeated.Therefore, the interfer-
ence protection framework is feasible. ISLs can exploit these
transmit opportunities when they are aware of the astronomy
database. In the event that the intelligent framework is
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Table 3: Cost figures used to simulate ownership costs.

S/N Component Cost (USD) Reference
1 Conversion of unused earth station 100,000 Hoare and Rawlings [10]
2 Internet link from CCE to SVB 1,000
3 Control software per telescope 20,000 (20% of conversion cost) Kemball and Cornwell [37]
4 Cyclostationary sensing module 11,413 LeMay [38]
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Figure 10: Terrestrial radio astronomy organisation ownership
costs.

not incorporated, the maximum and minimum transmit
durations are 49.5 seconds and 43.7 seconds, respectively.
These maximum and minimum values describe the range
of the back-to-back connection duration in the absence of
the intelligent framework. The range of the average back-
to-back connection duration is 43.7–49.5 seconds. When
the proposed intelligent framework is used, the range of
the average back-to-back connection duration is 769.7–775.5
seconds.

In addition, the costs of ownership and angular resolution
of the terrestrial radio astronomy organisation thatmakes use
of primary and secondary GTs are simulated and shown in
Figures 10 and 11, respectively. The simulation is conducted
for five cases, that is, Cases 1, 2, 3, 4, and 5. The cost of
ownership is computed using the parameters given in Table 3.

The cases can be described as follows.

Case 1. The terrestrial radio astronomy organisation has
seven primary GTs that are observed in the IEEE UHF
band. The primary GTs do not have cyclostationary detec-
tors and are not susceptible to terrestrial wireless network
interference. This case describes the kind of scenario found
in [11] because it does not use secondary GTs. The baseline is
2100 km.

Case 2. The terrestrial radio astronomy organisation uses
four primary GTs and three secondary GTs. The secondary
GTs are capable of processing satellite communications
packets and astronomy source radio signals. Both primary
and secondary GTs operated in the IEEE UHF band. The

1 2 3 4 5 6 7
0

0.5

1

1.5

2

2.5

3

3.5

4

Number of telescopes

Case 1
Case 2
Case 3

Case 4
Case 5

A
ng

ul
ar

 re
so

lu
tio

n
(×
10

−
8
)

Figure 11: Terrestrial radio astronomy organisation angular resolu-
tion.

inclusion of secondary GTs doubles the baseline. Primary
GTs incorporate a cyclostationary detection mechanism.
Secondary GTs are not in terrestrial wireless network vicinity.

Case 3. The terrestrial radio astronomy organisation uses
four primary GTs and three secondary GTs operating in the
IEEE UHF and IEEE C bands, respectively. Primary GTs do
not incorporate a cyclostationary detector for interference
protection. Secondary GTs are unaffected by terrestrial wire-
less network interference. The baseline is 4200 km.

Case 4. The terrestrial radio astronomy organisation uses
four primary GTs and three secondary GTs that operate in
the IEEE UHF band. The primary and secondary GTs incor-
porate cyclostationary detectors. The baseline is 4200 km.

Case 5. The terrestrial radio astronomy organisation uses
four primary GTs and three secondary GTs that operate in
the IEEE UHF band and IEEE C band, respectively. The
maximum separating distance between primary and sec-
ondary GTs is 4200 km. Both primary and secondary GTs
incorporate the cyclostationary detection mechanism.

As shown in Figure 10, the use of secondaryGTs alongside
primary GTs reduces the terrestrial radio astronomy organi-
sation’s ownership costs. In the case where the number of GTs
is between five and seven, the cost of ownership is maximum
in Case 1 compared to Cases 2, 3, 4, and 5, respectively. When
compared to the cost in Case 1, the use of secondary GTs in
Cases 2, 3, 4, and 5 reduces ownership costs by 17.9%, 25.6%,
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12.6%, and 12.6%, respectively. The costs in Cases 4 and 5 are
equal because these cases are differentiated only by the GT
observation frequency. The simulation parameters shown in
Table 3 are not observation frequency dependent.

It can also be seen that the cost in Case 1 is lowest when
there are up to four primary GTs compared to Cases 2, 3,
4, and 5, respectively. This is because the primary GTs in
Case 1 do not have any cyclostationary module, multimode
control software or Internet link costs. The cyclostationary
module increases the cost in Cases 4 and 5. The inclusion of
the control software and Internet link increases the cost in
Cases 2, 3, 4, and 5.Therefore, the increased cost is due to the
incorporation of the features proposed in this paper.The cost
of adding the incorporated features increases the cost for the
first four GTs for Cases 2, 4, and 5 when compared to Case 1.
It does result in an increase for the cost comparison between
Cases 1 and 3. This is because, in Cases 1 and 3, the first four
GTs are primaryGTswith similar functionalities.The average
increase in costs of Cases 2, 4, and 5 compared to Case 1 is
observed to be the same and equals 11.4%.The increase in cost
is equal because only the cyclostationary module is added to
the primary GT in Cases 2, 4, and 5 when compared to Case
1.

Further analysis of the results presented in Figure 11
shows that the angular resolution in Cases 2, 3, 4, and 5
outperforms that of Case 1 by 67.5%, 59.2%, 75%, and 66.7%
on average, respectively. It can be seen that the opportunistic
use of secondary GTs enhances the angular resolution. The
incorporation of the cyclostationary module in Cases 4
and 5 also enhances the angular resolution because of the
interference protection capability.

The improvement in angular resolution is larger when
primary and secondary GTs use the IEEE UHF band as
seen in Cases 2 and 4 because of the shorter wavelength.
Nevertheless, secondary GT incorporation enhances angular
resolution.Therefore, using a secondaryGT that incorporates
the cyclostationary detector improves the angular resolution
when its inclusion increases the baseline. Hence, terrestrial
radio astronomy organisations should combine primary and
secondary GTs to reduce ownership costs and improve
angular resolution.

5.2. Opportunistic Computing Scheme (OCS). Theprobability
of success of the opportunistic computing scheme (OCS-
SEP) is also investigated. OCS-SEP is dependent on the
number of GTs and HPC computational units (CUs). The
OCS-SEP is investigated for different number of GTs and
HPC CUs. The simulation result is shown in Figure 12. An
increase in the CU from 10Kbits to 100Kbits improves the
OCS-SEP for the same number of GTs. An increase in CUs
from 10Kbits to 100Kbits improves theOCS-SEP from0.0387
to 0.9087.TheOCS-SEP also improveswhen theCU increases
from 100Kbits to 1000Kbits. An increase in the CU from
100Kbits to 1000Kbits increases the OCS-SEP from 0.0726
to 0.9085. Hence, the availability of more HPC CUs improves
the OCS-SEP.

The influence of OCS on terrestrial wireless network
throughput is also investigated. The terrestrial wireless net-
work throughput is that obtained when OCS execution is
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Figure 12: OCS-SEP for varying computational units and number
of telescopes.
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Figure 13: Relationship between terrestrial wireless network
throughput and number of telescopes.

used to develop artificial neural network multiuser detectors.
The simulation environment considers a scenariowhere three
CRs share a channel to improve spectrum utilisation. The
simulated OCS throughput is shown in Figure 13.

As seen in Figure 13, the throughput reduces with a
decreasing HPC CU. The lowest throughput is obtained at
epochs where available CUs cannot support the number
of functional GTs. The achievable throughput is minimum
when the HPC has 10 Kbits and there are 71 GTs and when
the HPC has 100Kbits and there are 141 GTs.

Further analysis shows that the CBS throughput is
enhanced by 60.4% on average when the HPC CU is
1000Kbits compared to when the HPC CU is 10 Kbits for up
to 71 telescopes. The CBS throughput is enhanced by 59.3%
on average when the HPC has 100Kbits compared to when
the HPC has 10 Kbits with up to 71 GTs.When there are up to
141 GTs, the increase in HPCCU from 100Kbits to 1000Kbits
improves throughput by an average of 37.7%.
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6. Conclusion

This paper addresses challenges affecting the future conduct
of terrestrial radio astronomy observations. The terrestrial
radio astronomy organisations being considered use ground
telescopes realised by converting unused earth stations. The
challenges are those of optimising terrestrial radio astronomy
observations and enhancing high performance computing
infrastructure utilisation. The optimisation goals aim to
protect terrestrial radio astronomy observations from inter-
satellite interference and enhance angular resolution. The
interference mitigation framework utilises the similarities
in the order of observed astronomy sources. The use of
similarities protects ground telescopes from intersatellite
link interference and increases intersatellite link connection
duration. The paper also proposes the use of secondary
telescopes to enhance angular resolution. In addition, the
paper proposes the opportunistic computing scheme to
enhance high performance computing infrastructure utili-
sation. The opportunistic computing scheme is a synergy
between radio astronomy observations and cognitive base
stations. It enhances cognitive base station autonomy. Inves-
tigations show that the intersatellite links that use cognitive
radios with the proposed intelligent framework have an
interference-free connection duration lying between 43.7
seconds and 49.5 seconds. The interference-free intersatellite
link transmission duration is increased when the similarity in
radio astronomy observation patterns is considered. Analysis
also shows that the opportunistic computing scheme enables
the realisation of cognitive base stations. In addition, the
opportunistic computing scheme enhances terrestrial wire-
less network throughput. It is also shown that the use of
secondary telescopes enhances angular resolution by up to
59% and reduces costs by up to 12.6%.
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The spatially conformally flat approximation (CFA) is a viable method to deduce initial conditions for the subsequent evolution of
binary neutron stars employing the full Einstein equations. Here we analyze the viability of the CFA for the general relativistic
hydrodynamic initial conditions of binary neutron stars. We illustrate the stability of the conformally flat condition on the
hydrodynamics by numerically evolving ∼100 quasicircular orbits. We illustrate the use of this approximation for orbiting neutron
stars in the quasicircular orbit approximation to demonstrate the equation of state dependence of these initial conditions and how
they might affect the emergent gravitational wave frequency as the stars approach the innermost stable circular orbit.

1. Introduction

The epoch of gravitational wave astronomy has now begun
with the first detection [1, 2] of the merger of binary
black holes by Advanced LIGO [3]. Now that the first
ground based gravitational wave detection has been achieved,
observations of binary neutron star mergers should soon be
forthcoming. This is particularly true as other second gen-
eration observatories such as Advanced VIRGO [4] and
KAGRA [5] will soon be online. In addition to binary black
holes, neutron star binaries are thought to be among the
best candidate sources gravitational radiation [6, 7]. The
number of such systems detectable by Advanced LIGO is
estimated [7–14] to be of order several events per year based
upon observed close binary-pulsar systems [15, 16]. There is
a difference between neutron star mergers and black hole
mergers; however, in that neutron star mergers involve the
complex evolution of the matter hydrodynamic equations in
addition to the strong gravitational field equations. Hence,
one must carefully consider both the hydrodynamic and field
evolution of these systems.

To date there have been numerous attempts to calculate
theoretical templates for gravitational waves from compact
binaries based upon numerical and/or analytic approaches
(see, e.g., [17–26]). However, most approaches utilize a com-
bination of post-Newtonian (PN) techniques supplemented
with quasicircular orbit calculations and then applying full
GR for only the last few orbits before disruption. In this
paper we analyze the hydrodynamic evolution in the spatially
conformally flat metric approximation (CFA) as a means to
compute stable initial conditions beyond the range of validity
of the PN regime, that is, near the last stable orbits. We
establish the numerical stability of this approach based upon
many orbit simulations of quasicircular orbits. We show that
one must follow the stars for several orbits before a stable
quasicircular orbit can be achieved. We also illustrate the
equation of state (EoS) dependence of the initial conditions
and associated gravitational wave emission.

When binary neutron stars are well separated, the post-
Newtonian (PN) approximation is sufficiently accurate [27].
In the PN scheme, the stars are often treated as point masses,
either with or without spin. At third order, for example, it has
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been estimated [28–30] that the error due to assuming the
stars are point masses is less than one orbital rotation [28]
over the ∼16,000 cycles that pass through the LIGO detector
frequency band [7]. Nevertheless, it has been noted in many
works [25, 31–42] that relativistic hydrodynamic effectsmight
be evident even at the separation (∼10–100 km) relevant to the
LIGO window.

Indeed, the templates generated by PN approximations,
unless carried out to fifth and sixth order [28, 29], may not
be accurate unless the finite size and proper fluid motion of
the stars are taken into account. In essence, the signal emitted
during the last phases of inspiral depends upon the finite size
and the equation of state (EoS) through the tidal deformation
of the neutron stars and the cut-off frequency when tidal
disruption occurs.

Numeric and analytic simulations [43–51] of binary neu-
tron stars have explored the approach to the innermost stable
circular orbit (ISCO). While these simulations represent
some of the most accurate to date, simulations generally
follow the evolution for a handful of orbits and are based
upon initial conditions of quasicircular orbits obtained in
the conformally flat approximation. Accurate templates of
gravitational radiation require the ability to stably and reliably
calculate the orbit initial conditions. The CFA provides a
means to obtain accurate initial conditions near the ISCO.

The spatially conformally flat approximation to GR was
first developed in detail in [32]. That original formulation,
however, contained a mathematical error first pointed out by
Flanagan [52] and subsequently corrected in [34]. This error
in the solution to the shift vector led to a spuriousNS crushing
prior to merger. The formalism discussed below is for the
corrected equations. Here, we discuss the hydrodynamic
solutions as developed in [31–34, 53, 54].This CFA formalism
includes much of the nonlinearity inherent in GR and leads
set of coupled, nonlinear, elliptic field equations that can
be evolved stably. We also note that an alternative spectral
method solution to the CFA configurations was developed
by [55, 56], and approaches beyond the CFA have also
been proposed [48]. However, our purpose here is to clarify
the viability of the hydrodynamic solution without the impo-
sition of aKilling vector or special symmetry.This approach is
the most adaptable, for example, to general initial conditions
such as that of arbitrarily elliptical orbits and/or arbitrarily
spinning neutron stars.

Here, we summarize the original CFA approach and asso-
ciated general relativistic hydrodynamics formalism devel-
oped in [32, 34, 53, 54] and illustrate that it can produce stable
initial conditions anywhere between the post-Newtonian to
ISCO regimes. We quantify how long this method takes to
converge to quasiequilibrium and demonstrate the stability
by subsequently integrating up to ∼100 orbits for a binary
neutron star system. We also analyze the EoS dependence
of these quasicircular initial orbits and show how these
orbits can be used to make preliminary estimates [57] of the
gravitational wave signal for the initial conditions.

This paper is organized as follows. In Section 2 the basic
method is summarized and in Section 3 a number of code
tests are performed in the quasiequilibrium circular orbit
limit to demonstrate the stability of the technique. The EoS

dependence of the initial conditions and associated gravita-
tional wave frequency are analyzed in Section 4. Conclusions
are presented in Section 5.

2. Method

2.1. Field Equations. The solution of the field equations and
hydrodynamic equations of motion were first solved in three
spatial dimensions and explained in detail in the 1990s in [31,
32] and subsequently further reviewed in [53, 58]. Here, we
present a brief summary to introduce the variables relevant
to the present discussion.

One starts with the slicing of space-time into the usual
one-parameter family of hypersurfaces separated by differen-
tial displacements in a time-like coordinate as defined in the
(3 + 1) ADM formalism [59, 60].

In Cartesian 𝑥, 𝑦, 𝑧 isotropic coordinates, proper distance
is expressed as

𝑑𝑠
2
= − (𝛼

2
− 𝛽𝑖𝛽
𝑖
) 𝑑𝑡
2
+ 2𝛽𝑖𝑑𝑥

𝑖
𝑑𝑡 + 𝜙

4
𝛿𝑖𝑗𝑑𝑥
𝑖
𝑑𝑥
𝑗
, (1)

where the lapse function 𝛼 describes the differential lapse of
proper time between two hypersurfaces.The quantity𝛽𝑖 is the
shift vector denoting the shift in space-like coordinates
between hypersurfaces. The curvature of the metric of the
3-geometry is described by a position-dependent conformal
factor 𝜙4 times a flat-space Kronecker delta (𝛾𝑖𝑗 = 𝜙

4
𝛿𝑖𝑗).This

conformally flat condition (together with themaximal slicing
gauge, tr{𝐾𝑖𝑗} = 0) requires [60]

2𝛼𝐾𝑖𝑗 = 𝐷𝑖𝛽𝑗 + 𝐷𝑗𝛽𝑖 −
2

3

𝛿𝑖𝑗𝐷𝑘𝛽
𝑘
, (2)

where𝐾𝑖𝑗 is the extrinsic curvature tensor and𝐷𝑖 are 3-space
covariant derivatives. This conformally flat condition on the
metric provides a numerically valid initial solution to the
Einstein equations. The vanishing of the Weyl tensor for a
stationary system in three spatial dimensions guarantees that
a conformally flat solution to the Einstein equations exists.

One consequence of this conformally flat approximation
to the three-metric is that the emission of gravitational
radiation is not explicitly evolved. Nevertheless, one can
extract the gravitational radiation signal and the back reac-
tion via a multipole expansion [32, 61]. An application to the
determination of the gravitational wave emission from the
quasicircular orbits computed here is given in [57]. The
advantage of this approximation is that conformal flatness
stabilizes and simplifies the solution to the field equations.

As a third gauge condition, one can choose separate
coordinate transformations for the shift vector and the
hydrodynamic grid velocity to separately minimize the field
andmatter motion with respect to the coordinates.This set of
gauge conditions is key to the present application. It allows
one to stably evolve up to hundreds and even thousands of
binary orbits without the numerical error associated with the
frequent advocating of fluid through the grid.

Given a distribution of mass and momentum on some
manifold, then one first solves the constraint equations of
general relativity at each time for a fixed distribution of
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matter. One then evolves the hydrodynamic equations to
the next time step. Thus, at each time slice a solution to
the relativistic field equations and information on the hydro-
dynamic evolution is obtained.

The solutions for the field variables 𝜙, 𝛼, and 𝛽
𝑖 reduce to

simple Poisson-like equations in flat space. The Hamiltonian
constraint [60] is used to solve for the conformal factor 𝜙 [32,
62]

∇
2
𝜙 = −2𝜋𝜙

5
[𝑊
2
(𝜌 (1 + 𝜖) + 𝑃) − 𝑃 +

1

16𝜋

𝐾𝑖𝑗𝐾
𝑖𝑗
] . (3)

In the Newtonian limit, the RHS is dominated [32] by the
proper matter density 𝜌, but in strong fields and compact
neutron stars there are also contributions from the internal
energy density 𝜖, pressure 𝑃, and extrinsic curvature. The
source is also significantly enhanced by the generalized
curved-space Lorentz factor 𝑊

𝑊 = 𝛼𝑈
𝑡
= [1 +

∑𝑈
2
𝑖

𝜙
4

]

1/2

, (4)

where 𝑈
𝑡 is the time component of the relativistic four

velocity and 𝑈𝑖 are the covariant spatial components. This
factor,𝑊, becomes important near the last stable orbit as the
specific kinetic energy of the stars rapidly increases.

In a similar manner [32, 62], the Hamiltonian constraint,
together with the maximal slicing condition, provides an
equation for the lapse function,

∇
2
(𝛼𝜙) = 2𝜋𝛼𝜙

5
[3𝑊
2
[𝜌 (1 + 𝜖) + 𝑃] − 2𝜌 (1 + 𝜖)

+ 3𝑃 +

7

16𝜋

𝐾𝑖𝑗𝐾
𝑖𝑗
] .

(5)

Finally, the momentum constraints yields [60] an elliptic
equation for the shift vector [34, 52],

∇
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1
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where
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𝜕𝑥
𝑘
) .

(7)

Here 𝑆𝑖 are the spatial components of the momentum density
one-form as defined below.

We note that, in early applications of this approach, the
source for the shift vector contained a spurious term due
to an incorrect transformation between contravariant and
covariant forms of themomentum density as was pointed out
in [34, 52]. As illustrated in those papers, this was the main
reason why early hydrodynamic calculations induced a con-
troversial additional compression on stars causing them to
collapse to black holes prior to inspiral [31]. This problem no
longer exists in the formulation summarized here.

2.2. Relativistic Hydrodynamics. To solve for the fluidmotion
of the system in curved-space time it is convenient to use an
Eulerian fluid description [63]. One begins with the perfect
fluid stress-energy tensor in the Eulerian observer rest frame,

𝑇𝜇] = 𝑃𝑔𝜇] + (𝜌 (1 + 𝜖) + 𝑃)𝑈𝜇𝑈], (8)

where 𝑈𝜇 is the relativistic four velocity one-form.
By introducing the usual set of Lorentz contracted state

variables it is possible to write the relativistic hydrodynamic
equations in a form which is reminiscent of their Newtonian
counterparts [63]. The hydrodynamic state variables are the
coordinate baryon mass density

𝐷 = 𝑊𝜌; (9)

the coordinate internal energy density

𝐸 = 𝑊𝜌𝜖; (10)

the spatial three velocity

𝑉
𝑖
= 𝛼

𝑈𝑖

𝜙
4
𝑊

− 𝛽
𝑖
; (11)

and the covariant momentum density

𝑆𝑖 = (𝐷 + 𝐸 + 𝑃𝑊)𝑈𝑖. (12)

In terms of these state variables, the hydrodynamic
equations in the CFA are as follows: the equation for the
conservation of baryon number takes the form

𝜕𝐷

𝜕𝑡

= −6𝐷

𝜕 log𝜙

𝜕𝑡

−

1

𝜙
6

𝜕
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𝑗
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6
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𝑗
) . (13)

The equation for internal energy evolution becomes
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(14)

Momentum conservation takes the form
𝜕𝑆𝑖
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,

(15)

where the last term in (15) is the contribution from the radi-
ation reaction potential 𝜒 as defined in [32, 57]. In the con-
struction of quasistable orbit initial conditions, this term is
set to zero. Including this term would allow for a calculation
of the orbital evolution via gravitational wave emission in the
CFA. However, there is no guarantee that this is a sufficiently
accurate solution to the exact Einstein equations. Hence, the
CFA is useful for the construction of initial conditions.
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2.3. AngularMomentumandOrbital Frequency. In the quasi-
circular orbit approximation (neglecting angular momentum
in the radiation field), this system has a Killing vector
corresponding to rotation in the orbital plane. Hence, for
these calculations the angular momentum is well defined and
given by an integral over the space-time components of the
stress-energy tensor [64]; that is,

𝐽
𝑖𝑗

= ∫ (𝑇
𝑖0
𝑥
𝑗
− 𝑇
𝑗0
𝑥
𝑖
) 𝑑𝑉. (16)

Aligning the 𝑧-axis with the angular momentum vector then
gives

𝐽 = ∫ (𝑥𝑆
𝑦
− 𝑦𝑆
𝑥
) 𝑑𝑉. (17)

To find the orbital frequency detected by a distant
observer corresponding to a fixed angular momentum we

employ a slightlymodified derivation of the orbital frequency
compared to that of [53]. In asymptotically flat coordinates
the angular frequency detected by a distant observer is simply
the coordinate angular velocity; that is, one evaluates

𝜔 ≡

𝑑𝜙

𝑑𝑡

=

𝑈
𝜙

𝑈
0
. (18)

In theADMconformally flat (3+1) curved space, our only
task is then to deduce 𝑈

𝜙 from code coordinates. For this we
make a simple polar coordinate transformation keeping our
conformally flat coordinates, so

𝑈
𝜙
= Λ
𝜙
]𝑈

]
=

𝑥𝑈
𝑦
− 𝑦𝑈
𝑥

𝑥
2
+ 𝑦
2

. (19)

Now, the code uses covariant four velocities, 𝑈𝑖 = 𝑔𝑖]𝑈
]

=

𝛽𝑖𝑈
0

+ 𝜙
4
𝑈
𝑖. This gives 𝑈

𝑖
= 𝑈𝑖𝛽𝑖(𝑊/𝛼)/𝜙

4. Finally, one
must density weight and volume average 𝜔 over the fluid
differential volume elements. This gives

𝜔 =

∫𝑑
3
𝑥𝜙
2
(𝐷 + Γ𝐸) [(𝛼/𝑊) (𝑥𝑈𝑦 − 𝑦𝑈𝑥) − (𝑥𝛽𝑦 − 𝑦𝛽𝑥)] / (𝑥

2
+ 𝑦
2
)

∫ 𝑑
3
𝑥𝜙
6
(𝐷 + Γ𝐸)

. (20)

This form differs slightly from that of [53] but leads to the
similar results.

A key additional ingredient, however, is the implemen-
tation of a grid three velocity 𝑉

𝑖
𝐺 that minimizes the matter

motion with respect to 𝑈𝑖 and 𝛽𝑖. Hence, the total angular
frequency to a distant observer 𝜔tot = 𝜔+𝜔𝐺, and in the limit
of rigid corotation, 𝜔tot → 𝜔𝐺, where 𝜔𝐺 = 𝑥𝑉

𝑦
+ 𝑦𝑉
𝑥.

For the orbit calculations illustrated here we model
corotating stars, that is, no spin in the corotating frame.
This minimizes matter motion on the grid. However, we
note that there is need at the present time of initial condi-
tions for arbitrarily spinning neutron stars and the method
described here is equally capable of supplying those initial
conditions.

As a practical approach the simulation [32] of initial
conditions is best run first with viscous damping in the
hydrodynamics for sufficiently long time (a few thousand
cycles) to relax the stars to a steady state. Subsequently, one
can run with no damping. In the present illustration we
examine stars at large separation which are in quasiequilib-
rium circular orbits and stable hydrodynamic configurations.
In the initial relaxation phase the orbits are circularized
by damping any radial velocity components. During the
evolution, the rigorous conservation of angularmomentum is
imposed by adjusting the orbital angular velocity in (20) such
that (17) remains constant. The simulated orbits described in
this work span the time from the last several minutes up to
orbit inspiral. Here, we illustrate the stability of the multiple
orbit hydrodynamic simulation and examinewhere the initial
conditions for the strong field orbit dynamics computed here
deviates from the post-Newtonian regime.

3. Code Validation

3.1. Code Tests. To evolve stars at large separation distance
it is best [53] to decompose the grid into a high resolution
domain with a fine matter grid around the stars and a coarser
domain with an extended grid for the fields. Figure 1 shows a
schematic of this decomposition from [54].

As noted in [53] it is best to keep the number of zones
across each star between 25 and 40 [54]. This keeps the error
in the numerics below 0.5%. It has also been pointed out [53]
that an artificial viscosity (AV) shock capturing scheme has
an advantage over Riemann solvers because only about half
as many zones are required to accurately resolve the stars
when an AV scheme is employed compared to a Riemann
solver.

The time steps 𝑑𝑡𝑛 are taken as the minimum of the time
step as determined by several conditions. Each condition is
also multiplied by a number less than one to accommodate
the nonlinear nature of the equations.

The first condition is known as the Courant condition,
that is, a search over all zones 𝑖 for the zonewith theminimum
sound crossing time:

𝑑𝑡1 = min(

𝑑𝑥
𝑖
𝑏

𝐶
𝑖
𝑠

) , (21)

where 𝐶
𝑖
𝑠 is the sound speed in the 𝑖th zone.

The Newtonian sound speed is given by the variation of
pressure with density. In relativity the wave speed is given
instead by the adiabatic derivative of the pressurewith respect
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Figure 1: Schematic representation of the field and hydrodynamics
grid used in the simulations. The inner blue grid represents the
higher resolution matter grid and the outer white grid represents
the field grid.

to the relativistic inertial density. In terms of relativistic
variables the local sound speed in zone 𝑖 then becomes [53]

𝐶𝑠 =
√

Γ𝑖 (Γ𝑖 − 1) 𝐸𝑖

𝐷𝑖 + Γ𝑖𝐸𝑖

. (22)

The second condition is a search for the zone with
minimum time for material to flow across a zone

𝑑𝑡2 = min(

𝑑𝑥
𝑖
𝑎





𝑉
𝑖



) . (23)

This constraint is introduced to ensure stability and accuracy
in the numerical advection calculation.

The third condition is introduced to maintain stability
of the artificial viscosity algorithm. The viscous equations
are analogous to a diffusion equation in four velocity with a
diffusion coefficient 𝐷 ≈ 𝑘1𝑑𝑥

𝑖
|𝛿𝑈
𝑖
|, where 𝛿𝑈

𝑖
≡ 𝑈
𝑖+1

−

𝑈
𝑖. We then can define a minimum viscous diffusion time

across a zone derived from the stability condition for explicit
diffusion equations

𝑑𝑡3 =
1

4

min(

𝑊
𝑖
𝑑𝑥
𝑖
𝑏





𝛿𝑈
𝑖



) . (24)

The time step 𝑑𝑡 is then assigned to be some fraction
(referred to as the Courant parameter) of the minimum of
these three conditions

𝑑𝑡 = 𝑘min (𝑑𝑡1, 𝑑𝑡2, 𝑑𝑡3) , (25)

Obviously, smaller values for 𝑘 increase the accuracy of the
calculation but also increase the computation time.

Figure 2 shows a plot of orbital velocity versus time
for various values of the Courant parameter. This figure
establishes that the routines for the hydrodynamics are stable
(e.g., changing the Courant condition has little to effect) as
long as 𝑘 ≤ 0.5.
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Figure 2: Comparison of the orbital angular velocity 𝜔 versus
time for different values of the Courant parameter 𝑘. As can be
seen, the simulations with 𝑘 = 0.25–0.5 result in stable runs that
converge to the same value, implying that a smaller 𝑘 or equivalently
a smaller 𝛿𝑡 is not necessary and would only use extra CPU time.
For comparison, we plot a simulation with 𝑘 = 0.6 to show that the
stability is lost for 𝑘 > 0.5.
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Figure 3: Plot of the error in the central density versus the number
of zones across the star. It is clear that there is only a 1% error with
≈15 zones across the star. Increasing the number of zones across the
star so that there are >35 zones across the star produces less than a
0.1% error.

Figure 3 illustrates the difference between the central den-
sity 𝜌𝑐 and the central density (𝜌52) at the highest resolution
of 52 zones for single isolated stars. This is expressed as the
fractional error as a function of the number of zones across
a star. This plot was calculated using the relatively soft MW
EoS, that is, the zero temperature and zero neutrino chemical
potential limit of the EoS that has previously been used to
model core-collapse supernovae [32, 53, 65].

This figure illustrates that here is only a 1% error in central
density with ≈15 zones across the star, while increasing the
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Figure 4: Plot of the orbital angular velocity, 𝜔 in geometrized units
(cm−1) versus cycle number. When 𝜔 stops changing the simulation
has reached a circular binary orbit solution. This run was extended
to over 30,000 cycles, corresponding to ≈20 orbits.

number of zones across the star to >35 produces less than a
0.1%. In the illustrations below we maintain 𝑘 = 0.5 and ≈25
zones across each star as the best choice for both speed and
accuracy needed to compute stable orbital initial conditions.

3.2. Orbit Stability. As an illustration of the orbit stability
Figure 4 shows results from a simulation [54] in which the
angular momentum was fixed at 𝐽 = 2.7 × 10

11 cm2 and the
Courant parameter set to 𝑘 = 0.5. For this orbital calculation
the MW EoS was employed and each star was fixed at a
baryon mass of 𝑀𝐵 = 1.54M⊙ and a gravitational mass in
isolation of 𝑀𝐺 = 1.40M⊙.

Figure 4 shows the evolution of the orbital angular
velocity𝜔 versus computational cycle for the first 30,000 code
cycles corresponding to ≈20 orbits. The stars were initially
placed on the grid using a solution of the TOV equation
in isotropic coordinates for an isolated star. The stars were
initially set to be corotating but were allowed to settle into
their binary equilibrium. Notice that it takes ∼5,000 cycles,
corresponding to ∼3 orbits, just to approach the quasiequilib-
riumbinary solution. Indeed, the stars continued to gradually
compact and slightly increase in orbital frequency until ∼10
orbits; afterward, the stars were completely stable.

Figure 5 shows the contours of the lapse function 𝛼

(roughly corresponding to the gravitational potential) and
corresponding density profiles at cycle numbers, 0, 5200, and
25800 (≈0, 5, and 19 orbits). Figure 6 shows the contours
of central density and the orientation of the binary orbit
corresponding to these cycle numbers. One can visibly see
from these figures the relaxation of the stars after the first few

orbits and the stability of the density profiles after multiple
orbits.

We note, however, that this orbit is on the edge of the
ISCO. As such it could be unstable to inspiral even after
many orbits. Figures 7 and 8 further illustrate this point. In
these simulations various angular momenta were computed
with a slightly higher neutron star mass (𝑀𝑏 = 1.61M⊙ and
𝑀𝑔 = 1.44M⊙), but the sameMWEoS. In this case the binary
system was followed for nearly 100 orbits.

Figure 7 illustrates orbital angular frequency versus cycle
number for three representative angularmomenta bracketing
the ISCO. The orbital separation for the lowest angular
momentum (𝐽 = 2.7 × 10

11 cm−2) shown on Figure 7 is
just inside the ISCO. Hence, even though it requires about
10 orbits before inspiral, the orbit is eventually unstable.
Similarly, Figure 8 shows the central density versus number of
orbits for 6 different angular momenta. Here one can see that
orbits with 𝐽 ≥ 3.0 × 10

11 cm−2 are stable. Indeed, for these
cases, after about the first 3 orbits the orbits continue with
almost no discernible change in orbit frequency or central
density.

As mentioned previously, the numerical relativistic neu-
tron binary simulations of [43] all start with initial data that
are subsequently evolved in a different manner compared
to those with which they were created. One conclusion that
may be drawn from the above set of simulations, however,
is that the initial data must be evolved for ample time (>3
orbit) for the stars to reach a true quasiequilibrium binary
configuration.That has not always been done in the literature.

4. Sensitivity of Initial Condition Orbital
Parameters to the Equation of State

4.1. Equations of State. One hope in the forthcoming detec-
tion of gravitational waves is that a sensitivity exists to the
neutron star equation of state. For illustration we utilize
several representative equations of state often employed in
the literature. These span a range from relatively soft to
stiff nuclear matter. These are used to illustrate the EoS
dependence of the initial conditions.OneEoS often employed
is that of a polytrope, that is,𝑝 = 𝐾𝜌

Γ, with Γ = 2, where in cgs
units, 𝐾 = 0.0445(𝑐

2
/𝜌𝑛), and 𝜌𝑛 = 2.3 × 10

14 g cm−3. These
parameters, with 𝜌𝑐 = 4.74×10

14 g cm−3, produce an isolated
star having a radius = 17.12 km and baryon mass = 1.5M⊙.
As noted in previous sections we utilize the zero temperature
and zero neutrino chemical potential MW EoS [32, 53, 65].
The third is the equation of state developed by Lattimer and
Swesty [66] with two different choices of compressibility, one
having compressibility 𝐾 = 220MeV and the other having
𝐾 = 375MeV. We denote these as LS 220 and LS 375. The
fourth EoS has been developed by Glendenning [67]. This
EoS has 𝐾 = 240MeV, which is close to the experimental
value [68].We denote this EoS as GLN. Table 1 illustrates [54]
the properties of isolated neutron stars generated with each
EoS. For each case the baryon mass was chosen to obtain a
gravitational mass for each star of 1.4M⊙.

In Figure 9 we plot the equation of state index Γ versus
density, 𝜌, for the various EoSs considered here. These are
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Figure 5: Contours of the lapse function (left) and central density (right) at cycle numbers 0 (a), 5,200 (b), and 25,800 (c) corresponding to
roughly 0, 5, and 19 orbits.
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Figure 6: Contours of the central density for the binary system at the approximate number of orbits as labelled.

Table 1: Table presenting central density, baryon mass, and gravita-
tional mass for the five adopted equations of state.

EoS 𝜌𝑐 (×10
15 g cm−3) 𝑀𝐵 (M⊙) 𝑀𝐺 (M⊙)

GLN 1.56 1.54 1.40
MW 1.39 1.54 1.40
LS 220 0.698 1.54 ∼1.40
LS 375 0.492 1.54 ∼1.40
Γ = 2 polytrope 0.474 1.50 1.40

compared to the simple polytropic Γ = 2 EoS often employed
in the literature.

4.2. EoS Dependence of the Initial Condition Orbit Parameters.
Table 2 summarizes the initial condition orbit parameters
[54] at various fixed angular momenta for the various
equations of state. In the case of orbits unstable to merger,
this table lists the orbit parameters just before inspiral. These
orbits span a range in specific angular momenta 𝐽/𝑀

2
0 of ∼5

to 10. The equations of state listed in Tables 1 and 2 are in
approximate order of increasing stiffness from the top to the
bottom.

As expected, the central densities are much higher for
the relatively soft MW and GLN equations of state. Also,

the orbit angular frequencies are considerably lower for
the extended mass distributions of the stiff equations of
state than for the more compact soft equations of state.
These extended mass distributions induce a sensitivity of the
emergent gravitational wave frequencies and amplitude due
to the strong dependence of the gravitational wave frequency
to the quadrupole moment of the mass distribution.

4.3. Gravitational Wave Frequency. The physical processes
occurring during the last orbits of a neutron star binary are
currently a subject of intense interest. As the stars approach
their final orbits it is expected that the coupling of the
orbital motion to the hydrodynamic evolution of the stars
in the strong relativistic fields could provide insight into
various physical properties of the coalescing system [58, 69].
In this regard, careful modeling of the initial conditions is
needed which includes both the nonlinear general relativistic
and hydrodynamic effects as well as a realistic neutron star
equation of state.

Figure 10 shows the EoS sensitivity of the gravitational
wave frequency 𝑓 = 𝜔/𝜋 as a function of proper separation
𝑑𝑝 between the stars for the various orbits and equations of
state summarized in Table 2. These are compared with the
circular orbit condition in the (post)5/2-Newtonian approxi-
mation, hereafter PN, analysis of reference [70]. In that paper
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a search was made for the inner most stable circular orbit in
the absence of radiation reaction terms in the equations of
motion.This is analogous to the calculations performed here
which also analyzes orbit stability in the absence of radiation
reaction.
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Figure 9: EoS index Γ versus central density for various equations
of state. Large Γ implies a stiff EoS.
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Figure 10: Computed gravitationalwave frequency,𝑓, versus proper
separation for each EoS as labelled.The black line corresponds to the
(post)5/2-Newtonian estimate. Frequencies obtained from the stiff
and polytropic equations of state do not deviate by more than ∼10%
from the PN prediction until a frequency greater than ∼300Hz.The
grey line is an extrapolation of the frequencies obtained using the
soft MW and GLN EoSs. These begin to deviate by more than 10%
from the PN prediction at a frequency of ∼100Hz.

In the (post)5/2-Newtonian equations of motion, a cir-
cular orbit is derived by setting time derivatives of the
separation, angular frequency, and the radial acceleration to
zero. This leads to the circular orbit condition [70]

𝜔
2
0 =

𝑚𝐴0

𝑑
3
ℎ

, (26)
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Table 2: Orbital parameters for each EoS.

EoS 𝐽 (cm2) 𝜔 (rad s−1) 𝑑𝑝 (km) 𝑑𝑐 (km) 𝑀ADM (M⊙) 𝜌𝑐 (g cm
−3)

GLN

2.7 × 10
11 666.5 71.62 57.67 1.390 1.73 × 10

15

2.8 × 10
11 592.34 77.82 62.81 1.391 1.69 × 10

15

3.0 × 10
11 475.05 88.06 73.53 1.394 1.61 × 10

15

3.2 × 10
11 391.75 100.34 84.31 1.396 1.56 × 10

15

MW

2.6 × 10
11 780.92 65.22 51.52 1.391 1.67 × 10

15

2.7 × 10
11 671.85 71.18 57.24 1.393 1.62 × 10

15

2.8 × 10
11 602.80 76.94 61.86 1.394 1.60 × 10

15

3.0 × 10
11 482.30 86.91 72.36 1.396 1.55 × 10

15

3.5 × 10
11 300.46 116.13 100.8 1.399 1.44 × 10

15

3.8 × 10
11 235.72 136.93 119.74 1.401 1.39 × 10

15

LS 220

2.7 × 10
11 523.59 90.77 77.34 1.403 7.18 × 10

14

2.8 × 10
11 472.08 97.53 83.08 1.404 7.14 × 10

14

3.0 × 10
11 389.96 109.78 94.84 1.405 7.06 × 10

14

3.2 × 10
11 327.04 122.51 107.10 1.407 6.98 × 10

14

LS 375

2.7 × 10
11 490.09 97.09 83.92 1.404 5.00 × 10

14

2.8 × 10
11 442.40 103.95 90.04 1.405 4.98 × 10

14

3.0 × 10
11 366.67 116.65 102.50 1.406 4.95 × 10

14

3.2 × 10
11 307.80 130.72 115.60 1.407 4.92 × 10

14

Polytrope

1.8 × 10
11 804.70 63.30 51.20 1.395 6.78 × 10

14

2.1 × 10
11 826.03 67.85 55.18 1.396 7.00 × 10

14

2.3 × 10
11 762.37 74.64 61.72 1.397 6.55 × 10

14

2.5 × 10
11 624.33 85.87 72.71 1.399 6.24 × 10

14

2.6 × 10
11 532.83 94.04 80.45 1.400 6.17 × 10

14

2.7 × 10
11 477.19 101.34 86.95 1.400 6.05 × 10

14

where 𝜔0 is the circular orbit frequency and 𝑚 = 2𝑀
0
𝐺, 𝑑ℎ is

the separation in harmonic coordinates, and 𝐴0 is a relative
acceleration parameter which for equal mass stars becomes

𝐴0 = 1 −

3

2

𝑚

𝑑ℎ

[3 −

77

8

𝑚

𝑑ℎ

+ (𝜔0𝑑ℎ)
2
] +

7

4

(𝜔0𝑑ℎ)
2
. (27)

Equations (26) and (27) can be solved to find the orbit
angular frequency as a function of harmonic separation 𝑑ℎ.
The gravitational wave frequency is then twice the orbit
frequency, 𝑓 = 𝜔0/𝜋.

Although this is a gauge-dependent comparison, for
illustration we show in Figure 10 the calculated gravitational
wave frequency compared to the PN expectation as a function
of proper binary separation distance up to 200 km. One
should keep in mind, however, that there is some uncertainty
in associating proper distance with the PN parameter (𝑚/𝑟).
Hence, a comparison with the PN results is not particularly
meaningful. It is nevertheless instructive to consider the
difference in the numerical results as the stiffness of the EoS
is varied. The polytropic and stiff EoSs begin to deviate (by
>10%) from the softer equations of state (MW and GLN) for
a gravitational wave frequency as low as ∼100Hz and more
or less continue to deviate as the stars approach the ISCO at
higher frequencies.

Indeed, a striking feature of Figure 10 is that as the stars
approach the ISCO, the frequency varies more slowly with
diminishing separation distance for the softer equations of

state. A gradual change in frequency can mean more orbits
in the LIGO window and hence a stronger signal to noise (cf.
[57]).

Also, for a soft EoS the orbit becomes unstable to inspiral
at a larger separation. At least part of the difference between
the soft and stiff EoSs can be attributed to the effects of the
finite size of the stars which are more compact for the soft
equations of state [37].

We note that, for comparable angular momenta, our
results are consistent with the EoS sensitivity study of [37]
based upon a set of equations of state parameterized by a seg-
mented polytropic indices and an overall pressure scale.Their
calculations, however, were based upon two independent
numerical relativity codes.The similarity of their simulations
to the results in Table 2 further confirms the broad validity
of the CFA approach when applied to initial conditions. For
example, their orbit parameters are summarized in Table II of
[37]. Their softest EoS is the Bss221 which corresponds to an
adiabatic index of Γ = 2.4 for the core and a baryon mass
of 1.501M⊙ and an ADM mass of 1.338M⊙ per star for a
specific angular momentum of 1.61 × 10

11 cm2 (in our units)
with a corresponding gravitational wave frequency of 530Hz
at a proper separation of 46 km. This EoS is comparable to
the polytropic, MW, and GLN EoSs shown on Figure 10. For
example, our closest orbit with the Γ = 2 polytropic EoS
corresponds to a specific angularmomentumof 1.8×10

11 cm2
and an ADMmass of 1.39M⊙ compared to their ADMmass
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of 1.34M⊙ at 𝐽 = 1.6 × 10
11 cm2 for the same baryon mass

of 1.5M⊙. Although, for the softer EoSs, their results are for a
closer orbit than the numerical points given on Figure 10, an
extension of the grey line fit to the numerical simulations of
the soft EoSs would predict a frequency of 540Hz at the same
proper separation of 46 km compared to 530Hz in the Bss221
simulation of [37].

The main parameter characterizing the last stable orbit
in the post-Newtonian calculation is the ratio of coordinate
separation to total mass (in isolation) 𝑑ℎ/𝑚. The analogous
quantity in our nonperturbative simulation is proper separa-
tion to gravitational mass, 𝑑𝑃/𝑚. The separation correspond-
ing to the last stable orbit in the post-Newtonian analysis
does not occur until the stars have approached 6.03𝑚. For
𝑀
0
𝐺 = 1.4M⊙ stars, this would correspond to a separation

distance of about 25 km. In the results reported here the last
stable orbit occurs somewhere just below 7.7𝑚0𝐺 at a proper
separation distance of 𝑑𝑃 ≈ 30 km for both the polytropic
and the MW stars.

5. Conclusions

The relativistic hydrodynamic equilibrium in the CFA
remains as a viable approach to calculate the initial conditions
for calculations of binary neutron stars. In this paper we have
illustrated that onemust construct initial conditions that have
run for at least several orbits before equilibrium is guaranteed.
We have demonstrated that beyond the first several orbits
the equations are stable over many orbits (∼100). We also
have shown that such multiple orbit simulations are valuable
as a means to estimate the location of the ISCO prior to a
full dynamical calculation. Moreover, we have examined the
sensitivity of the initial condition orbit parameters and initial
gravitational wave frequency to the equation of state.We have
illustrated how the initial condition orbital properties (e.g.,
central densities, orbital velocities, and binding energies) and
location of the ISCO are significantly affected by the stiffness
of the EoS.
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This article covers ten years of GRB follow-ups by the Spanish BOOTES stations: 71 follow-ups providing 23 detections. Follow-ups
by BOOTES-1B from 2005 to 2008 were given in a previous article and are here reviewed and updated, and additional detection
data points are included as the former article merely stated their existence.The all-sky cameras CASSANDRA have not yet detected
any GRB optical afterglows, but limits are reported where available.

Dedicated to the memory of Dolores Pérez-Ramı́rez and Javier Gorosabel, who passed away while this paper was in preparation

1. Introduction

Ever since the discovery of Gamma-ray bursts (GRB) in
1967 [1], it was hoped to discover their counterparts at

other wavelengths.The early GRB-related transient searching
methods varied (wide-field optical systems as well as deep
searches were being employed) but, given the coarse gamma-
ray-basedGRB localizations provided, generally lacked either
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sensitivity or good reaction time. The eventual discovery
of GRB optical counterparts was done only when an X-ray
follow-up telescope was available on the BeppoSAX satellite
[2]. The optical afterglow could then be searched for with a
large telescope in a small errorbox provided by the discovery
of the X-ray afterglow.The first optical afterglow of a gamma-
ray burst was discovered this way in 1997 [3].

Since then, astronomers have been trying tominimize the
time delay between receiving the position and the start of
observations—by both personal dedication and by automat-
ing the telescope reaction. The ultimate step in automation,
to minimize the time delay, is a full robotization of the obser-
vatory to eliminate any human intervention in the follow-
up process. This way, the reaction time can be minimized
from ∼10-minute limit that can be achieved with a human
operated telescope to below 10 seconds. With improvements
in computational methods and in image processing speed,
blind (non-follow-up) wide-field methods are starting to be
practical in the search for optical transients. Although limited
in magnitude range, they have already provided important
observations of the optical emission simultaneous to the
gamma-ray production of a GRB [4].

Since 1997, the robotic telescope network BOOTES has
been part of the effort to follow up gamma-ray burst events
[5]. As of now, the network of robotic telescopes BOOTES
consists of six telescopes around the globe, dedicated pri-
marily to GRB afterglow follow-up. We present the results
of our GRB follow-up programme by two telescopes of the
network—BOOTES-1B and BOOTES-2—and by the respec-
tive stationary very-wide-field cameras (CASSANDRA).This
text covers eleven years of GRB follow-ups: 71 follow-ups
providing 21 detections.

Different instruments have been part of BOOTES during
the years in question: a 30 cm telescope which was used for
most of the time at BOOTES-1 station but at periods also
at BOOTES-2, the fast-moving 60 cm telescope at BOOTES-
2 (Telma), and also two all-sky cameras, CASSANDRA1 at
BOOTES-1 and CASSANDRA2 at BOOTES-2. Results from
CASSANDRAs are included where available, without paying
attention to the complete sample.

This article is a follow-up of a previous article, that
is, Jeĺınek et al. [6], which provided detailed description
of evolution of BOOTES-1B, and analysis of efficiency of
a system dedicated to GRB follow-up based on real data
obtained during four years between 2005 and 2008.Thiswork
is a catalogue of BOOTES-1B and BOOTES-2 GRB obser-
vations between 2003 and 2013; it is complete in providing
information about successfully followed up events but does
not provide analysis of missed triggers as did the previous
article.

1.1. BOOTES-1B. BOOTES-1 observatory is located at the
atmospheric sounding station at El Arenosillo, Huelva, Spain
(at lat.: 37∘0614N, long.: 06∘4402W). Over time, distinct
system configurations were used, including also two 8-inch
S-C telescopes, as described in Jeĺınek et al. [6]; the primary
instrument of BOOTES-1B is a 𝐷 = 30 cm Schmidt-
Cassegrain optical tube assembly with a CCD camera. Prior
to June 15, 2007, Bessel 𝑉𝑅𝐼 filters were being used as noted

with the observations, any observations obtained after this
date have been obtained without filter (𝐶 or clear). We
calibrate these observations against 𝑅-band, which, in the
case of no color evolution of the optical counterpart, is
expected to result in a small (∼0.1mag) constant offset in
magnitude.

1.2. BOOTES-2. BOOTES-2 is located atCSIC’s experimental
station LaMayora (Instituto deHortofruticultura Subtropical
y Mediterránea- (IHSM-) CSIC) (at lat.: 36∘4533N, long.:
04∘0227W), 240 km from BOOTES-1. It was originally
equipped with an identical 30 cm Schmidt-Cassegrain tele-
scope to that at BOOTES-1B. In 2007 the telescope was
upgraded to a lightweight 60 cm Ritchey-Chrètien telescope
on a fast-slewingNTM-500mount, both provided byAstelco.
The camera was upgraded at the same time to an Andor iXon
1024 × 1024 EMCCD, and in 2012 the capabilities were ex-
tended yet again to low resolution spectroscopy, by the
installation of the imaging spectrograph COLORES of our
own design and construction [7]. Bessel magnitudes are
calibrated to Vega system, SDSS to AB.

2. Optical Follow-Up of GRB Events

Here we will detail the individual results for each of the 23
events followed up and detected in 2003–2013. Each GRB is
given a short introductory paragraph as a reminder of the
basic observational properties of the event. Although we do
not discuss the properties at other wavelengths, we try to
include a comprehensive reference of literature relevant to
each burst. As GCN reports usually summarise the relevant
GCN circular traffic, we have omitted the raw GCN circulars
except for events for which a GCN report or other more
exhaustive paper is unavailable.

Further 48 follow-ups which resulted in detection limits
are included in Tables 1 and 2 but are not given any further
attention.

One by one, we show all the successful follow-ups that
these telescopes have performed during the first ten years of
the Swift era and since the transition of the BOOTES network
to the RTS-2 [14] observatory control system, which was for
the first time installed at BOOTES-2 in 2003 and during the
summer of 2004 at BOOTES-1.

GRB 050525A (A Bright Low-Redshift (𝑧 = 0.606) Localized
by Swift [15]). Plenty of optical observations were obtained,
including the signature of the associated supernova sn2005nc
[8, 16].

GRB 050525Awas the first BOOTES-1B burst for which a
detection was obtained. The telescope started the first expo-
sure 28 s after receiving the notice, 383 s after the GRB trigger.
An optical afterglowwith𝑉 ≃ 16was detected. Aweak detec-
tion of a bright GRB implied a reexamination of observing
strategies employed by BOOTES.The largest, 30 cm telescope
was changed to make 𝑅-band imaging instead of using the
field spectrograph to greatly improve sensitivity in terms of
limitingmagnitude.The 20 cm telescopes were still observing
with 𝑉 + 𝐼 filters (for details see [6]); see Table 3.
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Table 1: BOOTES-1B GRBs in a table.

GRB Δ𝑇 Number of points Result Ref.
030913 2 h 𝑉 > 17.5, 𝐶 > 12
050215B 22m 𝑉 > 16.5, 𝐼 > 15.0
050505 47m 𝑉 > 19

050509A 64m 𝑉 > 14.9

050509B 62 s 𝑉 > 11.5

050525A 12m† 1 16.5 ± 0.4 [8]
050528 71 s 𝑉 > 13.8, 𝐼 > 13.0
050824 10m 4 𝑅 = 18.2 ± 0.3 [9]
050904 2m 𝑅 > 18.2 [10]
050922C 4m 3 𝑅 = 14.6 ± 0.4

051109A 55 s 6 𝑅 = 15.7 ± 0.4

051211B 42 s 𝑅 > 14

051221B 4m 𝑅 > 16

060421 61 s 𝑅 > 14

061110B 11m 𝑅 > 18

071101 55 s 𝐶 > 17.0

071109 59 s 𝐶 > 13.0

080330 6m 6 𝐶 = 16.5 ± 0.2

080413A 61 s 61 𝐶 ≃ 13.3

080430 34 s 1 𝐶 ≃ 15.5

080603B 1 h 11 𝐶 ≃ 17.4 [11]
080605 44 s 28 𝐶 ≃ 14.7 [12]
081003B 41 s 𝐶 > 17.6

090313 12 h 1 𝐶 ≃ 18.3

090519 99 s 𝐶 > 17.6

090813 53 s 1 𝐶 ≃ 17.9

090814A 3m† 𝐶 > 15.8

090814B 53 s† 𝐶 > 17.5

090817 24m 𝐶 > 16.7

100906A 106 s 𝐶 > 16.5

110205A 102 s 16 𝐶 ∼ 14 [13]
110212A 50 s 𝐶 > 13.0

110213A 15 h 1 𝐶 = 18.3 ± 0.2

110411A 24 s 𝐶 > 17.8

111016A 1.25 h 𝐶 > 17.8

120326A 40m 1 𝐶 ∼ 19.5

120327A 41m† 6 𝐶 = 17.5

120328A 7.5m 𝐶 > 16

120521C 11.7m 𝐶 > 20.5

120711B 107 s 𝐶 > 18.2

120729A 10 h 𝐶 > 19.0

121017A 79 s 𝐶 > 19.0

121024A 40m 1 𝐶 = 18.2 ± 0.5

121209A 42 s† 𝐶 > 16.5

130122A 28m 𝐶 > 18.4

Note. †marks alerts covered in real time bywide-field cameraCASSANDRA-
1.

This burst was covered in real time by both all-sky
cameras of BOOTES (CASSANDRA1 and CASSANDRA2),
providing an unfiltered limit of >9.0 [17].

Table 2: BOOTES-2 GRBs in a table.

GRB Δ𝑇 Number of points Result Ref.
080603B 20 𝑅 ≃ 17.4 [11]
080605 5 𝑅 ≃ 14.7 [12]
090817 145 s 𝑅 > 18.3

090904A 86 s 𝑅 > 16.1

091202 5.5 h 𝑅 > 18.3

100219A 6.3 h 𝐶 > 18.3

100418A 1.8 h 11 𝐶 = 19.3

100522A 625 s 𝐶 > 15.5

100526A 4 h 𝑟

> 14

100614A 6.9m 𝐶 > 18

100901A 10 h 10 𝐶 = 17.52 ± 0.08

100915A 106 s 𝐶 > 16.5

101020A 5.1 h 𝑟

> 18.0

101112A 595 s 15 𝐶 = 15.5

110106B 10.3m 𝐶 > 16.5

110205A 15m 13 𝑅 ∼ 14 [13]
110212A 32m 𝑅 > 16.5

110223A 228 s 𝑅 > 17.6

120729A 13.25 h 𝑅 > 19.4

120805A 25m 𝑅 > 18.5

120816A 66m 𝑅 > 18

121001A 32m 𝐼 > 19.7

121017A 3m 𝐶 > 18.5, 𝑖 > 19.5
130418A 1.5 h 21 𝐶 = 16.8 ± 0.06

130505A 11.94 h 1 𝑅𝐶 = 19.26 ± 0.06

130606A 13m 21 𝑖

= 16.7 ± 0.3

130608A 2.3 h 𝐶 > 18.8

130612A 4.8m 𝐶 > 18.6

130806A 40 s 𝐶 > 18.3

131202A 4.25 h 𝑖

> 19.7

Table 3: GRB 050525A: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.195 39 × 10 s 16.51 0.39 𝑅

Note. Published by Resmi et al. [8].

BOOTES observation of this GRB is included in Resmi et
al. [8].

GRB 050824 (A Dim Burst Detected by Swift). The optical
afterglow of this GRB is discovered with the 1.5m telescope
at OSN; redshift 𝑧 = 0.83 as determined by VLT [9].

BOOTES-1B was the first telescope to observe this optical
transient, starting 636 s after the trigger with 𝑅 ≃ 17.5.
The weather was not stable and the focus not perfect, but
BOOTES-1B worked as expected. In the end, several hours
of data were obtained. BOOTES observation of this GRB is
included in Sollerman et al. [9]; see Table 4 and Figure 1.

GRB 050922C. A Swift short and intense long burst [18, 19]
was observed also byHETE2 [20]. Optical afterglow is mag ∼
15; 𝑧 = 2.198 [21].
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Figure 1: The optical light curve of GRB 050824; the optical light
curve represents the behaviour seen by Sollerman et al. [9].

Table 4: GRB 050824: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.1763 2 × 300 s 18.22 0.35 𝑅

0.3462 8 × 300 s 19.11 0.32 𝑅

1.0249 22 × 300 s 19.67 0.33 𝑅

2.9091 31 × 300 s 19.33 0.20 𝑅

Note. Published by Sollerman et al. [9].

Table 5: GRB 050922C: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.0694 40 14.58 0.35 𝑅

0.3752 900 17.01 0.39 𝑅

0.6193 900 18.53 0.59 𝑅

Due to clouds, the limiting magnitude of BOOTES-1B
dropped from ∼17.0 for a 30 s exposure to merely 12.9. The
afterglowwas eventually detected with the𝑅-band camera (at
the 30 cm telescope) during gaps between passing clouds.The
first weak detection was obtained 228 s after the GRB trigger
and gave 𝑅 ≃ 14.6; see Table 5.

GRB 051109A (A Burst Detected by Swift [23]). The optical
afterglow was mag ∼ 15, and the redshift was determined
to be 𝑧 = 2.346 [24]. The optical lightcurve was published by
Mirabal et al. [22].

At BOOTES-1B the image acquisition started 54.8 s after
the burst with the 30 cm telescope in 𝑅-band and one of the
20 cm telescopes in 𝐼-band [25]. There were still a number of
performance problems—most importantly synchronization
between cameras such that when the telescope position was
to be changed, both cameras had to be idle. As the 30 cm
telescopewas taking shorter exposures, extra exposures could
have been made while waiting for the longer exposures
being taken at the 20 cm to finish. The 20 cm detection is,
after critical revision, only at the level of 2-𝜎. The 𝑅-band

Table 6: GRB 051109A: observing log of BOOTES-1B.

Δ𝑇 [s] exp [s] mag dmag Filter
59.7 10 15.67 0.35 𝑅

122.2 74 16.02 0.19 𝑅

257.9 41 16.65 0.41 𝑅

756.6 205 17.18 0.22 𝑅

1021.5 313 17.68 0.26 𝑅

508.4 908 16.98 0.54 𝐼
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Figure 2: The optical light curve of GRB 051109A. The dotted line
represents the optical decay observed by Mirabal et al. [22].

observation shows the object until about 20 minutes after the
GRB, when it becomes too dim to measure in the vicinity of
a 17.5m nearby star. Mean decay rate observed by BOOTES is
𝛼 = 0.63 ± 0.06 (𝐹opt ∼ 𝑡

−𝛼).
The relatively shallow decay observed by BOOTES is in

close agreementwithwhat was observed severalminutes later
by the 2.4m MDM (𝛼 = 0.62 ± 0.03) and according to an
unofficial report [26] there was a decay change later, by about
3 h after the burst to 𝛼 = 0.89±0.05; see Table 6 and Figure 2.

GRB 080330 (A Rather Bright Long Burst Detected by Swift).
Afterglow was reported to be detected by UVOT, TAROT,
ROTSE-III, Liverpool Telescope, and GROND. Spectro-
scopic redshift was measured as 𝑧 = 1.51 by the NOT [28].

ThisGRB happened during the first day recommissioning
of BOOTES-1B after its move from the BOOTES-2 site at
La Mayora. The GCN client was not yet operational and at
the time of the GRB we were focusing the telescope. The
first image was obtained 379 s after the GRB trigger and the
optical afterglow was detected with magnitude ∼16.3 on the
first image. A bug in the centering algorithm caused a loss
of part subsequent data. Further detections were obtained
starting 21min after the GRB when the problem was fixed.

The light curve (as seen by [27]) seems to show an
optical flare and then a possible hydrodynamic peak. The
data of BOOTES, however, trace only the final part of this
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Figure 3: The optical light curve of GRB 080330. The dotted line
shows the light curve as seen by ROTSE-III [27].

Table 7: GRB 080330: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.1061 7 16.52 0.23 Clear
0.3752 210 16.61 0.13 Clear
0.6193 588 17.16 0.14 Clear
0.8547 825 17.45 0.15 Clear
1.0915 862 17.29 0.13 Clear
1.3384 905 17.42 0.16 Clear

behaviour, where the decay accelerates after passing through
the hydrodynamic peak; see Table 7 and Figure 3.

GRB 080413A. A rather bright GRB was detected by Swift
and also by Suzaku-WAM; optical afterglow was detected by
ROTSE-III [27]; and redshift 𝑧 = 2.433 was detected by
VLT+UVES [29].

BOOTES-1B started obtaining images of the GRB
080413A just 60.7 s after the trigger (46.3 s after reception of
the alert). An 𝑅 ≃ 13.3magnitude decaying optical afterglow
was found ([30], Jeĺınek et al., in prep.); see Figure 4.

GRB 080430 (A Burst Detected by Swift). It was a widely
observed, low-redshift 𝑧 ≃ 0.75 optical afterglow with a
slowly decaying optical afterglow [31]. It was observed also
at very high energies byMAGIC without detection [32].

BOOTES-1B obtained the first image of this GRB 34.4 s
after the trigger. An optical transient was detected on com-
bined unfiltered images with a magnitude ≃ 15.5 [33].

GRB 080603B. A long GRB localized by Swift is detected
also by Konus-Wind and by INTEGRAL [34]. Bright optical
afterglow was observed. Extensive follow-up was carried out.
Redshift is 𝑧 = 2.69 [35].

This GRB happened in Spain during sunset. We obtained
first useful images starting one hour after the trigger. An
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Figure 4: The optical light curve of GRB 080413A.
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Figure 5: The optical light curve of GRB 080603B [11].

𝑅 ≃ 17.4 optical transient was detected with both BOOTES-
1B and BOOTES-2; see Figure 5. BOOTES observation of this
GRB is included in Jeĺınek et al. [11]; see Figure 5.

GRB 080605 (A Long Burst Detected by Swift [36]). The host
was found to be a metal enriched star forming galaxy at
redshift 𝑧 = 1.64 [37] and exhibited the 2175 Å extinction
feature [38].

GRB 080605 was observed by both BOOTES-1B (28
photometric points) and BOOTES-2 (5 photometric points)
starting 44 s after the trigger. A rapidly decaying optical
afterglow (𝛼 = 1.27 ± 0.04) with 𝑅 = 14.7 on the first images
was found; see Figure 6. All BOOTES data are included in
Jeĺınek et al. [12]; see Figure 5.

GRB 090313 (GRB by Swift, No Prompt X-Rays [40]). An opti-
cal afterglow peaked at 𝑅 ∼ 15.6. Extensive optical + infrared
follow-up was carried out. The first GRB to be observed
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Figure 6: The optical light curve of GRB 080605 [12]; the dotted
line is behaviour observed by Rumyantsev and Pozanenko [39] and
Zafar et al. [38].

Table 8: GRB 090813: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.175 10 × 10 17.9 0.3 Clear

was detected by X-Shooter. Also it was detected by various
observatories in radio. Redshift is 𝑧 = 3.375 [41, 42].

The GRB happened during daytime for BOOTES-1B and
it was followed up manually. Due to the proximity of the
moon and limitations of then-new CCD camera driver, many
2 s exposures were taken to be combined later. The optical
afterglowwas detectedwithmagnitude∼18.3± 0.4 on a 635 ×
2 s (=21min) exposure with themidtime 11.96 h after theGRB
trigger.

GRB 090813. A long GRB by Swift, suspected of being higher-
𝑧, observed also by Konus-Wind and Fermi-GBM [43].
Optical counterpart was observed by the 1.23m telescope at
Calar Alto with a magnitude of 𝐼 = 17.0 [44].

BOOTES-1B started observation 53 s after the GRB, tak-
ing 10 s unfiltered exposures.The optical transient was weakly
detected on a combined image of 10 × 10 s whose exposure
mean time was 630 s after the burst. The optical counterpart
was found having 𝑅 = 17.9 ± 0.3. Given that the previous
and subsequent images did not show any OT detection, we
might speculate about the optical emission peaking at about
this time. Also the brightness is much weaker than what
might be expected from the detection byGorosabel et al. [44],
supporting the high-redshift origin; see Table 8.

GRB 100418A. A weak long burst was detected by Swift [45]
with a peculiar, late-peaking optical afterglow with 𝑧 =
0.6239 [46]. Also it was detected in radio [47].

The first image of the GRB location was taken by
BOOTES-2 at 21:50 UT (40min after the GRB trigger). The
rising optical afterglow was detected for the first time on
an image obtained as a sum of 23 images, with an exposure

Table 9: GRB 100418A: observing log of BOOTES-2.

Δ𝑇 [h] exp [s] mag dmag Filter
1.78 1638 19.785 0.215 Clear
2.09 597 19.127 0.127 Clear
2.55 534 18.774 0.087 Clear
2.72 656 18.668 0.073 Clear
3.10 239 18.706 0.106 Clear
3.43 238 18.759 0.189 Clear
4.70 3908 19.067 0.108 Clear
6.19 4328 18.897 0.115 Clear
7.39 551 18.493 0.078 Clear
77.3 14830 20.475 0.202 Clear
125.6 12482 20.970 0.208 Clear
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Figure 7: The bizarre optical light curve of GRB 100418A. Combi-
nation of BOOTES and UVOT data [45]. UVOT points were shifted
by an arbitrary constant.

midtime 107 minutes after the GRB trigger. The optical
emission peaked at magnitude 𝑅 = 18.7 another hour later,
at an image with the midtime 163min after the trigger. A
slow decay followed, which permitted us to detect the optical
counterpart until 8 days after the GRB.

Because of a mount problem, many images were lost
(pointed somewhere else) and the potential of the telescope
was not fully used. Eventually, after combining images when
appropriate, 11 photometric points were obtained. A rising
part of the optical afterglow was seen that way; see Table 9
and Figure 7.

GRB 100901A (A Long Burst from Swift). Bright, slowly
decaying optical afterglowwas discovered byUVOT. Redshift
is 𝑧 = 1.408. It was detected also by SMA at 345GHz [48–50].

The burst happened in daytime in Spain and the position
became available only almost ten hours later after the sunset.
The afterglowwas still well detected withmagnitude𝑅 ≃ 17.5
at the beginning. BOOTES-2 had some problems with CCD
cooling, and some images were useless. The afterglow was
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Table 10: GRB 100901A: observing log of BOOTES-2.

Δ𝑇 [h] exp [s] mag dmag Filter
10.202 268 17.52 0.08 𝑅

10.719 415 17.61 0.07 𝑅

11.230 354 17.67 0.09 𝑅

11.734 238 17.99 0.16 𝑅

12.346 730 17.78 0.13 𝑅

12.980 759 17.68 0.12 𝑅

13.239 759 17.82 0.16 𝑅

13.971 997 18.21 0.12 𝑅

14.611 1101 18.32 0.14 𝑅

33.791 4012 19.35 0.19 𝑅
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Figure 8: The optical light curve of GRB 100901A. The dotted
line representing burst behaviour is based on observations by
Gorbovskoy et al. [49], Kann et al. [51], and Rumyantsev et al. [52].

detected also the following night with 𝑅 = 19.35; see Table 10
and Figure 8.

GRB 101112A. An INTEGRAL-localized burst [53] was also
detected by Fermi-GBM [54], Konus-Wind [55], and Swift-
XRT [56]. Optical afterglowwas discovered independently by
BOOTES-2 and Liverpool Telescope [57]. It was detected also
in radio [58].

BOOTES-2 reacted to the GRB 101112A and started to
observe 47 s after the GRB. A set of 3 s exposures was taken,
but due to technical problems with the mount a significant
amount of observing time was lost. An optical afterglow
was discovered and reported [59]. The optical light curve
exhibited first a decay, then a sudden rise to a peak at about
800 s after the trigger, andfinally a surprisingly fast decaywith
𝛼 ≃ −4. This behaviour seemed more like an optical flare
than a “proper” GRB afterglow, but there does not seem to be
contemporaneous high-energy data tomake a firm statement;
see Table 11 and Figure 9.

GRB 110205A (A Very Long and Bright Burst by Swift).
Detected also by Konus-Wind and Suzaku-WAM, optical
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Figure 9: The optical light curve of GRB 101112A.

Table 11: GRB 101112A: observing log of BOOTES-2.

Δ𝑇 [s] exp [s] mag dmag Filter
595.0 16 16.00 0.19 𝑟



631.8 8 16.10 0.29 𝑟


664.9 7 16.46 0.34 𝑟


697.8 7 16.30 0.25 𝑟


731.0 7 15.52 0.18 𝑟


766.1 11 15.56 0.13 𝑟


800.9 7 15.52 0.17 𝑟


833.8 7 15.24 0.12 𝑟


891.2 44 15.92 0.13 𝑟


973.7 69 16.33 0.20 𝑟


1044.0 69 16.62 0.23 𝑟


1124.2 41 17.09 0.36 𝑟


1252.7 115 17.44 0.25 𝑟


1393.8 116 17.86 0.38 𝑟


1629.5 255 18.57 0.48 𝑟


afterglow peaked at𝑅 ∼ 14.0, with extensivemultiwavelength
follow-up; 𝑧 = 2.22 “Textbook burst” [13, 60].

BOOTES-1B reacted automatically to the Swift trigger.
First 10 s unfiltered exposure was obtained 102 s after the
beginning of the GRB (with 𝑇90 = 257 s), that is, while the
gamma-ray emission was still taking place. After taking 18
images, the observatory triggered on a false alarm from the
rain detector, which caused the observation to be stopped for
20 minutes. After resuming the observation, 3 × 30 s images
were obtained and another false alert struck over. This alert
was remotely overridden by Kubánek, so that all 20 minutes
was not lost. From then on, the observation continued until
sunrise. The afterglow is well detected in the images until 2.2
hours after the GRB. 16 photometric points from combined
images were eventually published.

BOOTES-2 started observations 15min after the trigger,
clearly detecting the afterglow in 𝑅-band until 3.2 hours after
the burst. 13 photometric points were obtained.The delay was
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Figure 10: The optical light curve of GRB 110205A.

Table 12: GRB 110213A: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
15.5 100 × 30 18.29 0.30 Clear

caused by technical problems. BOOTES observations of this
GRB are included in Zheng et al. [13]; see Figure 10.

GRB 110213A. A bright burst was detected by Swift; it
was detected also by Konus-Wind and Fermi-GBM. Optical
afterglow is 𝑅 ∼ 14.6, with extensive follow-up [61].

BOOTES-1B started to observe 15 hours after the GRB
(the position was below horizon at the time of the trigger)
and continued for an hour; eventually, 100 × 30 s unfiltered
images were combined; the OT brightness calibrated against
USNO-A2 is 18.3±0.3 at the exposure midtime of 15.5 h after
the GRB trigger; see Table 12.

GRB 120326A (A Swift-Detected Burst). Afterglowwas discov-
ered by Tarot [62]. It is long-lived optical emission; redshift is
𝑧 = 1.78 by GTC. It was detected also by Fermi-GBM and
Suzaku-WAM (see [63] and the references therein).

At BOOTES-1B the mount failed, because of the serial
port communication failure. After a manual recovery, 40
minutes after the GRB, images were taken in hope for a
detection, but the counterpart with the brightness of𝑅 ∼ 19.5
was detected only at about 2𝜎 level.

GRB 120327A. A bright burst by Swift with an afterglow
is discovered by UVOT [64]. Redshift is 𝑧 = 2.813 [65].
Extensive optical follow-up was carried out.

BOOTES-1B reacted in 41min (similar failure as the
day before: the mount failed, because of the serial port
communication failure), obtaining a series of 20 s exposures.
These images were combined to get 600 s effective exposures
and permitted detection of the afterglow on six such images.
The brightness was decaying from 𝑅 = 17.5 to 𝑅 = 18.6; see
Table 13.

Table 13: GRB 120327A: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.955 654 17.50 0.12 Clear
1.140 674 17.65 0.12 Clear
1.337 748 17.82 0.13 Clear
1.533 660 18.24 0.21 Clear
1.718 673 18.17 0.21 Clear
1.905 656 18.59 0.29 Clear

Table 14: GRB 121024A: observing log of BOOTES-1B.

Δ𝑇 [h] exp [s] mag dmag Filter
0.900 1200 18.2 0.5 Clear

All-sky camera at BOOTES-1 (CASSANDRA1) covered
the event in real time and detected nothing down to 𝑅 ∼ 7.5
(Zanioni et al. in prep.).

GRB 121001A. A bright and long Swift-detected GRB was
originally designated as possibly galactic [66]. Afterglow was
discovered by Andreev et al. [67].

BOOTES-2 observed this trigger starting 32min after the
trigger. An optical afterglow is detected in 𝐼-band with 𝐼 ∼
19.7 (Vega) for a sum of images between 20:49 and 21:52 UT
[68].

GRB 121024A. It is a bright Swift-detected GRB with a bright
optical afterglow [69, 70]. It was detected also in radio [71].
Redshift is 𝑧 = 2.298 by Tanvir et al. [72].

BOOTES-1B observed the optical afterglow of GRB
121024A. The observations started 40 minutes after the GRB
trigger. The sum of 20 minutes of unfiltered images with a
mean integration time 54 minutes after the GRB shows a
weak detection of the optical afterglow with magnitude 𝑅 =
18.2 ± 0.5 [73]; see Table 14.

GRB 130418A. It is a bright and long burst with awell-detected
optical afterglow somewhat peculiarly detected after a slew
by Swift [74]. Observation by Konus-Wind showed that the
burst started already 218 s before Swift triggered [75]. Redshift
is 𝑧 = 1.218 by de Ugarte Postigo et al. [76].

BOOTES-2 obtained a large set of unfiltered, 𝑟-band
and 𝑖-band images starting 1.5 h after the trigger. The optical
afterglow is well detected in the images. The light curve is
steadily decaying with the power-law index of 𝛼 = −0.93 ±
0.06, with the exception of the beginning, where there is a
possible flaring with peak about 0.25mag brighter than the
steady power-law; see Table 15 and Figure 11.

GRB 130505A. A bright and intenseGRBwith a 14mag optical
afterglow was detected by Swift [77]. Redshift is 𝑧 = 2.27 as
reported by Tanvir et al. [78].

BOOTES-2 obtained the first image of this GRB 11.94 h
after the trigger. A set of 60 s exposures was obtained.
Combining the first hour of images taken, we clearly detect
the optical afterglow, and using the calibration provided by
Kann et al. [79], we measure 𝑅𝐶 = 19.26 ± 0.06; see Table 16.
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Table 15: GRB 130418A: observing log of BOOTES-1B and
BOOTES-2.

Δ𝑇 [h] exp [s] mag dmag Filter
1.514 3 × 15 s 17.09 0.08 Clear
1.529 3 × 15 s 16.95 0.07 Clear
1.544 3 × 15 s 16.90 0.06 Clear
1.558 3 × 15 s 16.62 0.07 Clear
1.573 3 × 15 s 17.03 0.07 Clear
1.590 4 × 15 s 16.92 0.06 Clear
1.610 4 × 15 s 17.04 0.07 Clear
1.749 7 × 15 s 17.22 0.05 Clear
1.865 60 s 16.92 0.18 𝑟



1.884 4 × 15 s 17.34 0.09 Clear
2.054 7 × 15 s 17.45 0.07 Clear
2.089 7 × 15 s 17.46 0.06 Clear
2.209 6 × 15 s 17.47 0.07 Clear
2.326 6 × 15 s 17.56 0.08 Clear
2.444 6 × 15 s 17.71 0.09 Clear
2.562 6 × 15 s 17.68 0.08 Clear
2.798 22 × 60 s 17.40 0.04 𝑖



3.061 15 × 60 s 17.90 0.09 𝑟


3.333 15 × 60 s 17.98 0.09 𝑟


3.604 15 × 60 s 17.90 0.09 𝑟


3.866 15 × 60 s 18.05 0.11 𝑟


4.130 15 × 60 s 18.53 0.19 𝑟


4.449 20 × 60 s 18.42 0.14 𝑟


4.808 20 × 60 s 18.61 0.23 𝑟


Table 16: GRB 130505A: observing log of BOOTES-2.

Δ𝑇 [h] exp [s] mag dmag Filter
12.488 51 × 60 s 19.26 0.06 Clear

GRB 130606A. A high-redshift GRB was detected by Swift
[80], optical afterglow was discovered by BOOTES-2, and
redshift is 𝑧 = 5.9 by GTC [81].

BOOTES-2 reaction to this GRB alert was actually a
failure; the system did not respond as well as it should and it
had to be manually overridden to perform the observations.
The first image has therefore been taken as late as 13 minutes
after the trigger. These observations led to a discovery of
a bright afterglow not seen by Swift-UVOT and prompted
spectroscopic observations by 10.4m GTC, which show
redshift of this event to be 𝑧 = 5.9135. Overall, 14 photometric
points in 𝑖-band and 7 in 𝑧-band were obtained [81]; see
Figure 12.

3. Summary

Eleven years of BOOTES-1B and BOOTES-2 GRB follow-up
history are summarised in the textual and tabular form. Each
GRB is given a short introductory paragraph as a reminder
of the basic optical properties of the event. Although we do
not discuss the properties in other wavelengths, we try to
include a comprehensive reference of literature relevant to
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Figure 12: The optical light curve of GRB 130606A. 𝑖-band points
were shifted 2.4mag up to match with the 𝑧-band points.

each burst. One by one, we show all the successful follow-ups
that these telescopes have performed during the first ten years
of the Swift era and the transition of the BOOTES network to
the RTS-2 [14] observatory control system, first installed at
BOOTES-2 in 2003 and made definitive during the summer
of 2004.

The BOOTES telescopes, in spite of their moderate
apertures (≲60 cm), have proven to detect a significant
number of afterglows—together over 20, contributing to the
understanding of the early GRB phase.
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[8] L. Resmi, K.Misra, G. Jóhannesson et al., “Comprehensivemul-
tiwavelength modelling of the afterglow of GRB 050525A,”
Monthly Notices of the Royal Astronomical Society, vol. 427, no.
1, pp. 288–297, 2012.

[9] J. Sollerman, J. P. U. Fynbo, J. Gorosabel et al., “The nature of
the X-ray flash of August 24 2005,” A&A, vol. 466, no. 3, pp.
839–846, 2007.

[10] J. B. Haislip, M. C. Nysewander, D. E. Reichart et al., “A photo-
metric redshift of 𝑧 = 6.39 ± 0.12 for GRB 050904,” Nature, vol.
440, pp. 181–183, 2006.
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[59] A. deUgarte Postigo, P. Kubánek, J. C. Tello et al., “GRB 101112A:
BOOTES-2/TELMA optical afterglow candidate,” GCN Circu-
lar 11398, 2010.

[60] B. Gendre, J. L. Atteia, M. Boer et al., “GRB 110205A: anatomy
of a long gamma-ray burst,”The Astrophysical Journal, vol. 748,
no. 1, Article ID 59, 2012.

[61] V. D’Elia, G. Stratta, N. P. M. Kuin et al., “Swift observation of
GRB 110213A,” GCN Report 323, 2011.

[62] A. Klotz, B. Gendre, M. Boer, and J. L. Atteia, “GRB 120326A:
TAROT calern observatory afterglow optical detection,” GCN
Circular 13107, 2012.

[63] M.H. Siegel, N. P.M. Kuin, S. Holland et al., “Swift observations
of GRB 120326A,” GCN Report 409, 2013.

[64] B. Sbarufatti, S. D. Barthelmy, N. Gehrels et al., “GRB 120327A:
swift detection of a burst with an optical counterpart,” GCN
Circular 13123, 2012.

[65] V. D’Elia, “VLT/X-shooter absorption spectroscopy of the GRB
120327a afterglow,” in EAS Publications Series, A. J. Castro-
Tirado, J. Gorosabel, and I. H. Park, Eds., vol. 61 of EAS
Publications Series, pp. 247–249, 2013.

[66] V. D’Elia, J. R. Cummings, M. Stamatikos et al., “Swift observa-
tions of GRB 121001A,” GCN Report 392, 2012.

[67] M. Andreev, A. Sergeev, and A. Pozanenko, “GRB 121001A:
possible optical counterpart,” GCN Circular 13833, 2012.

[68] J. C. Tello, R. Gimeno, J. Gorosabel et al., “Swift trigger
535026: optical decay confirmation with IAC80 and BOOTES-
2/TELMA,” GCN Circular 13835, 2012.

[69] C. Pagani, S. D. Barthelmy, W. H. Baumgartner et al., “GRB
121024A: swift detection of a burst with an optical counterpart,”
GCN Circular 13886, 2012.

[70] A. Klotz, B. Gendre, M. Boer, and J. L. Atteia, “GRB 121024A:
TAROT calern observatory optical detection of a bright coun-
terpart,” GCN Circular 13887, 2012.

[71] T. Laskar, A. Zauderer, and E. Berger, “GRB 121024A: EVLA
detection,” GCN Circular 13903, 2012.

[72] N. R. Tanvir, J. P. U. Fynbo, A. Melandri et al., “GRB 121024A:
VLT/X-shooter redshift,” GCN Circular 13890, 2012.
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Imaging a black hole horizon as a shadow at the center of black hole accretion disk is another method to prove/check Einstein’s
general relativity at strong gravitational fields. Such black hole imaging is expected to be achievable using a submillimeter
wavelengthVLBI (very long baseline interferometer) technique.Here, we introduce a Japanese black hole imaging project, Caravan-
submm undertaken in the Andes.

1. Introduction

1.1. Black Hole Shadow, Evidence of a Black Hole. The detec-
tion of gravitational waves from merging a pair of black
holes is the final verification of Einstein’s general relativity
[1]. The detection of these also opens a new field so called
black hole astronomy. Also, imaging a black hole horizon
as a shadow at the center of a black hole accretion disk is
an independent method to prove/check Einstein’s general
relativity at strong gravitational fields. Because the vicinity of
the horizon is a “strong” gravitational field, observations of
behaviors of electromagnetic waves around a black hole must
be the best laboratory for general relativity and theories of
gravity.The black hole itself is entirely pitch black, but around
a black hole, matter that falls onto the black hole forms a very

hot disk, where strong electromagnetic waves are emitted.
Black hole horizons can be observed as shadows at the centers
of such bright and hot accretion disks (Figure 1).

Views of black holes in such situations have been theoret-
ically investigated by many theorists [2–6]. From the images
of the black hole shadows, the physical parameters of black
holes, that is, mass, spin, and charge, can be determinedwith-
out degeneracies between these parameters (Figure 2). In
other words, precise measurement of the shadow shape gives
us complete information of the black hole.

In this paper we introduce that imaging a black hole as a
shadow is on the verge of being accomplished after several
issues are resolved. First we explain the best target source
is Sagittarius A∗ (SgrA∗), the Galactic Center massive black
hole in Section 1.2. Second we explain several points that
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Black hole horizon calculated by Takahashi

~5 Schwarzschild radii
50𝜇as in the case of SgrA∗

Figure 1: Image of black hole shadow calculated by Takahashi [7].
The black hole shadow size in SgrA∗ is about 50 𝜇as in diameter.

No spin Maximum spin

Calculation by Takahashi [7]

Figure 2: Effect of black hole rotation (spin effect). The shape of
black hole horizon is distorted by the frame dragging. By measuring
the aspect ratio we can investigate the spin of black hole Takahashi
[7].

should be settled in Section 1.3. Then in Sections 2 and 3
we explain our proposed plan, Caravan-submm, a black hole
imager in the Andes will help settle these issues.

1.2. The Leading Target Source, Sagittarius 𝐴∗. Considering
the feasibility of imaging the black hole horizon, the apparent
angular size of the Schwarzschild radius is the first criti-
cal factor to consider. It is almost impossible to gain an
understanding of the sizes and figures of stellar black holes
through observations. In the case of a stellar black hole
located at 1 pc (1 pc = 3.086 × 1013 km, or 3.26 lightyears) with
1M⊙, the Schwarzschild radius, 2.95 × 103m, corresponds
to only 0.02𝜇 arc seconds (𝜇as) in angular size (shadow size
is 0.1 𝜇as). This angular size is too small to distinguish with
spatial resolution of present or near future telescopes.

Because the Schwarzschild radius is proportional to the
mass of black hole and also because the apparent angular size
is inversely proportional to the distance, super massive black
holes at relatively short distance are much more promising

to observe. Among them, the most promising target source
is Sagittarius A∗ (SgrA∗), the Galactic Center massive black
hole (GCBH) with mass 𝑀GC ∼4 × 10

6M⊙ [11]. Because of
both the short distance from the earth 8 kpc and the huge
mass, the apparent angular size of its Schwarzschild radius is
10 𝜇as. Further the mass of SgrA∗ is most precisely measured
from motions of stars closely orbiting around SgrA∗. Using
the lower limit on the mass and the measured size ∼1 AU
(astronomical unit, 1.5 × 108 km) at 86GHz, the inferred
density exceeds a 6.5 × 1021M⊙pc

−3; therefore, SgrA∗ cannot
be a kind of star cluster [12]. Today SgrA∗ is the most
convincing object for a black hole. The black hole horizon or
black hole shadow of ∼50 𝜇as in diameter can be observed
using the VLBI technique [8, 13–15] (the next promising
source is the super massive black hole at the center of M 87;
the black hole mass is estimated to be (6.6 ± 0.4) × 109M⊙
by Gebhardt et al. [16]. Assuming the distance to be 16Mpc,
the apparent angular size of its Schwarzschild radius is 8𝜇as.
The prominent jet ofM87may hinder the viewing of the black
hole shadow).

1.3. Present Status of Viewing the Black Hole Shadow. With
the expectation of observing the surroundings of a black
hole, the structure of SgrA∗ has been investigated using
VLBI. However, it is now well known that the observed
image of SgrA∗ is totally broadened and obscured due to the
scattering effect of circumnuclear plasma at lower-frequency
observations [12, 17–19]. This scattering effect occurs not
along the long path to the sun on the galactic plane but
mainly in the region within 150 pc from the Galactic Center
[20]. The same kinds of plasma regions probably exist in all
Galactic Centers.Therefore, the situation will be the same for
observing black holes at any active galactic nuclei.

Namely, how to cope with the scattering effect of sur-
rounding plasma is the second factor to be considered. From
multiple-frequencyVLBI observations of SgrA∗mainly using
the VLBA it has emerged that the scattering effect shows a 𝜆2
dependence where 𝜆 is an observing frequency. The intrinsic
structure of SgrA∗ cannot be observed at lower frequencies,
but at the higher observing frequencies, the scattering effect
becomes smaller. It is expected that the intrinsic figure of
SgrA∗ will appear at submillimeter wavelength VLBI obser-
vations [13].

The first VLBI observation of SgrA∗ above 200GHz was
performed by Krichbaum et al. [9]; they estimated the size
of SgrA∗ to be 110 𝜇as from 1100 km baseline observations.
After a decade, American research group (MIT, Haystack
Observatory) succeeded in obtaining the first fringe detection
using multistations from SgrA∗ observations at 230GHz
[15]. They used a three-station VLBI array consisting of the
10m Submillimeter Telescope Observatory (SMT) on Mt.
Graham inArizona, one 10m element of theCombinedArray
for Research in Millimeter-Wave Astronomy (CARMA) in
Eastern California, and the 15m JCMT inHawaii.They found
fringes from projected baselines of ∼3.5 × 109 𝜆 (4550 km)
with a fringe spacing of 60 𝜇as. Though the data were not
sufficient to make a synthesis image but were well fitted by a
Gaussian brightness distribution with a full width half max
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size of 46.0 𝜇as. Taking the still remaining scattering effect
into account, the intrinsic size of SgrA∗ at 230GHz was
estimated to be 40 𝜇as.They further achieved investigation of
themagnetic field of SgrA∗ from their continued EHT (Event
Horizon Telescope) project [21] but have still not obtained
a sufficient data set to make a synthesis image of the SgrA∗
black hole.

There are two major reasons why imaging the SgrA∗
black hole is still difficult. One is the insufficient u-v coverage
(amount of sampled data) to make a high quality synthesis
image. Radio interferometers including VLBIs sample spatial
Fourier components of the brightness distribution of observ-
ing source (in radio astronomy, we call the sampled spatial
Fourier component visibility). Synthesis image of the source
is obtained by inverse Fourier transform of the sampled data.
Naturally, if the amount of sampling data is insufficient, it is
difficult to obtain a high quality synthesis image. From the
simulations Miyoshi et al. [8] found that suitable arrays for
imaging the SgrA∗ black hole shadow at 230GHz require
more than 10 stations located mainly in the southern hemi-
sphere extending to the 8000 km region. The addition of
stations in the northern hemisphere improves the image
further. The present number of available radio telescopes is
insufficient for SgrA∗ VLBI imaging at 230GHz or above.

The other main reason lies in data calibrations. Even
at relatively lower frequencies of 43 or 86GHz, calibrating
VLBI data of SgrA∗ was known to be very difficult. From
the experiences using the VLBA, Bower et al. [22] noted
the following: (1) VLBI arrays were located in the northern
hemisphere and lacked north-south spatial resolutions for
SgrA∗ (𝛿 = −30∘) to measure even the minor axis size of
elliptical Gaussian shape assumed for SgrA∗. (2) Observa-
tions of SgrA∗ with such existing VLBI arrays had to be
performed at low elevations and it is difficult to calibrate
visibility sufficiently.Therefore, even at lower frequencies, it is
whywe had to abandon synthesis imaging of SgrA∗ and to use
a kind of model fitting to the data. Shen et al. [12] and Bower
et al. [17] used the closure phase that is automatically free
from systematic errors (sum of three visibility phases found
from three baselines forming a triangle). Assuming elliptical
Gaussian shapes as SgrA∗ structure; they fitted to closure
quantities and estimated the size and the position angle of
elongation of SgrA∗.Themain origin of such data errors is the
atmospheric time variations that bring phase and amplitude
variation of obtained spatial Fourier components of the
SgrA∗ structure.The atmospheric time variations bring larger
and more rapid fluctuations into data at higher observing
frequencies. For imaging black holes we must cope with such
errors and establish complete data calibration method.

1.4. Points at Issue. Here we summarize the issues and coun-
termeasures in order to achieve imaging of black hole
horizon. The first point is the apparent angular size of the
Schwarzschild radius of the black hole. Because SgrA∗ has
the largest one, it is the leading candidate for viewing of a
black hole horizon. The second point is the observing fre-
quency. The higher frequencies around 230GHz or above
are required. This is not because of obtaining higher spatial

resolutions but because of avoiding the scattering effect of
plasma around (massive) black holes. The third is imaging
capability of VLBI network we use. To obtain sufficient data
for high quality synthesis imaging of the SgrA∗ black hole
horizon, we need much VLBI stations as well as 10 stations
mainly in the southern hemisphere. At present, particularly
shorter baselines around from 1000 to 2000 km in length are
missing.

As long as we perform observations on the ground,
obtained data suffer the effects caused by the atmosphere.
As for present data calibrations at millimeter/submillimeter
VLBI on SgrA∗, we have to give up making an effort for
precise calibrations and are forced to use model fitting with
closure quantities. However, without synthesis imaging using
correctly calibrated data, it is almost impossible to find real
structures of the source, and in particular, unexpected struc-
tures are never detected. Establishing a correct calibration
method is a key for obtaining real images of black hole
horizons.

As previously mentioned, we need new VLBI stations to
sample sufficient data set. This means we need a budget for
station construction. In order to achieve the construction
of new VLBI stations immediately, cost reduction for con-
struction is necessary. Because SgrA∗ is an object located
in the southern sky, to observe SgrA∗ with fine observing
condition, the southern hemisphere is desirable place for new
VLBI stations. In addition, a better site for submillimeter
wavelength observations is in the higher mountains where
the amount of atmospheric water vapor is lower. It is in
such a place that we can receive radio waves at submillimeter
wavelength from the universe with low noise. The Andes is a
suitable location. In the Andes there are other submillimeter
telescopes including the ALMA, meaning it is also suitable
for obtaining shorter baselines with new VLBI stations. In
the next section, we introduce our proposed plan Caravan-
submm in the Andes.

2. Caravan-Submm in the Andes

Japan has a dedicated plan for black hole imaging, named
“Caravan-submm,” which is a project to construct a millime-
ter/submillimeter wavelength VLBI network in the Andes.
In 2012, we put forward the plan, Caravan-submm to the
Astronomy andAstrophysics subcommittee of ScienceCoun-
cil of Japan (SCJ), where proposed future plans (middle
size projects) were discussed openly (http://www.scj.go.jp/ja/
member/iinkai/kiroku/3-140912.pdf. This report is written in
Japanese only).

The new VLBI network contains at least its own two
fixed VLBI stations and one mobile VLBI station. We plan to
construct the fixed stations at aroundHuancayoObservatory,
Geophysical Institute of Peru (IGP), and at the Mount
Chacaltaya Laboratory in Bolivia. Huancayo Observatory is
at Huancayo Province in Peru (12.0∘S, 75.29∘W, 3370m in
altitude), on the equator of the Earth’s magnetic field. The
observatory is famous for observation of geomagnetism. In
collaboration with the National Astronomical Observatory
of Japan (NAOJ), the director, Professor Ishitsuka, pro-
motes radio astronomy with the Sicaya 32m radio telescope.
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Figure 3: Caravan-submm in theAndes.Themobile radio telescope
Caravan-submmmoves around Andes.

The Mount Chacaltaya Laboratory is on the top of Mt.
Chacaltaya, near La Paz in Bolivia, and is operated in collabo-
rationwithworldwide institutes (16.35∘S, 68.13∘W, 5270min
altitude). It is at the Chacaltaya Laboratory that the Yukawa’s
predicted 𝜋-meson was detected in 1947. The observatory’s
collaboration with Japan, namely, with the Institute for
Cosmic Ray Research (ICRR) at the University of Tokyo, has
been ongoing since 1962 (Figure 3).

2.1. Caravan-Submm, Mobile VLBI Station. For imaging
black holes, as mentioned in the previous section, one of
the key points is the u-v coverage and how many spatial
Fourier components of the observing source can be sampled.
At present, it is essentially important to obtain shorter
baselines around from 1000 to 2000 km in length for the
black hole imaging of SgrA∗. In order to sample sufficient
VLBI data for good imaging, till now, we have made efforts
to construct asmany newVLBI stations as possible. However,
instead, Caravan-submm includes one mobile VLBI station.
By changing observational positions among Andes moun-
tains, we repeat VLBI observations of SgrA∗ and sample
various kinds of VLBI data which allow us to make high
quality images with excellent cost performance. The shape of
the black hole horizon shows a constant figure because the
shape is defined only by the black hole space-time. Therefore
it is no matter to take the picture with longer exposure time.
We intend to make the mobile station first, prior to the
constructions of fixed stations. The required baseline lengths
ranging from 1000 to 2000 km can be realized not only by
our own fixed stations but also by collaborating with nearby
ALMA (an open use radio telescope) and/or other telescopes
in the Andes.

A VLBI mobile station or transportable station is a
famous method in Japan because such geodetic VLBI exper-
iments have been performed since the mid-1980s [23]. Also
the Geospatial Information Authority of Japan (GSI) per-
formed geodetic VLBI project using VLBI mobile stations

6 antenna units 

Control
unit

Altazimuth
mount

Separable antenna units

Cooled 
receiver
vessel

2m 2.5m

Figure 4: Caravan-submm, mobile VLBI station.

[24, 25]. Using the same method, we sample VLBI data
effectively and intend to attain higher quality images at sub-
millimeter VLBI observations than those only fixed stations
can do.

For transportation, the Caravan-submm mobile station
will contain at least three trucks: one for antennas, another
for mount, and the other for the electric power supply,
VLBI recording system, and hydrogen maser. However, we
intend to obtain the power supply for telescope operations
from commercial base (Figure 4). The Peruvian and Bolivian
Andes are developed regions with many cities and towns,
meaning that we can easily obtain a commercially based elec-
tric power supply. Main roads also have been well developed
throughout the Andes, which means the Caravan-submm
mobile station can quite easily be transported.

The difference is the observing frequency between the
mobile station for geodetic VLBI yesteryear and our new
Caravan mobile station. We have to receive 230GHz band
while the old geodetic VLBI utilized SX bands (2GHz
and 8GHz) for positional measurements. The higher the
observing frequency we use, the more difficult the main-
taining of coherency of observing system becomes. However,
recent VLBI experiment at 230GHz in Japan provided us
with technical evidence for the Caravan mobile station. At
Nobeyama radio observatory in April 2015, using two radio
telescopes with independent frequency standards, VLBI
fringe at 230GHz was detected from a tentative set-up of
VLBI system. It was the firstVLBI fringe detection at 230GHz
in Japan, which is the world tie record for the highest
frequency VLBI [26]. This proves that the idea of Caravan-
submm, mobile submillimeter telescope is technically feasi-
ble. The used VLBI system for that experiment was a very
temporary one, composed of instruments the participants
brought together in haste. This situation was very similar to
that of the Caravan-submmmobile observing system.

2.2. Multimirror System for the Mobile Station. We must
further elaborate ideas to realize a mobile 230GHz radio
telescope, Caravan-submm mobile station. Today, following
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the ALMA construction, a submillimeter telescope is not so
technically difficult to construct. However it is also true that
a simple application of ALMA experience is not enough to
realize the mobile radio telescope for such high frequency
observations. In case of ALMA 12m telescope, to obtain a
large aperture for high frequency receiving, panels on rigid
structure with actuator are adopted and successful perfor-
mance is attained. But the weight of the ALMA telescope
means it is too heavy to easily relocate and also complicated
operations are required. The ALMA telescope is designed
to fulfill universal functions, and as a result it is expensive,
while our concept of the Caravan-submm mobile station is
quite different from that of ALMA. The Caravan-submm
mobile station must move around the Andes region. Its
telescope must be transportable, and it must be easy to
assemble and disassemble. To fulfill the requirements we
adopt a multimirror system for our mobile station. Using a
couple of lightweight dishes 2m in diameter, we get a total
aperture area corresponding to that of 4m single dish. Use of
lightweight small dishes brings us two advantages. The first
is that individual small dishes are so light that we can easily
transport them using the usual vehicles and can assemble
them by hand and disassemble them after observations.
Second, we can attain cost reduction when we use several
small dishes instead of making a single dish with the same
collecting area. In general, the cost of making a single dish
increases more rapidly than is proportional to the square of
its diameter. This is why we plan to use a multimirror system
for the Caravan-submmmobile telescope (Figure 5).

2.3. Antenna by Metal Spinning Method. In order to achieve
the cost reduction in making high precision antennas for
receiving 230GHz, we have examined the accuracy of the
parabola surfaces made using the Japanese metal spinning
method (Figure 6) and found that an accuracy as well as
60 𝜇m r.m.s. is easily obtained. Recently we confirmed that
surface accuracies about 15 𝜇mr.m.s. were achieved by adding
an annealing process in spinning processing (Figure 7).

Figure 6: Japanese metal spinning method (Kitajima Shibori Seis-
akusho Co., Ltd.).
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Figure 7: Surface accuracy about 15 𝜇m r.m.s. was achieved using a
new 30 cm mold (surface accuracy: 4 𝜇m r.m.s.) by metal spinning
method with adding an annealing process.

Now we have hopeful outlooks that cost reduced millime-
ter/submillimeter antennas as large as 2m in diameter can be
produced using the Japanese metal spinning method.

2.4. Site Survey. To observe with such high frequencies on
the ground, high mountains such as the Andes are the best
sites where the transparency of the millimeter/submillimeter
wavelengths in the atmosphere is good. We performed a site
survey in the Andes with the support of the ICRR. In order to

87Caravan-Submm, Black Hole Imager in the Andes



(𝜇as)
(𝜇

as
)

250

200

150

100

50

0

−50

−100

−150

−200

−250
200 100 0 −100 −200

200𝜇as

(a) Model image

(𝜇as)

(𝜇
as
)

250

200

150

100

50

0

−50

−100

−150

−200

−250
200 100 0 −100 −200

200𝜇as

(b) Longer baselines only (without ALMA)

(𝜇as)

(𝜇
as
)

250

200

150

100

50

0

−50

−100

−150

−200

−250
200 100 0 −100 −200

200𝜇as

(c) Longer baselines only (with ALMA)

(𝜇as)

(𝜇
as
)

250

200

150

100

50

0

−50

−100

−150

−200

−250
200 100 0 −100 −200

200𝜇as

(d) Addition of Caravan (without ALMA)

(𝜇as)

(𝜇
as
)

250

200

150

100

50

0

−50

−100

−150

−200

−250
200 100 0 −100 −200

200𝜇as

(e) Addition of Caravan (with ALMA)

Figure 8: Imaging simulation for u-v coverage. (a) Model image of edge-on view RIAF accretion disk with 50𝜇as black hole shadow at
the center. Total flux density is 3 Jy. (b) Result from only global longer baselines without phased-ALMA. (c) Result from only global longer
baselines with phased-ALMA. (d) Result from combination of global longer baselines plus Caravan-submm array without phased-ALMA. (e)
Result from combination of global longer baselines plus Caravan-submm array with phased-ALMA. Here we assumed 1024MHz recording
bandwidth.

confirm the transparency at millimeter/submillimeter radio
waves, measurement of the water vapor contents in the
atmosphere should be done. We measured the water vapor
contents at Huancayo Observatory (IGP) in Peru, Mount

Chacaltaya Laboratory (Universidad Mayor de San Andres)
in Bolivia, and other places. We found the precipitable water
vapor amounts in the rainy reason (February to March in
2015) were at least twice as high compared with those in
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the dry season (June to July in 2012). This means that the
best season for millimeter/submillimeter VLBI observations
is limited even in the high Andes.

2.5. System Operation. The Japanese Caravan-submm team
will not only perform our observations in the Andes alone,
but also take part in the worldwide observations. As a first
step after constructing the Caravan-submm mobile station,
we begin observations with other telescopes in the Andes.
By changing observational positions of the Caravan-submm
mobile station, we sample data from various baselines.
Checking the fringe amplitude-baseline length relations, we
investigate the first null point, from which position we can
estimate the horizon size and themass of black hole assuming
simple image models (concerning the details of the method
we explain in the next section). It is highly possible that at this
stage we will obtain crucial evidence of a black hole horizon.
We will take part in the global millimeter/submillimeter
VLBI observation as soon as technically possible. Fromglobal
millimeter/submillimeter VLBI observations of SgrA∗, we
can expect to obtain reliable imaging results of the black hole
horizon.

2.6. Performance of Caravan-Submm. We performed further
imaging simulations with changing array configurations and
model images. Here we assumed a long baseline array con-
tains seven stations, SMA (Hawaii, US), LLAMA (Argentina),
LMT (Mexico), SMT (Arizona, US), CARMA (California,
US), Plateau de Bure interferometer (Spain), and IRAM (Pico
Veleta, Spain), and with/without phased-ALMA, while the
Caravan-submm includes the two fixed stations at Huancayo,
Peru, andMt. Chacaltaya, Bolivia, with 13 different observing
positions for the mobile station. Figure 8 shows a simulation
result for SgrA∗. First of all, resultant images have little
difference between with and without the phased-ALMA.
This is because SgrA∗ is so bright at 230GHz that we can
detect fringes of SgrA∗ with high signal to noise ratio even
without ALMA. The essential role of phased-ALMA as a
VLBI station lies in increasing the number of detectable
sources withmillimeter to submillimeter VLBI. Second, there
is strong possibility that we fail to obtain a correct image
with only global longer baselines like the present EHT array.
Needless to say, it is also difficult to obtain a correct image
with only shorter baselines like Caravan-submm array. It is
from the combination of global longer baselines and Andes
shorter baselines that we can obtain reliable images of SgrA∗.
This conclusion is entirely consistent with the common sense
in radio interferometry that image quality depends on how
the u-v plain can be covered.

3. Data Analysis and Calibration

In this sectionwe introducemethods of data analysis and data
calibrations. First, we mention a model fitting method using
the relation between amplitude and projected baseline length
that was frequently used in the old days and then two new
methods we developed. The Slit Modulation Imaging (SMI)
method is developed for detecting shorter time variations
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Figure 9: From Miyoshi et al. [8]: the visibility amplitudes of three
image models as function of projected baseline: (a) the case of
𝑀BH = 3.7 × 10

6M⊙, (b) the case of𝑀BH = 2.6 × 10
6M⊙, and (c)

the case with no black hole or the scattering effect is still dominant.
The functions of (a) and (b) have null value points that indicate the
existence of the central black shadow. The 3𝜎 noise level of present
engineering performance is shown by the red horizontal line. The
red point with error bar is the visibility amplitude measured by
Krichbaum et al. [9].

such as quasi periodic oscillation (QPO). The verification
method of calibrations (VERICA) is the one to investigate the
existence of residuals of systematic errors in calibrated data.

3.1. A Simple Analysis Using Amplitude u-v Distance Relation.
When an array has limited coverage in the u-v plane, instead
of synthesis imaging, visibility analysis has frequently been
performed in order to estimate the shape and size of the
observed sources. In the early days of radio interferometers
such methods were mainly used. Figure 9 shows visibility
amplitude curves of three simple image models, (a) a simple
Gaussian brightness without shadow, (b) a Gaussian with a
shadow of 30 𝜇as (𝑀BH = 2.6 × 10

6M⊙), and (c) a Gaussian
with a shadow of 45 𝜇as (𝑀BH = 3.7×10

6M⊙). For simplicity
here we used point-symmetric images. AGaussian brightness
distribution also shows a Gaussian curve in the visibility
amplitudes. If the shadow exists, the visibility function has
null value points at some projected baseline length. The null
value positions change with the size of the shadow. From
the visibility amplitude function, we can distinguish whether
the shadow exists or not. Further, because the null value
points move according to the shadow size, we can estimate
the shadow size, which also means we can measure the mass
of the black hole from the null value positions. Formeasuring
the correlated flux densities with u-v distance, a small array
composed of a few stations is sufficient. It is certain that
the null value points will appear in visibility amplitude and
projected baseline diagrams with other types of images.
One of the typical ones is double sources like core and jet
structures, which are frequently observed from other AGNs.
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Figure 10: The SMI method. (a) Schematic diagram of data-sampling pattern in the SMI method. (b) u-v coverage of the 8-phase SMI maps
for SgrA∗ (𝛿 = −30∘) at 43GHz by VLBA. 𝑁div = 8 and 𝑃trial = 16.8min. (c) A simulative result of the SMI method for model of moving
point on fixed Gaussian at 𝛿 = −30∘. The map area is 1mas (𝑒 − 𝑤) × 0.5mas (𝑛 − 𝑠). Contour levels are every 10% of the peak. Cross mark
indicates the intensity peak position corresponding to the moving point position [10].
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Figure 11: Relations of signal𝑉, thermal noise 𝜖, and correctly calibrated visibility𝑍. If the calibration is perfectly performed, the differential
visibility shows thermal noise feature. While the calibration is insufficient, namely, systematic errors still remain, the differential visibility
shows different distributions from thermal ones.

In the case of SgrA∗, there is no convincing result showing
separated structures from previous VLBI observations. The
VLBI image of SgrA∗ always shows a single structure. When
an eruption happens at SgrA∗, the double structure will
appear. But the structure is a tentative one and will soon
disappear. It will be easy to distinguish the reason for the
existence of null value points in visibility amplitude whether
from core and jet structures or from the darkness of a black
hole shadow. Even if the SgrA∗ structure is not simple like
the three models used here, we can limit the structure model
from estimated mass and spin of the black hole in SgrA∗
and the accretion disk model and shape of black hole shadow
from ray-tracing calculations. Reliable image-model fitting to
observed visibilities will certainly be possible to detect the
black hole shadow in SgrA∗. In the case of SgrA∗ the first
null point will appear at projected baseline length ranging
from 1000 to 2000 km. This is the reason why such shorter
baselines of Caravan-submm are the key for detecting black
hole horizon of SgrA∗ [14].

3.2. Slit Modulation Imaging (SMI)Method. TheSMImethod
is for detecting shorter periodic structural changes of
observed source from interferometric data. It is highly effec-
tive in detecting periodic change patterns whose period is
shorter than the observing time span, from interferometric
data [10]. The essence of the method lies in the sampling
pattern of visibility data in time series. Figure 10(a) shows a
schematic diagramof data selection froman observation time
span. First we divide the whole observation time into several
divisionswith a trial period,𝑃trial, and each division is divided
into subdivisions (n phase segments). Figure 10(a) shows the
case of 𝑁div = 8. The 𝑛th phase SMI map is produced from
the visibilities of the 𝑛th phase segments of all the divisions.
Figure 10(b) shows the resultant u-v coverage of each phase

SMImap.Thus, the SMImaps have very similar u-v coverage,
almost free from the influence of u-v coverage differences.
Unlike the analysis of time series of snapshot maps, there
is no need to discuss the effect of different u-v coverage.
Figure 10(c) shows a simulation example that SMI method
detects a periodic structure change: a 0.1 Jy point source
oscillates with period 𝑃change = 16.8min on a fixed elliptical
Gaussian brightness distribution shape of SgrA∗ at 43GHz.
By changing 𝑃trial we can learn the periodic structure change
of the source if it exists. As demonstrated, we can detect
periodic structure change patterns with shorter periods than
the observing time span.

3.3. VERICA (VERIfication Method of CAlibrations) Method.
Verification of applied calibration onto visibility is important
but has not been established well so far. We found such
a method named VERICA recently. Because the source
structure is unknown to us in general, we cannot predict
how the signal 𝑉 behaves. However, if we can subtract the
𝑉 from the obtained visibility 𝑍 and if systematic errors
are removed by calibrations, the residual shows a pure ther-
mal noise feature, which can be estimated from measured
system temperatures and antenna performance. Differential
visibilities between different video channels recorded at the
same time with the same baseline (and each frequency is
set to be nearly equal) correspond to such quantities. If the
individual calibrations applied to the visibilities are precisely
appropriate, the difference should statistically show a differ-
ential thermal noise distribution (Figure 11). Therefore, by
checking distributions of differential visibilities, we can verify
whether the applied calibrations onto visibility are proper
or not without knowledge of observed source structure.
From probability density functions of signal and thermal
noise [27], we calculated its differential probability density
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Figure 12: Examples of differential visibility distributions: from several baselines, BR-PT, BR-SC, HN-SC, and KP-PT. Every visibility is 10 sec
integrations from VLBA 43GHz observations of SgrA∗ (code: BS131B).
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Figure 13: Estimated noise from fitting to differential visibility
amplitude distribution and measured 𝑇sys × gain. In this case, the
calibrated data shows expected thermal noise features.

functions and developed this new method, VERICA [28].
Figure 12 shows examples of differential phase and amplitude
distributions, respectively, from real VLBA 43GHz data of
SgrA∗ [29]. Real distributions are fitted well to theoretical
ones. From differential amplitude fitting, we can estimate the
noise levels. We found the estimated noises are consistent
with measured system noise and antenna gains (Figure 13).
This means systematic errors are well removed by applied
calibrations. We can judge whether the applied calibrations
are proper or not by VERICA even when the observed source
shows time variation during observations. This is why the
differential visibility contains no component of source struc-
ture. At millimeter to submillimeter wave VLBI observations
of SgrA∗, we will encounter such situations in future, but
using the VERICA method we can find good calibration
solutions to be applied and obtain correct synthesis images.
(Note: here each video channel is calibrated independently
by Fringe-search and self-calibration. Thus the degrees of
residual systematic errors are different in each data item
after individual calibration. The differential visibility distri-
butions between individually calibrated data show deviations
from thermal noise ones if residual systematic errors still
exist.)
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We present the analytic theory of brown dwarf evolution and the lower mass limit of the hydrogen burning main-sequence stars
and introduce some modifications to the existing models. We give an exact expression for the pressure of an ideal nonrelativistic
Fermi gas at a finite temperature, therefore allowing for nonzero values of the degeneracy parameter. We review the derivation of
surface luminosity using an entropy matching condition and the first-order phase transition between the molecular hydrogen in
the outer envelope and the partially ionized hydrogen in the inner region. We also discuss the results of modern simulations of the
plasma phase transition, which illustrate the uncertainties in determining its critical temperature. Based on the existingmodels and
with some simple modification, we find the maximum mass for a brown dwarf to be in the range 0.064𝑀⊙–0.087𝑀⊙. An analytic
formula for the luminosity evolution allows us to estimate the time period of the nonsteady state (i.e., non-main-sequence) nuclear
burning for substellar objects. We also calculate the evolution of very low mass stars. We estimate that ≃11% of stars take longer
than 10

7 yr to reach the main sequence, and ≃5% of stars take longer than 10
8 yr.

1. Introduction

One of the most interesting avenues in the study of stellar
models lies in understanding the physics of objects at the
bottom of and below the hydrogen burning main-sequence
stars.Themain obstacle in the study of very lowmass (VLM)
stars and substellar objects is their low luminosity, typically
of order 10−4𝐿⊙, which makes them difficult to detect. There
is also a degeneracy between mass and age for these objects,
which have a luminosity that decreases with time.Thismakes
the determination of the initial mass function (IMF) difficult
in this mass regime. However, in the last two decades, there
has been substantial observational evidence that supports the
existence of faint substellar objects. Since the first discovery
of a brown dwarf [1, 2], several similar objects were iden-
tified in young clusters [3] and Galactic fields [4] and have
generated great interest among theorists and observational
astronomers. The field has matured remarkably in recent
years and recent summaries of the observational situation can
be found in Luhman et al. [5] and Chabrier et al. [6].

In two consecutive papers, Kumar [7, 8] revolutionized
the understanding of low mass objects by studying the

Kelvin-Helmholtz time scale and structure of very low mass
stars. He successfully estimated that stars below about 0.1𝑀⊙
contract to a radius of about 0.1𝑅⊙ in about 109 years, which
was a correction to the earlier estimate of 1011 years. The
earlier calculation was based on the understanding that low
mass stars evolve horizontally in the H-R diagram and thus
evolve with a low luminosity for a long period of time.
However, Hayashi and Nakano [9] showed that such low
mass stars remain fully convective during the pre-main-
sequence evolution and are much more luminous than the
previously accepted model based on radiative equilibrium.
Kumar’s analysis showed that, for a critical mass of 0.09𝑀⊙,
the time scale has a maximum value that decreases on
either side. Although this crude model neglected any nuclear
reactions, it did give a very close estimate of the time scale.
The second paper [8] gave a more detailed insight into
the structure of the interior of low mass stars. This model
was based on the nonrelativistic degeneracy of electrons
in the stellar interior. Kumar’s extensive numerical analysis
for a particular abundance of hydrogen, helium, and other
chemical compositions yielded a limiting mass below which
the central temperature and density are never high enough

Analytic Models of Brown Dwarfs and the Substellar 
Mass Limit

8



to fuse hydrogen. A more exact analysis required a detailed
understanding of the atmosphere and surface luminosity of
such contracting stars.

The next major breakthrough in theoretical understand-
ing came from the work of Hayashi and Nakano [9], who
studied the pre-main-sequence evolution of low mass stars
in the degenerate limit. Although it was predicted that there
exist lowmass objects that cannot fuse hydrogen, the internal
structure of these objects remained a mystery. A complete
theory demanded a better understanding of the physical
mechanisms which govern the evolution of these objects.
It became essential to develop a complete equation of state
(EOS).

D’Antona and Mazzitelli [10] used numerical simulations
to study the evolution of VLM stars and brown dwarfs
for Population I chemical composition (𝑌 = 0.25, 𝑍 =

0.02) and different opacities. Their model showed that for
the same central condition (nuclear output) an increasing
opacity reduces the surface luminosity. Thus, a lower opacity
causes a greater surface luminosity and subsequent cooling
of the object.Their results implied that the hydrogen burning
minimum mass is 𝑀 = 0.08𝑀⊙ for opacities considered
in their model. Furthermore, they showed that objects with
mass close to𝑀 = 0.08𝑀⊙ spend more than a billion years at
a luminosity of ∼10−5𝐿⊙.

Burrows et al. [11] modelled the structure of stars in the
mass range 0.03𝑀⊙–0.2𝑀⊙. They used a detailed numerical
model to study the effects of varying opacity, helium fraction,
and the mixing length parameter and compared their results
with the existing data. Their important modification was
that they considered thermonuclear burning at temperatures
and densities relevant for low masses. A detailed analysis
of the equation of state was performed in order to study
the thermodynamics of the deep interior, which contained
a combination of pressure-ionized hydrogen, helium nuclei,
and degenerate electrons. This analysis clearly expressed
the transition from brown dwarfs to very low mass stars.
These two families are connected by a steep luminosity
jump of two orders of magnitude for masses in the range of
0.07𝑀⊙–0.09𝑀⊙.

Saumon and Chabrier [12] proposed a new EOS for fluid
hydrogen that, in particular, connects the low density limit
of molecular and atomic hydrogen to the high density fully
pressure-ionized plasma.Theyused the consistent free energy
model but with the added prediction of a first-order “plasma
phase transition” (PPT) [12] in the intermediate regime of the
molecular and themetallic hydrogen.As an application of this
EOS, they modelled the evolution of a hydrogen and helium
mixture in the interior of Jupiter, Saturn, and a brown dwarf
[13, 14]. They adopted a compositional interpolation between
the pure hydrogen EOS and a pure helium EOS to obtain
a H/He mixed EOS. This was based on the additive volume
rule for an extensive variable [15] and allowed calculations of
the H/He EOS for any mixing ratio of hydrogen and helium.
Their analysis suggested that the cooling of a brown dwarf
with a PPT proceeds much more slowly than in previous
models [11].

Stevenson [16] presented a detailed theoretical review
of brown dwarfs. His simplified EOS related pressure and

density for degenerate electrons and for ions in the ideal
gas approximation. Although corrections due to Coulomb
pressure and exchange pressure are of physical relevance,
they together contribute less than 10% in comparison to
the other dominant term in the pressure-density relationship
for massive brown dwarfs (𝑀 ≥ 0.04𝑀⊙). The theoretical
analysis gave a very goodunderstanding of the behavior of the
central temperature𝑇𝑐 as a function of radius and degeneracy
parameter𝜓. Stevenson [16] discussed the thermal properties
of the interior of brown dwarfs and provided an approximate
expression for the entropy in the interior and in the atmo-
sphere of a brown dwarf. He also derived an expression for
the effective temperature as a function of mass.

A method to use the surface lithium abundance as a
test for brown dwarf candidates was proposed by Rebolo
et al. [17]. Lithium fusion occurs at a temperature of about
2.5 × 10

6 K, which is easily attainable in the interior of the
low mass stars. However, brown dwarfs below the mass of
0.065𝑀⊙ never develop this core temperature.They will then
have the same lithium abundance as the interstellar medium
independent of their age. However, for objects slightly more
massive than 0.065𝑀⊙, the core temperature can eventually
reach 3×106 K.They deplete lithium in the core and the entire
lithium content gets exhausted rapidly due to the convection.
This causes significant change in the observable photospheric
spectra.Thus, lithiumcan act as a browndwarf diagnostic [18]
as well as a good age detector [19].

Following this, an extensive review on the analytic model
of brown dwarfs was presented by Burrows and Liebert [20].
They presented an elaborate discussion on the atmosphere
and the interior of brown dwarfs and the lower edge of the
hydrogen burning main sequence. Based on the convective
nature of these low mass objects, they modelled them as
polytropes of order 𝑛 = 1.5. Once again, the atmospheric
model was approximated based on a matching entropy
condition of the plasma phase transition between molecular
hydrogen at lowdensity and ionized hydrogen at high density.
The polytropic approximation enabled the calculation of the
nuclear burning luminosity within the core adiabatic density
profile [21]. While the luminosity did diminish with time in
the substellar limit, the model did show that brown dwarfs
can undergo hydrogen burning for a substantial period of
time before it eventually ceases. The critical mass deduced
from this model did indeed match that obtained from more
sophisticated numerical calculations [11].

In this work, we give a general outline of the analytic
model of the structure and the evolution of brown dwarfs.
We advance some aspects of the existing analytic model by
introducing a modification to the equation of state. We also
discuss some of the unresolved problems like estimation of
the surface temperature and the existence of PPT in the
brown dwarf environment. Our paper is organized as follows.
In Section 2, we discuss the derivation of a more accurate
equation of state for a partially degenerate Fermi gas. We
incorporate a finite temperature correction to the expression
for the Fermi pressure to give a more general solution to the
Fermi integral. In Section 3, we discuss the scaling laws for
various thermodynamic quantities for an analytic polytrope
model of index 𝑛 = 1.5. In Section 4, we discuss the
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derivation of the equations [20] connecting the photospheric
(surface) temperature with density, where the entropies at the
interior and the exterior are matched using the first-order
phase transition. In the spirit of an analytic model, we derive
simplified analytic expressions for the specific entropies
above and below the PPT. We also highlight the need to
seek alternate methods given current concerns about the
relevance of the PPT in BD interiors. We discuss the nuclear
burning rates for lowmass objects in Section 5 and determine
the nuclear luminosity 𝐿𝑁 [21]. In Section 6, we estimate
the range of minimum mass required for stable sustainable
nuclear burning. In Section 7, we discuss a coolingmodel and
examine the evolution of photospheric properties over time.
In Section 8, we estimate the number fraction of stars that
enter the main sequence after more than a million years. In
the concluding section, we discuss further possibilities for an
improved and generalized theoreticalmodel of browndwarfs.

2. Equation of State

In main-sequence stars, the thermal pressure due to nuclear
burning balances the gravitational pressure and the star can
sustain a large radius and nondegenerate interior for a long
period of time. However, substellar objects like brown dwarfs
fail to have a stable hydrogen burning sequence and instead
derive their stability from electron degeneracy pressure. A
simple but accurate model needs to have a good equation
of state that incorporates the degeneracy effect and the
ideal gas behavior at a relative higher temperature. Burrows
and Liebert [20] give a pressure law that applies to both
extremes but has a poor connection in the intermediate zone.
Stevenson [16] also gives an empirical relation for the pressure
that does include an approximate correction term to connect
the two extremes. Here, in order to obtain a more accurate
analytic expression for the pressure, we integrate the Fermi-
Dirac integral exactly using the polylogarithm functions
Li𝑠(𝑥). The most general expression for the pressure is

𝑃𝐹 = 𝑔𝑠 ∫

∞

0

4𝜋𝑝
2

(2𝜋ℏ)
3
𝑑𝑝(

1

𝑒
𝛽(𝜖−𝜇)

+ 𝑏

)(

1

3

𝑝

𝑑𝜖

𝑑𝑝

) (1)

[22], where 𝑏 = 1 for the Fermi gas and 𝜖(𝑝) =

√𝑝
2
𝑐
2
+ 𝑚
2
𝑐
4

− 𝑚𝑐
2 and the other variables are the

standard constants. For substellar objects, the electrons are
mainly nonrelativistic due to the relatively low temperature
and density. In the nonrelativistic limit, that is,𝑚2𝑐4 ≫ 𝑝

2
𝑐
2,

the energy density reduces to 𝜖(𝑝) ≃ 𝑝
2
/2𝑚. Now, rewriting

(1) in terms of the energy density gives

𝑃𝐹 = 𝑎∫

∞

0

𝜖
3/2

𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

, (2)

where 𝑎 = (2/3)(4𝜋(2𝑚)
3/2

/(2𝜋ℏ)
3
), 𝛽 = (𝑘𝐵𝑇)

−1, and we
have taken 𝑔𝑠 = 2. In the limit 𝑇 → 0, for all 𝜖 < 𝜇, the
argument of the exponential is negative and hence the
exponential goes to zero as 𝛽 → ∞. Thus, the integral
reduces to the Fermi pressure at zero temperature. However,
in a physical situation at finite temperature, the integral can
be solved analytically using the polylogs. The details of the

exact derivation for a general Fermi integral are shown in
Appendix A. The expression for the pressure of a degenerate
Fermi gas at finite temperature is

𝑃𝐹 ≃ 𝑎

2

5

𝜇
5/2

−

1

8

𝑎𝛽
−1
𝜇
3/2 ln (1 + 𝑒

−𝛽𝜇
)

+

3

2

𝑎𝛽
−2
𝜇
1/2𝜋
2

6

+

3

4

𝑎𝛽
−2
𝜇
1/2Li2 (−𝑒

−𝛽𝜇
) ⋅ ⋅ ⋅ .

(3)

The above expression for pressure is themost general analytic
relation for the pressure of a degenerate Fermi gas at a finite
temperature. The first term is the zero temperature pressure
and the subsequent terms are the corrections due to the finite
temperature of the gas and include Li𝑠, the polylogarithm
functions of different orders 𝑠. The expression is terminated
after the fourth term as the polylogs fall off exponentially as
the gas becomes more and more degenerate. Equation (3) is
a natural extension of the first-order Sommerfeld correction
[23].

The central temperature of VLM stars and brown dwarfs
is of the same order as the electron Fermi temperature and
thus the degeneracy parameter 𝜓 is defined as

𝜓 =

𝑘𝐵𝑇

𝜇𝐹

=

2𝑚𝑒𝑘𝐵𝑇

(3𝜋
2
ℏ
3
)
2/3

[

𝜇𝑒

𝜌𝑁𝐴

]

2/3

, (4)

where 𝜇𝐹 is the electron Fermi energy in the degenerate limit
and 1/𝜇𝑒 = 𝑋 + 𝑌/2 is the number of baryons per electron
and 𝑋 and 𝑌 are the mass fractions of hydrogen and helium,
respectively. Other constants have their standard meaning.

Rewriting (3) in terms of the degeneracy parameter𝜓 and
retaining terms only up to second order, we arrive (for 𝜇 =

𝜇𝐹) at

𝑃𝐹 =
2

5

𝑎𝐴
5/2

[

𝜌

𝜇𝑒

]

5/3

[1 −

5

16

𝜓 ln (1 + 𝑒
−1/𝜓

)

+

15

8

𝜓
2
{

𝜋
2

3

+ Li2 (−𝑒
−1/𝜓

)}] ,

(5)

where 𝐴 = (3𝜋
2
ℏ
3
𝑁𝐴)
2/3

/2𝑚𝑒 is a constant. However, the
interior of a brown dwarf is also composed of ionized hydro-
gen and helium. The total pressure is a combined effect of
both electrons and ions; that is, 𝑃 = 𝑃𝐹 + 𝑃ion, where 𝑃𝐹

is the Fermi pressure for an ideal nonrelativistic gas at a
finite temperature. The pressure due to ions for an ionized
hydrogen gas can be approximated as

𝑃ion =
𝑘𝜌𝑇

𝜇1𝑚𝐻

. (6)

Therefore, the final equation of state for the combined
pressure is

𝑃 =

2

5

𝑎𝐴
5/2

[

𝜌

𝜇𝑒

]

5/3

[1 −

5

16

𝜓 ln (1 + 𝑒
−𝛽𝜇

)

+

15

8

𝜓
2
{

𝜋
2

3

+ Li2 (−𝑒
−1/𝜓

)} + 𝛼𝜓] ,

(7)
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where 𝛼 = 5𝜇𝑒/2𝜇1 and 𝜇1 is the mean molecular weight for
helium and ionized hydrogen mixture and is expressed as

1

𝜇1

= ((1 + 𝑥H+)𝑋 +

𝑌

4

) , (8)

where 𝑥H+ is the ionization fraction of hydrogen. It should
be noted that 𝑥H+ changes as one moves from the core
(completely ionized) to the surfacewhich ismainly composed
of molecular hydrogen and helium.

There are several corrections to the EOS that can be
considered.TheCoulombpressure and the exchange pressure
(see (13) in Stevenson [16]) are two important corrections
to (7). However, as stated earlier, they are less important
for more massive brown dwarfs. Hubbard [24] presents
the contribution due to the electron correlation pressure,
which depends on the logarithm of 𝑟𝑒, the mean distance
between electrons. Stolzmann and Blocker [25] present an
analytic formulation of the EOS for fully ionized matter
to study the thermodynamic properties of stellar interiors.
They show that the inclusion of both electron and the ionic
correlation pressure results in a ∼10% correction to the EOS.
Furthermore, Gericke et al. [26] state that themain volume of
the brown dwarfs and the interior of giant gas planets are in a
warm dense matter state, where correlation energy, effective
ionization energy, and the electron Fermi energy are of the
same order of magnitude. Thus, the interiors of these objects
effectively form a strongly correlated quantum system. Becker
et al. [27] give an EOS for hydrogen and helium covering a
wide range of densities and temperatures. They extend their
ab initio EOS to the strongly correlated quantum regime and
connect it with the data derived using other methods for the
neighboring regions of the 𝜌-𝑇 plane. These simulations are
within the framework of density functional theory molecular
dynamics (DFT-MD) and give a detailed description of the
internal structure of brown dwarfs and giant planets. This
leads to a 2.5%–5% correction in the mass-radius relation.

The study of the EOS of brown dwarfs will help in under-
standing degenerate bodies in the thermodynamic regime
that is not so close to the high pressure limit of a fully degen-
erate Fermi gas. In this context, theMie-Grueneisen equation
of state is of relevance to test the validity of the assumption
that the Grueneisen parameter 𝛾 = (𝜕 log𝑇/𝜕 log 𝜌)𝑠 is inde-
pendent of the temperature 𝑇 [28] at a constant volume 𝑉.
The brown dwarf regime is in a way more interesting than
the white dwarf regime since it is not so close to the limit of a
fully degenerate Fermi gas. In Appendix C, we have provided
analytic expressions for two parameters that are of particular
relevance for the brown dwarfs: the specific heat (𝐶V or 𝐶𝑝)
and the Grueneisen parameter.

3. An Analytic Model for Brown Dwarfs

In this section, we derive some of the essential thermody-
namic properties of a polytropic gas sphere based on the
discussion in Chandrasekhar [29]. As is evident from (7), the
𝑃-𝜌 relation for a brown dwarf is a polytrope

𝑃 = 𝐾𝜌
(1+1/𝑛)

, (9)

where the index 𝑛 = 3/2. 𝐾 is a constant depending on the
composition and degeneracy and can be expressed (from (7))
as

𝐾 = 𝐶𝜇
−5/3
𝑒 (1 + 𝛾 + 𝛼𝜓) , (10)

where for a simplified presentation we represent the correc-
tion terms as

𝛾 = −

5

16

𝜓 ln (1 + 𝑒
−𝛽𝜇

) +

15

8

𝜓
2
{

𝜋
2

3

+ Li2 (−𝑒
−1/𝜓

)} (11)

and 𝐶 (on using the values of natural constants, we get 𝐶 =

10
13 cm4 g−2/3 s−2) = (2/5)𝑎𝐴

5/2 is a constant. The solution to
the Lane-Emden equation subject to the zero pressure outer
boundary condition can be used to arrive at useful results for
𝑅, 𝜌𝑐, and 𝑃𝑐 for the polytropic equation of state (see (7)).The
radius can be expressed as

𝑅 = 2.3573

𝐾

𝐺𝑀
1/3

(12)

[29]. On substituting (10) for𝐾, the radius for a brown dwarf
can be expressed as the function of degeneracy and mass:

𝑅 = 2.80858 × 10
9
(

𝑀⊙

𝑀

)

1/3

𝜇
−5/3
𝑒 (1 + 𝛾 + 𝛼𝜓) cm. (13)

Similarly, the expressions for the central density𝜌𝑐 and central
pressure are given by the relations 𝜌𝑐 = 𝛿𝑛(3𝑀/4𝜋𝑅

3
) and

𝑃𝑐 = 𝑊𝑛(𝐺𝑀
2
/𝑅
4
), where the constant 𝛿𝑛 = 5.991 and𝑊𝑛 =

0.77 for the polytrope of 𝑛 = 1.5 [29]. On substituting the
expression for 𝑅 (13) in these relations, we get

𝜌𝑐 = 1.28412 × 10
5
(

𝑀

𝑀⊙

)

2
𝜇
5
𝑒

(1 + 𝛾 + 𝛼𝜓)
3
g/cm3, (14)

𝑃𝑐 = 3.26763 × 10
9
(

𝑀

𝑀⊙

)

10/3
𝜇
20/3
𝑒

(1 + 𝛾 + 𝛼𝜓)
4
Mbar. (15)

These are the scaling laws of the density and pressure
in the interior core of a brown dwarf. Interestingly, these
vary with the degeneracy parameter 𝜓 that is a function of
time. Thus, a very simple polytropic model can yield the
time evolution of the internal thermodynamical conditions
of a brown dwarf. From the definition of the degeneracy
parameter in (4) and using (14), the central temperature can
be expressed as a function of 𝜓:

𝑇𝑐 = 7.68097 × 10
8 K(

𝑀

𝑀⊙

)

4/3
𝜓𝜇
8/3
𝑒

(1 + 𝛾 + 𝛼𝜓)
2
. (16)

The central temperature has a maximum for a certain value
of 𝜓, and it increases for greater values of 𝑀. Further, using
(13), we have shown the variation of central temperature
𝑇𝑐 as a function of radius 𝑅. 𝑇𝑐 increases as the object
contracts under the influence of gravity. It peaks at a certain
𝑅 and then cools over time.The maximum peak temperature
increases for heavier objects and also depends on the extent

98 New Frontiers in Astronomy



3.5

3.0

2.5

2.0

1.5

1.0

0

0.5

×10
6

T
c

(K
)

Tc versus radius

0.5 1 2

×10
10

R (cm)

0.070M⊙

0.075M⊙

0.080M⊙

0.085M⊙

Figure 1: The variation of 𝑇𝑐 versus radius 𝑅 for different masses.

of ionization of hydrogen and helium. Figure 1 shows the
variation of the central temperature as a function of radius
for different mass ranges. If the critical temperature for
thermonuclear reactions is around 3 × 10

6 K, we can roughly
estimate the criticalmass for themain sequence as∼0.085𝑀⊙.
This is similar to the estimated critical mass (∼0.084𝑀⊙) for
the main sequence (see Figure 1 in Stevenson [16]). However,
it should be noted that the estimate of minimummass is very
sensitive to the mean molecular mass 𝜇1. In Figure 1, we have
used 𝜇1 = 1.23 for fully neutral gas (similar to 𝐴 ∼ 1.24 for
cosmic mixture as used in Stevenson [16]). Depending upon
the value of𝜇1, theminimummassmay vary significantly. For
example, if we consider a fully ionized gas, that is, 𝜇1 = 0.59,
it yields a minimummass of 0.12𝑀⊙.

4. Surface Properties

In this section, we discuss a very simple but crude model
which is broadly based on the phase transition proposed by
Chabrier et al. [14] and the isentropic nature of the interior
of brown dwarfs. The development of a theoretical model
for studying the variation of surface luminosity over time for
low mass stars (LMS) and brown dwarfs is a great challenge.
There is no stable phase of nuclear burning for brown dwarfs
and the luminosity gradually decreases with time. This leads
to an age-mass degeneracy in observational determinations.
Our lack of knowledge in understanding the physics of the
interior of brown dwarfs restricts the development of a com-
prehensivemodel. However, extensive simulations were done
on the molecular-metallic transition of hydrogen for LMS
and planets [13, 14]. Chabrier et al.’s [14]model predicts a first-
order transition for the metallization of hydrogen at a pres-
sure of ∼1Mbar and critical temperature of ∼15300K. Such
pressure and temperature values are appropriate for giant
planets and brown dwarfs. Modern numerical simulations
[30, 31] do confirm the existence of such phase transitions at
the same pressure range but predict a much different range of
temperature ∼2000K–3000K. This new temperature regime

is certainly too low for brown dwarfs. Although the pressure
estimate is relatively well established in these numerical
simulations, the phase transition temperature is still a matter
of continuing investigation [27]. Having noted these caveats,
we present the existing model for the surface temperature,
based on Chabrier et al. [14] and Burrows and Liebert [20].
We also introduce a simpler treatment of the specific entropy.

The PPT occurs over a narrow range of densities near
1.0 g/cm3 from a partially ionized phase (𝑥H+ ∼ 0.5) to a neu-
tral molecular phase (𝑥H+ < 10

−3
). For massive brown

dwarfs, the phase transition occurs nearer to the surface.
Burrows and Liebert [20] used the following approximate
analytic expressions for the specific entropy (equations (2.48)
and (2.49) in Burrows and Liebert [20]) for the two phases of
the PPT:

𝜎1 = −1.594 ln 1

𝜓

+ 12.43,

𝜎2 = 1.032

ln𝑇
𝜌
0.42

− 2.438.

(17)

Similar expressions for the entropy at the interior and the
atmosphere are given in equations (21) and (22) in Stevenson
[16]. We use a simplified approach to make the origin of the
above equation clear in the spirit of an analytic model. We
derive analytic expressions for the entropy of the ionized and
themolecular hydrogen separately for the two phases (similar
to equations (2.48) and (2.49) in Burrows and Liebert [20])
and match them via the phase transition. It is assumed that
the presence of helium does not affect the hydrogen PPT [14].

The region between the strongly correlated quantum
regime and the ideal gas limit can be modelled with correc-
tions to the ideal gas equation. Such correction terms can be
expressed by virial coefficients (see equation (1) in Becker
et al. [27]). For simplicity, we ignore such corrections in our
EOS (see (7)) and consider only the contribution of electron
pressure (see (5)) and the ion pressure (see (6)) of the partially
ionized hydrogen (of ionization fraction 𝑥H+) and helium
mixture.

The total entropy for our EOS (see (7)) is the sum of
the entropies of the atomic/molecular gas and the degenerate
electrons. The internal energy per gram for the monoatomic
gas particles is

𝑈 =

3

2

𝑘𝐵𝑁0𝑇

𝜇1

. (18)

Ideally, we can consider the total energy as a combination
of kinetic energy, radiation energy, and ionization energy
(B.3). But as the electron gas is degenerate, the radiation
pressure is relatively unimportant. Furthermore, as shown in
Appendix B, we may even neglect the contribution of the
ionization energy as the gas is only partially ionized. Taking
the partial derivatives of the expression for the internal energy
equation (18), we can express the change in heat 𝑑𝑄 using
the first law of thermodynamics (see (B.2)). However, as the
ionization fraction 𝑥H+(𝜌, 𝑇) is a function of density and
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temperature, we further use Saha’s ionization equations (B.5)
to get

𝑑𝑄

𝑇

= −

3

2

𝑘𝐵𝑁0

𝜇1

𝑑𝑇

𝑇

+

𝑘𝐵𝑁0

𝜇1

𝑑𝑊

𝑊

+ (

3

2

)

2

𝐻𝑘𝐵𝑁0

𝑑𝑇

𝑇

+

3

2

𝐻𝑘𝐵𝑁0

𝑑𝑉

𝑉

,

(19)

where 𝑊 = 𝑇
3
𝑉, 𝐻 = 𝑥H+(1 − 𝑥H+)/(2 − 𝑥H+). A more

generalized version including the radiation and the ionization
terms is shown in (B.6) in Appendix B. For 𝑇𝑑𝑆 = 𝑑𝑄, we
integrate (19) to express the entropy in the interior of the
brown dwarf as

𝑆1 =
𝑘𝐵𝑁0

𝜇1mod
ln 𝑇
3/2

𝜌1

+ 𝐶1, (20)

where

1

𝜇1mod
= (

1

𝜇1

+

3

2

𝑥H+ (1 − 𝑥H+)

2 − 𝑥H+
) (21)

and 𝜇1 is different for each model in this region and is
calculated using𝑥H+ fromTable 1. However, the contributions
to entropy due to radiation and the degenerate electrons (see
equation 2–145 in Clayton [32]) are negligible in the range of
temperature and density applicable for brown dwarfs. Based
on a similar argument, the analytic expression for the entropy
of nonionizedmolecular hydrogen and heliummixture at the
photosphere is expressed as

𝑆2 =
𝑘𝐵𝑁0

𝜇2

ln 𝑇
5/2

𝜌2

+ 𝐶2, (22)

where 1/𝜇2 = 𝑋/2 + 𝑌/4 is the mean molecular weight
for the hydrogen and helium mixture. The expression for
entropy 𝑆2 is derived using the first law of thermodynamics
(Appendix B) and the relation of the internal energy of
diatomic molecules (𝑈 = (5/2)(𝑘𝐵𝑁0𝑇/𝜇2)). Here, we have
considered only five degrees of freedom as the temperatures
are just sufficient to excite the rotational degrees of H2
but the vibrational degrees remain dormant. It should be
noted that (20) and (22) are just simplified forms of the
entropy expressions presented in Burrows and Liebert [20]
and Stevenson [16].

Thus, the entropy in the two phases is dominated by con-
tributions from the ionic and molecular gas, respectively.
Using the same argument as Burrows and Liebert [20]
that the two regions of different temperature and density
are separated by a phase transition of order one, we can
estimate the surface temperature. Using the expression for the
degeneracy parameter 𝜓 from (4), we can simplify (20) to be

𝑆1 =
3

2

𝑘𝐵𝑁0

𝜇1mod
(ln𝜓 + 12.7065) + 𝐶1. (23)

Furthermore, the jump of entropy

Δ𝜎 =

𝑆2 − 𝑆1

𝑘𝐵𝑁0

(24)

(see Table 1) for the phase transition at each point of the
coexistence curve of PPT [12] is used to estimate the relation
|𝐶1 − 𝐶2| between the two constants in (20) and (22). For
𝑇 = 𝑇eff and 𝜌2 = 𝜌𝑒 in (22), we can use (23) and (22) in (24)
and the value of |𝐶1 − 𝐶2| to obtain a wide range of possible
values of surface temperature 𝑇eff in terms of the degeneracy
parameter and photospheric density 𝜌𝑒:

𝑇eff = 𝑏1 × 10
6
𝜌
0.4
𝑒 𝜓

V K. (25)

The values of the parameters 𝑏1 and V for different models are
shown in Table 1. According to Chabrier’s model, the critical
temperature ∼1.53 × 10

4 K and critical density ∼0.35 g cm−3
mark the end of the phase transition with Δ𝜎 = Δ𝑆/𝑘𝐵𝑁 =

0. In the following discussion, we briefly summarize the
steps from Burrows and Liebert [20]. We replace equation
(2.50) in Burrows and Liebert [20] by (25) to estimate the
surface luminosity. As an example, we select a particular
phase transition point (model D) and show the derivation of
surface luminosity using hydrostatic equilibrium and ideal
gas approximation. The photosphere of a brown dwarf is
located at approximately the 𝜏 = 2/3 surface, where

𝜏 = ∫

∞

𝑟
𝜅𝑅𝜌 𝑑𝑟 (26)

is the optical depth. Using the general equation for hydro-
static equilibrium, 𝑑𝑃 = −(𝐺𝑀/𝑟

2
)𝜌𝑑𝑟, and (26), the photo-

spheric pressure can be expressed as

𝑃𝑒 =
2

3

𝐺𝑀

𝜅𝑅𝑅
2
, (27)

where 𝜅𝑅 is the Rosseland mean opacity and the other
variables have their standard meanings. Furthermore, our
EOS (see (7)) in the approximation of negligible degeneracy
pressure near the photosphere gives the photospheric pres-
sure as

𝑃𝑒 =
𝜌𝑒𝑁𝐴𝑘𝐵𝑇eff

𝜇2

. (28)

Now, using the expression for radius 𝑅 (13) in (27), we can
calculate the external pressure 𝑃𝑒 as a function of𝑀 and 𝜓:

𝑃𝑒 =
11.2193 bar

𝜅𝑅

(

𝑀

𝑀⊙

)

5/3
𝜇
10/3
𝑒

(1 + 𝛾 + 𝛼𝜓)
2
. (29)

On using (29) in (28) and substituting 𝑇eff for model D with
𝑏1 = 2.00 and V = 1.60 from Table 1, the effective density 𝜌𝑒
can be expressed as a function of𝑀 and 𝜓:

𝜌
1.40
𝑒 =

6.89811

𝜅𝑅𝑁𝐴𝑘𝐵

(

𝑀

𝑀⊙

)

5/3
𝜇
10/3
𝑒 𝜇2 g/cm

3

(1 + 𝛾 + 𝛼𝜓)
2
𝜓
1.58

. (30)

Substituting the expression for 𝜌𝑒 from (30) in (25), we derive
the expression for effective temperature for model D as a
function of𝑀 and 𝜓:

𝑇eff

=

2.57881 × 10
4 K

𝜅
0.2856
𝑅

(

𝑀

𝑀⊙

)

0.4764
𝜓
1.1456

(1 + 𝛾 + 𝛼𝜓)
0.5712

.

(31)
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Similarly, the surface temperature can be evaluated for all
the other models. Since the procedure is the same for all
the models in Table 1, we just show one calculation. For
this range of surface temperatures, the Stefan-Boltzmann law,
𝐿 = 4𝜋𝑅

2
𝜎𝑇
4
eff , yields a set of possible values of the surface

luminosity 𝐿 as a function of the degeneracy parameter 𝜓.
The luminosity for model D using (13) and (31) is

𝐿 =

0.41470 × 𝐿⊙

𝜅
1.1424
𝑅

(

𝑀

𝑀⊙

)

1.239
𝜓
4.5797

(1 + 𝛾 + 𝛼𝜓)
0.2848

, (32)

where 𝜎 is the Stefan-Boltzmann constant. Substellar objects
below the main-sequence mass gradually evolve towards
complete degeneracy and a state of stable equilibrium as their
luminosity decreases over time. In the following sections, we
show that the degeneracy parameter 𝜓 is a function of time
and it evolves towards 𝜓 = 0 over the lifetime of brown
dwarfs.This gives us an estimate of the luminosity at different
epochs of time.

4.1. Validity of PPT in Brown Dwarfs. There is a distinction
between the temperature-driven PPT with a critical point at
∼0.5Mbar and between 10000K and 20000K as predicted by
the chemical models [33] and the pressure-driven transition
from an insulating molecular liquid to a metallic liquid with
a critical point below 2000K at pressures between 1 and
3Mbar.The latter is predicted, for example, by Lorenzen et al.
[34],Mazzola et al. [35], andMorales et al. [31] based on the ab
initio simulations. Lorenzen et al. [34] rule out the presence of
PPT above 10000K and give an estimate of the critical points
for the transition at𝑇𝑐 = (1400±100)K, 𝑃𝑐 = 1.32±0.1Mbar,
and 𝜌𝑐 = 0.79 ± 0.05 g/cm3. Similarly, Morales et al. [31] esti-
mated the critical point of the transition at a temperature near
2000K and pressure near 1.2Mbar. Signatures of pressure-
driven PPT in a cold regime below 2000K are obtained by
Knudson et al. [36]. Figure 1 in Knudson et al. [36] shows
the melting line (black) as well as the different predictions
for the coexistence lines for the first-order transition (green
curves). Brown dwarf interior temperatures are far above
these estimates for a first-order transition from the insulating
to the metallic system.The same is true for Jupiter. Of course,
a continuous transition may be possible in Jupiter and brown
dwarfs, but a first-order transition may not be possible.
Thus, the determination of the range of temperature of this
transition provides a much needed benchmark for the theory
of the standard models for the internal structures of the gas-
giant planets and low mass stars.

5. Nuclear Processes

VLM stars and brown dwarfs contract during their evolution
due to gravitational collapse. The core temperature increases
and the contraction is halted by either the degeneracy
pressure of the electrons or the onset of the nuclear burning,
whichever comes first. In the first case, the brown dwarf con-
tinues to lose energy through radiation and cools down with
time without any further compression. However, massive
brown dwarfs or stars at the edge of the main sequence can
burn hydrogen for a very long time before they either cease

nuclear burning or settle into a steady state main sequence.
The thermonuclear reactions suitable for the brown dwarfs
and VLM stars are

𝑝 + 𝑝 → 𝑑 + 𝑒
+
+ ], (33)

𝑝 + 𝑑 →
3He + 𝛾. (34)

As the central temperature is not high enough to over-
come the Coulomb barrier of the 3He–3He reaction and the
p-p chain is truncated, 4He is not produced. Most of the
thermonuclear energy is produced from the burning of the
primordial deuterium (see (34)). The energy generation rates
of the above processes are given as

̇𝜖𝑝𝑝 = 2.5 × 10
6
[

𝜌𝑋
2

𝑇
2/3
6

] 𝑒
−33.8/𝑇

1/3
6 erg/g ⋅ s,

̇𝜖𝑝𝑑 = 1.4 × 10
24
[

𝜌𝑋𝑌𝑑

𝑇
2/3
6

] 𝑒
−37.2/𝑇

1/3
6 erg/g ⋅ s

(35)

[37]. However, one can fit the thermonuclear rates to a power
law in 𝑇 and 𝜌 in terms of the central temperature (𝑇𝑐) and
density (𝜌𝑐) as in Fowler and Hoyle [21]:

̇𝜖𝑛 = ̇𝜖𝑐 [
𝑇

𝑇𝑐

]

𝑠

[

𝜌

𝜌𝑐

]

𝑢−1

, (36)

where 𝑢 ≃ 2.28 and 𝑠 = 6.31 are constants that depend on
the core conditions [20]. To obtain the luminosity due to the
nuclear burning 𝐿𝑁 = ∫ ̇𝜖𝑛𝑑𝑚, we use the power law form for
the nuclear burning rate ̇𝜖𝑛 (see (36)), and making the poly-
tropic approximation 𝜌 = 𝜌𝑐𝜃

𝑛 and setting 𝑇/𝑇𝑐 = (𝜌/𝜌𝑐)
2/3,

we obtain

𝐿𝑁 = ∫ ̇𝜖𝑛𝑑𝑚 = 4𝜋𝑎
3
̇𝜖𝑐𝜌𝑐 ∫𝜃

𝑛(𝑢+2𝑠/3)
𝜁
2
𝑑𝜁, (37)

where 𝑟 = 𝑎𝜁 [29]. Inserting (14) and (16) in (37) yields the
final expression for luminosity as

𝐿𝑁 = 7.33 × 10
16
𝐿⊙ (

𝑀

𝑀⊙

)

11.977
𝜓
6.0316

(1 + 𝛾 + 𝛼𝜓)
16.466

. (38)

6. Estimate of the Minimum Mass

In this section, we estimate the minimum main-sequence
mass by comparing the surface luminosity (32) with the
luminosity (𝐿𝑁) due to nuclear burning at the core of LMS
and brown dwarfs. Instead of just quoting one value as the
critical mass, we have presented a range of values depending
on the various phase transition points listed in Table 1. This
will give us a range of values for the minimum critical mass
that is sufficient to ignite hydrogen burning. Model H marks
the end of the phase transition and gives a lower limit of the
critical mass. However, we calculate the mass limit for model
B and model D only. Equating 𝐿𝑁 of (38) with 𝐿 of (32) gives
us

𝑀

𝑀⊙

=

0.02440

𝜅
0.106
𝑅

(1 + 𝛾 + 𝛼𝜓)
1.507

𝜓
0.1617

= 𝐹 (𝜓) , (39)
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Table 1: Effective temperature for different phase transition pointsa.

Model log𝑇 (K) 𝑃 (Mbar) 𝜌1 (g cm
−3) 𝜌2 (g cm

−3) Δ𝜎 2𝑥H+ 𝑏1 V
A 3.70 2.14 0.75 0.92 0.62 0.48 2.87 1.58
B 3.78 1.95 0.70 0.88 0.59 0.50 2.70 1.59
C 3.86 1.62 0.64 0.80 0.54 0.50 2.26 1.59
D 3.94 1.39 0.58 0.74 0.51 0.51 2.00 1.60
E 4.02 1.13 0.51 0.65 0.46 0.52 1.68 1.61
F 4.10 0.895 0.43 0.55 0.42 0.50 1.29 1.59
G 4.18 0.631 0.35 0.38 0.14 0.33 0.60 1.44
H 4.185 0.614 0.35 0.35 0.00 0.18 0.40 1.30
aThe phase transition points are taken from Chabrier et al. [14]. This gives the possible range of surface temperature depending on the phase transition points.
For different values of temperature and density at which the phase transition takes place, the effective surface temperature is calculated using (25).

where 𝛼 = 2.32 for 𝜇𝑒 = 1.143 and 𝜇1 = 1.24, which
are the number of baryons per electron and the mean mole-
cular weight of neutral (𝑥H+ = 0) hydrogen and helium, res-
pectively. These mass densities are evaluated for hydrogen
and helium mass fractions of 𝑋 = 0.75 and 𝑌 = 0.25, res-
pectively.

The right hand side of (39) has a minimum at a certain
value of 𝜓. This gives the lowest mass at which (39) has
a solution and this corresponds to the boundary of brown
dwarfs and VLM stars. The minimum of 𝐹(𝜓) is at 𝜓min =

0.042. Substituting this in (39) and for 𝜅𝑅 = 0.01 cm2/g, the
minimummass (model D) is

𝑀 = 0.078𝑀⊙. (40)

A similar analysis for model B gives the value of minimum
mass of 𝑀 = 0.085𝑀⊙ for 𝜓min = 0.042. For the other
models, the minimum main-sequence mass is in the range
of 0.064–0.087𝑀⊙.

The solution is relatively independent of themeanmolec-
ular weight 𝜇1. For example, using partially ionized gas; that
is, 𝜇1 = 0.84 in 𝛼; the minimum stellar mass increases by only
∼5%.

7. A Cooling Model

A simple cooling model for a brown dwarf is presented in
both Burrows and Liebert [20] and Stevenson [16]. In this
section, we review some of these steps using our more exact
EOS (7) and represent the evolution of the brown dwarfs over
time. Using the first and the second law of thermodynamics,
the time varying energy equation for a contracting star is
expressed as

𝑑𝐸

𝑑𝑡

+ 𝑃

𝑑𝑉

𝑑𝑡

= 𝑇

𝑑𝑆

𝑑𝑡

= ̇𝜖 −

𝜕𝐿

𝜕𝑀

, (41)

where 𝑆 is the entropy per unit mass and the other symbols
have their standardmeaning.The energy generation term ̇𝜖 is
ignored. On integrating over mass, we get

𝑑𝜎

𝑑𝑡

[∫𝑁𝐴𝑘𝐵𝑇𝑑𝑀] = −𝐿, (42)

where 𝐿 is the surface luminosity and 𝜎 = 𝑆/𝑘𝐵𝑁𝐴. Now,
replacing 𝑇 in terms of the degeneracy parameter 𝜓 in (4)
and using the polytropic relation 𝑃 = 𝐾𝜌

5/3, we arrive at

𝑑𝜎

𝑑𝑡

𝑁𝐴𝑘𝐵𝜓

𝜇
2/3
𝑒

∫𝑃𝑑𝑉 = −𝐿. (43)

Using the standard expression, ∫𝑃𝑑𝑉 = (2/7)(𝐺𝑀
2
/𝑅), for

polytropes of 𝑛 = 1.5, the integral in (42) reduces to

∫𝑁𝐴𝑘𝐵𝑇𝑑𝑀 =

6.73857 × 10
49
𝜓𝜇
8/3
𝑒

(1 + 𝛾 + 𝛼𝜓)
2

(

𝑀

𝑀⊙

)

7/3

. (44)

The variation of the entropy with time (42) can be expressed
as the rate of change of degeneracy over time. As the star
collapses, the gas in the interior becomes more and more
degenerate and finally the degeneracy pressure halts further
contraction. A completely degenerate star (𝜓 = 0) becomes
static and cools with time. Thus, by substituting the time
variation of entropy, using (23), that is,

𝑑𝜎

𝑑𝑡

=

1.5

𝜇1mod

1

𝜓

𝑑𝜓

𝑑𝑡

, (45)

and (44) into the energy equation (42) and using the lumi-
nosity expression formodelD (32), we obtain an evolutionary
equation for 𝜓:

𝑑𝜓

𝑑𝑡

=

9.4486 × 10
−18

𝜅
1.1424
𝑅

(

𝑀⊙

𝑀

)

1.094

(1 + 𝛾 + 𝛼𝜓)
1.715

⋅ 𝜓
4.5797

.

(46)

This is a nonlinear differential equation of𝜓 for model D, and
an exact solution can only be obtained numerically. However,
we use some very simple andphysical approximations to solve
this differential equation to yield a simple relation of 𝜓 as a
function of time and mass 𝑀. As we are trying to estimate
the critical mass for hydrogen burning, it is safe to ignore the
early evolution of VLM stars and brown dwarfs.Thus, we will
solve the differential equation (46) with the assumption 𝜓 ≪

1. Thus, we can drop the term (1 + 𝛾 + 𝛼𝜓)
1.715 as it is almost
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Figure 2: The variation of 𝐿/𝐿⊙ over time 𝑡 for different masses.

unity in the range 0 < 𝜓 < 0.1 and integrate (46) in the above
limit to obtain

𝜓 = (317.8 + 2.053 × 10
−6
(

𝑀⊙

𝑀

)

1.094
𝑡

yr
)

−0.2794

. (47)

Similarly, we can solve for 𝜓 for all other models and obtain
the evolution of degeneracy over time.We use this expression
of𝜓, for model D, and can express luminosity as a function of
time 𝑡 and mass𝑀. The time evolution of luminosity (model
D) is represented in Figure 2. It is evident that such low
mass objects continue to have low luminosity for millions of
years before they gradually start to cool. For 𝑡 > 10

7 yr, the
luminosity declines as a function of time, 𝐿 ≃ 𝑡

−1.2, as shown
in Figure 2 (dashed black line). A simplified expression of the
variation of luminosity after 107 yr for model D is

𝐿 ≃ 𝐿⊙ (
𝑀

𝑀⊙

)

2.63

(

𝑡

10
7 yr

)

−1.2

. (48)

Our luminosity model is consistent with the simulation
results of the present day stellar evolution code Modules for
Experiments in Stellar Astrophysics (MESA) (see Figure 17 in
Paxton et al. [38]). Paxton et al. [38] use a one-dimensional
stellar evolution module, MESA star, to study evolutionary
phases of brown dwarfs, pre-main-sequence stars, and LMS.

In Figures 3 and 4, the ratio 𝐿𝑁/𝐿 is plotted against
time for different masses in the substellar regime for models
B and D, respectively. As evident for both models, there
is a nonsteady state of substantial nuclear burning for mil-
lions of years for substellar objects. For a critical mass of
0.085𝑀⊙ (model B) and 0.078𝑀⊙ (model D), the ratio 𝐿𝑁/𝐿
approaches 1 in about a few billion years and marks the
beginning of main-sequence nuclear burning (note that the
time to reach the main sequence will increase if we use a
partially ionized gas; for example, it becomes ≈10Gyr if we
use 𝜇1 = 0.84). Stars with greater mass reach a steady state
where the thermal energy balances the gravitational collapse.

However, as our model does not consider any feedback from
hydrogen fusion, the curves do not stabilize to a steady
state main-sequence regime, in which 𝐿𝑁/𝐿 remains 1 until
nuclear burning stops. Interestingly, the ratio 𝐿𝑁/𝐿 is close
to unity formany objects below themain-sequence transition
mass. This suggests that they burn nuclear fuel for a part
of their evolutionary cycle but do not have enough mass to
sustain a steady state. Note that the results of Becker et al. [27]
discussed in Section 2 would affect the luminosity 𝐿 by less
than a few percent. For example, if the radius 𝑅 increases (or
decreases) by 2.5% for a constant value of mass𝑀, 𝐾 in (12)
increases by 2.5%, and 𝑇eff (31) decreases by 1.5%, therefore 𝐿
decreases by ∼1%.

7.1. Brown Dwarfs as Clocks. Interestingly, the cooling prop-
erties of brown dwarfs (Figure 2) can be calibrated to serve as
an astronomical clock. As the electron degeneracy pressure
puts a lower limit to the size of the dwarf, it cools slowly
and radiates its internal energy. The luminosity of a brown
dwarf is the most directly accessible observable quantity. As
luminosity is a time variable, one can get important informa-
tion on the age of a brown dwarf depending on its mass
and the cooling rate. As evident from Figure 2, given mass
and the luminosity, one can roughly identify the age of the
dwarfs. However, it is still a challenge to estimate themass of a
browndwarf. An essential part of the solution is to find brown
dwarfs in a binary system where one can get an accurate
estimate of the mass and then compare its luminosity against
available models. Newly discovered brown dwarfs in eclips-
ing binaries [39, 40] can provide a data set of directly meas-
ured mass and radii. This can yield an empirical mass-
radius relation that also tests the prediction of the theoretical
models. Furthermore, lithium in brown dwarfs has been used
as a clock to obtain the ages of young open clusters as origi-
nally suggested by Martin et al. [41] and Basri et al. [18]
and most recently applied to the Pleiades by Dahm [42].
Massive brown dwarfs (𝑀 > 0.065𝑀⊙) deplete their lithium
on a longer time scale, but VLM stars and objects above
the hydrogen burning limit fuse lithium on a much shorter
time scale [43]. A limitation of our model is that it does
not include rotation. But the mechanical equilibrium in our
models may not be significantly affected by this. For example,
in model D, using (47) in (13), we find the radius of a 107-
year-old brown dwarf of mass 0.075𝑀⊙ to be ∼8 × 10

9 cm.
This implies that for a median observed rotational period
(2𝜋/𝜔) of one day [44] the ratio ofmagnitude of the rotational
energy (∼𝑀𝑅

2
𝜔
2) to gravitational energy (∼𝐺𝑀2/𝑅) for a

0.075𝑀⊙ brown dwarf is ∼10−4. However, convective mixing
and the consequent lithium abundance have a strong con-
nection to the rotation rate of brown dwarfs and pre-main-
sequence stars [45]. Fast rotators are lithium-rich compared
to their slow rotating counterparts, indicating a connection
between the lithium content and the spin rate of young pre-
main-sequence stars and brown dwarfs [46]. Rapid rotation
reduces the convective mixing, resulting in a higher lithium
abundance in fast rotating pre-main-sequence stars.Thus, the
rotational evolution of a brown dwarf can potentially be used
as a clock as discussed in Scholz et al. [44].
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Figure 3: The variation of 𝐿𝑁/𝐿 over time 𝑡 for different masses for
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8. Low Mass Stars That Reach
the Main Sequence

In Figure 5, we plot the time required by low mass stars to
reach the main sequence. The curves represent the steady
state limit where 𝐿𝑁/𝐿 = 1 for four different models. It is
interesting to note that objects of masses at the critical mass
boundary between brown dwarfs and main-sequence stars,
for example, 0.078𝑀⊙ for model D, reach the steady state in
about 2.5Gyr.This suggests that objects just below the critical
mass undergo nuclear burning for an extended period of time
but fail to enter the main sequence. Furthermore, stars in the
mass range 0.078𝑀⊙–0.086𝑀⊙ for model D take more than
10
8 yr to reach the main sequence. Depending on the phase

transition points for differentmodels, these numbers vary but
the fact that stars close to theminimummass limit can take an
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Figure 5: The time needed to reach the main sequence, that is,
𝐿𝑁/𝐿 = 1, for objects of different masses. Four colored dashed lines
represent different models as labeled. The triangles mark the main-
sequence critical mass for the respective models.

extended amount of time to reach the main sequence means
that young stellar clusters may contain a significant fraction
of objects that are still in a phase of decreasing luminosity and
behave like brown dwarfs. These objects will ultimately settle
into an extremely low luminosity main sequence. Here, we
estimate the fraction of stars that take more than a specified
time to reach the main sequence by using the modified log-
normal power law (MLP) probability distribution function of
Basu et al. [47]. Their cumulative distribution function is

𝐹 (𝑚)

=

1

2

erfc(−
ln (𝑚) − 𝜇0

√2𝜎0

)

−

1

2

exp (𝛼𝜇0)𝑚
−𝛼 erfc(

𝛼𝜎0

√2

−

ln (𝑚) − 𝜇0

√2𝜎0

) .

(49)

We use the best fit MLP parameters corresponding to
Chabrier’s [48] initial mass function (IMF) as obtained by
Basu et al. [47], where 𝜇0 = −2.404, 𝜎0 = 1.044, and 𝛼 =

1.396. We then use the cumulative function to calculate the
fraction of stars taking more than either 10

7 yr, 108 yr, or
10
9 yr to reach themain sequence. Table 2 contains our results

for models A to H. It turns out that about 0.2% of stars
take more than 10

9 yr to reach the main sequence and about
4% take longer than 10

8 yr and about 12% take longer than
10
7 yr, for model D. Some of these objects will end up on

an extremely low luminosity main sequence, and a sample
of luminosity values when an object just above the substellar
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Table 2: Minimum mass and fractions of stars.

Model 𝑀min
a

𝑀9
b

𝑁9
c

𝑀8
b

𝑁8
c

𝑀7
b

𝑁7
c

Ad 0.087 — — 0.090 0.014 0.107 0.085
B 0.085 0.085 0.000 0.089 0.020 0.107 0.095
C 0.081 0.081 0.001 0.087 0.029 0.106 0.108
D 0.078 0.078 0.002 0.086 0.038 0.105 0.118
E 0.073 0.075 0.006 0.085 0.052 0.103 0.127
F 0.069 0.072 0.013 0.084 0.069 0.099 0.129
G 0.064 0.068 0.018 0.082 0.081 0.089 0.109
H 0.064 0.067 0.014 0.080 0.073 0.085 0.093
a𝑀min is the minimum mass to reach the main sequence.
b𝑀9,𝑀8, and𝑀7 are the masses up to which the stars take at least 109 yr, 108 yr, and 107 yr, respectively, to reach the main sequence.
c𝑁9,𝑁8, and𝑁7 are the number fraction of stars reaching the main sequence in more than 109 yr, 108 yr, and 107 yr, respectively.
dNote that, for model A, low mass stars reach the main sequence in <109 yr.

Table 3: Luminosity at the main sequence.

𝑀/𝑀⊙ 10
8 (yr) 𝐿/𝐿⊙

a

0.080 3.66 1.90 × 10
−5

0.085 1.15 9.12 × 10
−5

0.090 0.56 2.33 × 10
−4

0.095 0.31 4.67 × 10
−4

aThe luminosity of low mass stars in model D when they enter the main
sequence.

limit achieves 𝐿𝑁/𝐿 = 1, that is, reaches the main sequence,
is given in Table 3.

9. Discussion and Conclusions

This paper presents a simple analytic model of substellar
objects. A focus of the paper was to revisit both the develop-
ment and the shortcomings of the theoretical understanding
of the physics governing the evolution of low mass stars
and substellar objects over the last 50 years. We have
also made some modifications to the existing models to
better explain the physics using analytic forms. Although
observational constraints hinder our understanding, a sim-
ple analytic model can answer many questions. We have
summarized the method of determining the minimum mass
for sustained hydrogen burning. Objects in the mass range
0.064𝑀⊙–0.087𝑀⊙ mark this critical boundary between
brown dwarfs and the main-sequence stars.

We have derived a general equation of state using polylog-
arithm functions [49] to obtain the𝑃-𝜌 relation in the interior
of brown dwarfs. The inclusion of the finite temperature
correction gives us a much more complete and sophisticated
analytic expression of the Fermi pressure (3). The application
of this relation can extend to other branches of physics, espe-
cially for semiconductor and thermoelectric materials [50].

The estimate of the surface luminosity is a challenge given
our limitations in understanding the physics inside such low
mass objects. Also, it is still an open question if a phase
transition actually occurs in a brown dwarf. The results of
modern day simulations [30, 31] do raise doubts about the
relevance of phase transitions in the brown dwarf scenario.

We are not aware of well defined analytic models that have a
unique way of estimating the surface luminosity apart from
using the PPT technique as given in Burrows and Liebert
[20]. In this work, rather than considering a single value for
the phase transition point, we have used the entire range
of temperatures from the phase transition coexistence table
[14]. These are within the uncertainty range of the critical
temperature of the PPT as proposed by the recent simulations
[30]. Thus, considering the large uncertainties involved in
such models, this range of values of the minimum mass is
much more acceptable than a single distinct transition mass.
However, the next step forward is to develop an analytic
model for surface temperature that is independent of the PPT.

We estimate that ≃5% of stars take more than 10
8 yr to

reach the main sequence, and ≃11% of stars take more than
10
7 yr to reach themain sequence (Table 2).The stars in these

categories have mass very close to the minimum hydrogen
burning limit and will eventually settle into an extremely low
luminositymain sequencewith𝐿/𝐿⊙ in the range≈10

−5–10−4.
The very low luminosity non-main-sequence hydrogen burn-
ing in substellar objects and the pre-main-sequence nuclear
burning in very low mass stars are very interesting to study
further, and our simplified model can certainly be improved
in its ability to estimate the time evolution.

Appendix

A. Pressure Integral

The general Fermi integral can be written as

𝐹𝑛 = 𝑎∫

∞

0

𝜖
𝑛
𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

,

= 𝑎∫

𝜇

0

𝜖
𝑛
𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

+ 𝑎∫

∞

𝜇

𝜖
𝑛
𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

,

= 𝑎∫

𝜇

0
𝜖
𝑛
𝑑𝜖 − 𝑎∫

𝜇

0
𝜖
𝑛
𝑑𝜖 + 𝑎∫

𝜇

0

𝜖
𝑛
𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

+ 𝑎∫

∞

𝜇

𝜖
𝑛
𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

,
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= 𝑎∫

𝜇

0
𝜖
𝑛
𝑑𝜖 − 𝑎∫

𝜇

0

𝜖
𝑛
𝑑𝜖

𝑒
−𝛽(𝜖−𝜇)

+ 1

+ 𝑎∫

∞

𝜇

𝜖
𝑛
𝑑𝜖

𝑒
𝛽(𝜖−𝜇)

+ 1

.

(A.1)

On substituting 𝑥 = −𝛽(𝜖 − 𝜇) in the second term and
𝑥 = 𝛽(𝜖 − 𝜇) in the third term, we arrive at

𝐹𝑛 = 𝑎∫

𝜇

0
𝜖
𝑛
𝑑𝜖 −

𝑎

𝛽

∫

𝛽𝜇

0

(𝜇 − 𝑥/𝛽)
𝑛

𝑒
𝑥
+ 1

𝑑𝑥

+

𝑎

𝛽

∫

∞

0

(𝜇 + 𝑥/𝛽)
𝑛

𝑒
𝑥
+ 1

𝑑𝑥.

(A.2)

The numerator in the above integrals can be expanded as

(𝜇 ±

𝑥

𝛽

)

𝑛

≃ 𝜇
𝑛
± 𝑛𝜇
𝑛−1

(

𝑥

𝛽

)

+

𝑛 (𝑛 − 1)

2

𝜇
𝑛−2

(

𝑥

𝛽

)

2

+ ⋅ ⋅ ⋅ .

(A.3)

Substituting this in the integral for the pressure, we can
proceed as follows:

𝐹𝑛

= 𝑎∫

𝜇

0
𝜖
𝑛
𝑑𝜖 +

𝑎

𝛽

𝜇
𝑛
{∫

∞

0

𝑑𝑥

𝑒
𝑥
+ 1
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𝛽𝜇

0

𝑑𝑥

𝑒
𝑥
+ 1

}

+ 𝑛

𝑎

𝛽
2
𝜇
𝑛−1

{∫

∞

0

𝑥𝑑𝑥

𝑒
𝑥
+ 1

+ ∫
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0

𝑥𝑑𝑥

𝑒
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𝑛 (𝑛 − 1)

2

𝑎

𝛽
3
𝜇
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0

𝑥
2
𝑑𝑥
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𝑥
+ 1
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∞

0

𝑥
2
𝑑𝑥

𝑒
𝑥
+ 1

} .

(A.4)

Substituting 𝑛 = 3/2 for the Fermi pressure (2) and
evaluating these integrals using the polylogs [49], we arrive
at a simplified form

𝑃𝐹 ≃ 𝑎

2

5

𝜇
5/2

−

1

8

𝑎𝛽
−1
𝜇
3/2 ln (1 + 𝑒

−𝛽𝜇
)

+

3

2

𝜋
2

6

𝑎𝛽
−2
𝜇
1/2

+

3

4

𝑎𝛽
−2
𝜇
1/2Li2 (−𝑒

−𝛽𝜇
)

−

3

4

𝑎𝛽
−3
𝜇
−1/2Li3 (−𝑒

−𝛽𝜇
) ⋅ ⋅ ⋅ .

(A.5)

Similarly, for 𝑛 = 1/2, the expression for the number density
can be obtained as

𝜌 ≃ 𝑎

2

3

𝜇
3/2

+

3

8

𝑎𝛽
−1
𝜇
1/2 ln (1 + 𝑒

−𝛽𝜇
)

+

𝜋
2

12

𝑎𝛽
−2
𝜇
−1/2

+

3

4

𝑎𝛽
−2
𝜇
−1/2Li2 (−𝑒

−𝛽𝜇
)

+

1

4

𝑎𝛽
−3
𝜇
−1/2Li3 (−𝑒

−𝛽𝜇
) ⋅ ⋅ ⋅ .

(A.6)

B. Surface Properties

The surface properties of a brown dwarf can be analyzed by
studying the phase diagram of hydrogen in the interior and
the photospheric region. The total pressure inside a stellar or
substellar object can be represented as

𝑃 = 𝑃𝑔 + 𝑃𝑟, (B.1)
where 𝑃𝑔 is the gas pressure due to the adiabatic ideal gas and
𝑃𝑟 is the radiation pressure. At a temperature comparable to
that of the envelope surrounding the interior of a substellar
object, hydrogen is partially ionized and the helium gas is
mostly molecular. For a quasistatic change, the first law of
thermodynamics yields

𝑑𝑄 = (

𝜕𝑈

𝜕𝑇

)

𝑉

𝑑𝑇 + (

𝜕𝑈

𝜕𝑉

)

𝑇

𝑑𝑉 + 𝑃𝑑𝑉 (B.2)

[32]. The most general expression for the internal energy of a
monatomic gas is

𝑈 =

3

2

𝑘𝐵𝑁0𝑇

𝜇1

+ 𝑎𝑇
4
𝑉 + 𝑥𝜒𝑁0, (B.3)

where we have considered the energy due to photon radiation
and gas ionization. Here, 𝜒 is the ionization energy and 𝑥 is
the ionization fraction of hydrogen. Taking the partial deriva-
tives of (B.3) and using the second law of thermodynamics
𝑇𝑑𝑆 = 𝑑𝑄, we arrive at

𝑑𝑆 = −

3

2

𝑘𝐵𝑁0

𝜇1

𝑑𝑇

𝑇

+

𝑘𝐵𝑁0

𝜇1

𝑑𝑊

𝑊

+

4

3

𝑎𝑑𝑊

+𝑁0 (𝜒 +

3

2

𝑘𝐵𝑇)(
𝜕𝑥

𝜕𝑇

𝑑𝑇

𝑇

+

𝜕𝑥

𝜕𝑉

𝑑𝑉

𝑇

) ,

(B.4)

where 𝑊 = 𝑇
3
𝑉. The ionization fraction is a function of

density and temperature, 𝑥(𝜌, 𝑇). Using the Saha equation,
we obtain

(

𝜕𝑥

𝜕𝑇

)

𝑉

=

𝑥 (1 − 𝑥)

2 − 𝑥

1

𝑇

(

3

2

+

𝜒

𝑘𝐵𝑇
) ,

(

𝜕𝑥

𝜕𝑉

)

𝑇

=

𝑥 (1 − 𝑥)

2 − 𝑥

1

𝑉

.

(B.5)

Using the above relations, we can simplify (B.4) to be

𝑑𝑆

𝑘𝐵𝑁0

= −

3

2𝜇1

𝑑𝑇

𝑇

+

𝑑𝑊

𝜇1𝑊
+ (

3

2

)

2
𝐻𝑑𝑇

𝑇

+

3

2

𝐻𝑑𝑉

𝑉

+

4𝑎𝑑𝑊

3𝑘𝐵𝑁0

+ 𝜒(

𝑑𝑉

𝑇𝑉

+ 3

𝑑𝑇

𝑇
2
+

𝜒

𝑘𝐵

𝑑𝑇

𝑇
3
) ,

(B.6)

where𝐻 = 𝑥(1−𝑥)/(2−𝑥).This expression is the same as (19)
except for the final two terms due to radiation and ionization
energy, respectively. We can ignore the final term and retain
terms of linear order in𝑇. On integrating and simplifying the
above expression, we get the entropy for the partially ionized
hydrogen and helium gas:

𝑆1 = 𝑘𝐵𝑁0 (
1

𝜇1

+

3

2

𝑥 (1 − 𝑥)

2 − 𝑥

) ln 𝑇
3/2

𝜌

+

4

3

𝑎𝑇
3
𝑉

+ 𝐶1.

(B.7)
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At low temperature (𝑇 < 4000K) and low pressure, hy-
drogen is predominantly molecular and fluid. Repeating the
above derivation for the nonionized diatomic hydrogen gas
with energy𝑈 = (5/2)(𝑘𝐵𝑇𝑁0/𝜇2) and molecular helium, we
can arrive at an expression for the entropy:

𝑆2 =
𝑘𝐵𝑁0

𝜇2

ln 𝑇
5/2

𝜌

+

4

3

𝑎𝑇
3
𝑉 + 𝐶2. (B.8)

In the above expressions for entropy, 𝜌 and 𝑇 are the density
and the temperature, respectively. Other variables are as des-
cribed in the text.

C. Thermal Properties

We discuss some of the more accurate expressions for the
important thermal properties of a degenerate system.

C.1. Fermi Energy. Using (A.6) for the number density, we
can write the general expression for the chemical potential 𝜇
in terms of the Fermi energy 𝜇𝐹 at 𝑇 = 0 [51]. Considering
only the first three terms (A.6) and for 𝜌 = (2/3)𝜇

3/2
𝐹 , we find

𝜇 ≃ 𝜇𝐹 −
𝜋
2

12

1

(𝛽𝜇𝐹)
2
−

3

8

1

𝛽𝜇𝐹

ln (1 + exp−𝛽𝜇𝐹) . (C.1)

The second and the third terms are the correction factor 𝐶 to
the zero temperature Fermi energy. For 0.03 < 1/𝜇𝐹𝛽 < 0.20,
the correction factor 𝐶 will be in the range ∼8 × 10

−4
< 𝐶 <

4 × 10
−2.

C.2. Specific Heat. In the nondegenerate completely ionized
limit, the specific heat 𝐶V ∼ 3𝑘𝐵𝑁/2. At finite temperatures,
the value of the specific heat is less than the limiting value;
that is, 𝐶V < 3𝑁𝑘𝐵/2. The specific heat of the ideal Fermi gas
decreases monotonically. At low but finite temperatures,

𝐶V

𝑁

≃

𝜋
2

2

𝑘𝐵𝑇

𝜇𝐹

. (C.2)

A detailed analysis in the calculation of the specific heat
shows that the numerical coefficients in the expansion
approached a limiting value of 2.

C.3. Grueneisen Parameter. Applying the condition of con-
stant entropy to (20) leads to the condition

𝑇 = 𝐶𝜌
2/3

, (C.3)

where 𝐶 is a constant. The Grueneisen parameter 𝛾 is given
by the expression

𝛾 = (

𝜕 log𝑇
𝜕 log 𝜌

)

𝑠

. (C.4)

Using (C.3) in the above expression, we estimate the value
of the Grueneisen parameter 𝛾 to be 2/3. This value is in
approximate accord with Stevenson [16], who indicated that
𝛾 ≃ 0.6 in dense Coulomb plasma when obtained from com-
puter simulations.

C.4. Ionic Correlation. Ionic correlation is an important con-
tribution as considered by Stolzmann and Blocker [25],
Becker et al. [27], Hubbard et al. [52], and Gericke et al.
[26] to name but a few. Stolzmann and Blocker [25] use the
method of Pade’s approximations to provide explicit expres-
sions for the fully ionized plasmaof theHelmholtz free energy
and pressure. They have considered the nonideal effects of
different correlations such as the electron-electron, ion-ion,
electron-ion, and exchange contribution for a wide range of
values of the Coulomb coupling parameter Γ, which is the
ratio of the Coulomb to thermal energy:

Γ =

𝑒
2

𝑘𝐵𝑇
(

4𝜋𝑛𝑒

3

)

1/3

=

Γion
⟨𝑧
5/3

⟩

. (C.5)

Here, 𝑛𝑒 stands for the electron density and ⟨𝑧
5/3

⟩ is the
charge average, given as

⟨𝑧
5/3

⟩ =

∑𝑛𝑖𝑍
5/3
𝑖

∑𝑛𝑖

, (C.6)

for ions of different species 𝑖. The greatest effect is in the
relative pressure contribution𝑃𝑖𝑖/𝑃ideal of the ionic correlation
term for hydrogen at 𝑇 = 10

5 K, estimated to be ∼−0.1 at
𝜌 ∼ 10

3 g/cm3 and a minimum of ∼−0.2 at 𝜌 ∼ 10 g/cm3.
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We present a detailed report of the connection between long-duration gamma-ray bursts (GRBs) and their accompanying
supernovae (SNe). The discussion presented here places emphasis on how observations, and the modelling of observations, have
constrained what we know about GRB-SNe. We discuss their photometric and spectroscopic properties, their role as cosmological
probes, including their measured luminosity–decline relationships, and how they can be used to measure the Hubble constant. We
present a statistical summary of their bolometric properties and use this to determine the properties of the “average” GRB-SN.
We discuss their geometry and consider the various physical processes that are thought to power the luminosity of GRB-SNe and
whether differences exist between GRB-SNe and the SNe associated with ultra-long-duration GRBs. We discuss how observations
of their environments further constrain the physical properties of their progenitor stars and give a brief overview of the current
theoretical paradigms of their central engines. We then present an overview of the radioactively powered transients that have
been photometrically associated with short-duration GRBs, and we conclude by discussing what additional research is needed to
further our understanding of GRB-SNe, in particular the role of binary-formation channels and the connection of GRB-SNe with
superluminous SNe.

1. Introduction

Observations have proved the massive-star origins of long-
duration GRBs (LGRBs) beyond any reasonable doubt. The
temporal and spatial connection between GRB 980425 and
broad-lined type Ic (IcBL) SN 1998bw offered the first clues to
their nature [1, 2] (Figure 1).The close proximity of this event
(𝑧 = 0.00866; ∼40Mpc), which is still the closest GRB to
date, resulted in it becoming one of the most, if not themost,
scrutinized GRB-SN in history. It was shown that SN 1998bw
had a very large kinetic energy (see Section 4 and Table 3)
of ∼2–5 × 1052 erg, which led it to being referred to as a
hypernova [3]. However, given several peculiarities of its 𝛾-
ray properties, including its underluminous 𝛾-ray luminosity
(𝐿�훾,iso ∼ 5 × 10

46 erg s−1), it was doubted whether this event

was truly representative of the general LGRB population.This
uncertainty persisted for almost five years until the spec-
troscopic association between cosmological/high-luminosity
GRB 030329 (𝐿�훾,iso ∼ 8 × 10

50 erg s−1) and SN 2003dh [4–
6]. GRB 030329 had an exceptionally bright optical afterglow
(AG; see Figures 2 and 3), and a careful decomposition of the
photometric and spectroscopic observations was required in
order to isolate the SN features from the dominant AG light
[7] (see Section 2.1 and Figure 4). As was seen for SN 1998bw,
SN 2003dh was a type IcBL SN, and its kinetic energy was in
excess of 1052 erg, showing that it too was a hypernova.

The launch of the Swift satellite [8] dramatically changed
the way we studied GRBs and the GRB-SN association, and
the number of events detected by this mission has helped
increase the GRB-SN sample size by a factor of three since
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Figure 1: GRB 980425/SN 1998bw: the archetype GRB-SN. Host image (ESO 184-G82) is from [1], where the position of the optical transient
is clearly visible. Optical light curves are from [9] and spectra from [2].
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Figure 2: (a)The photometric (𝑅-band) evolution of GRB 030329/SN 2003dh, from [6]; (b) the spectral evolution of GRB 030329/SN 2003dh,
as compared with that of SN 1998bw, from [4].

the pre-Swift era.This includes, amongmany others, the well-
studied events GRB 060218/SN 2006aj, GRB 100316D/SN
2010bh, GRB 111209A/SN 2011kl, GRB 120422A/SN 2012bz,
GRB 130427A/SN 2013cq, and GRB 130702A/SN 2013dx. A
full list of the references to these well-studied spectroscopic
GRB-SN associations is found in Table 4.

This review paper represents a continuation of other
review articles presented to date, including the seminal
work by Woosley and Bloom (2006) [11]. As such, we have

focused the majority of the content on achievements made
in the 10 years since [11] was published. In this review and
many others [12–19], thorough historical accounts of the
development of the gamma-ray burst supernova (GRB-SN)
connection are presented, and we encourage the reader to
consult the detailed presentation given in section one of [11]
for further details. In Tables 2 and 3 we present the most
comprehensive database yet compiled of the observational
and physical properties of the GRB prompt emission and
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had to be carefully decomposed from photometric and spectroscopic observations [7]. The lack of an unambiguous SN bump in this case is
not surprising given the brightness of its AG relative to the other GRB-SN in the plot: SN 2013dx was at a comparable redshift (𝑧 = 0.145,
compared with 𝑧 = 0.1685 for 2003dh), but its AG was much fainter (2–5 mag) at a given moment in time. The redshift range probed in this
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important to remember that given the large span of distances probed here, observer-frame 𝑅-band samples a wide range of rest-frame SEDs
(from 𝑈-band to 𝑉-band).
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Figure 4: An example decomposition of the optical (𝑅-band) light curve of GRB 090618 [10]. (a) For a given GRB-SN event, the single-filter
monochromatic flux is attributed as arising from three sources: the AG, the SN, and a constant source of flux from the host galaxy. (b) Once
the observations have been dereddened, the host flux is removed, either via the image-subtraction technique or by being mathematically
subtracted away. At this point a mathematical model composed of one or more power laws punctuated by break-times is fit to the early light
curve to determine the temporal behaviour of the AG. (c) Once the AG model has been determined, it is subtracted from the observations
leaving just light from the SN.

GRB-SNe, respectively, which consists of 46 GRB-SNe. It is
the interpretation of these data which forms a substantial
contribution to this review. We have adopted the grading
scheme devised by [17] to assign a significance of the GRB-
SN association to each event, where A is strong spectroscopic
evidence, B is a clear light curve bump as well as some
spectroscopic evidence resembling a GRB-SN, C is a clear
bump consistent with other GRB-SNe at the spectroscopic
redshift of the GRB, D is a bump, but the inferred SN
properties are not fully consistent with other GRB-SNe or
the bump was not well sampled or there is no spectroscopic
redshift of theGRB, andE is a bump, either of low significance
or inconsistent with other GRB-SNe.This is found in Table 3.

Throughout this article we use a ΛCDM cosmology
constrained by [20] of𝐻0 = 67.3 km s−1Mpc−1, ΩM = 0.315,
ΩΛ = 0.685. All published data, where applicable, have

been renormalized to this cosmological model. Foreground
extinctions were calculated using the dust extinction maps
of [21, 22]. Unless stated otherwise, errors are statistical only.
Nomenclature is as follows: 𝜎 denotes the standard deviation
of a sample, whereas the root-mean square of a sample is
expressed as RMS. A symbol with an overplotted bar denotes
an average value. LGRB and SGRB are long- and short-
duration GRBs, respectively, while a GRB-SN is implicitly
understood to be associated with an LGRB.The term 𝑡0 refers
to the time that a given GRB was detected by a GRB satellite.

2. Observational Properties

2.1. Photometric Properties. The observer-frame, optical light
curves (LCs) of GRBs span more than 8–10 magnitudes at a
given observer-frame postexplosion epoch (see, e.g., Figure 1
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in [23]). Similarly, if we inspect the observer-frame 𝑅-band
LCs of GRB-SNe (redshift range 0.145 < 𝑧 < 1.006) shown
in Figure 3, they too span a similar range at a given epoch.
Indeed, the peak SN brightness during the SN “bump” phase
ranges from 𝑅 = 19.5 for GRB 130702A (the brightest GRB-
SN bump observed to date) to 𝑅 = 25 for GRB 021211.

For a typical GRB-SN, there are three components of flux
being measured: (1) the afterglow (AG), which is associated
with the GRB event, (2) the SN, and (3) the constant source of
flux coming from the host galaxy. A great deal of information
can be obtained from modelling each component, but, for
the SN component to be analysed, it needs to be decomposed
from the optical/NIR LCs (Figure 4). To achieve this task, the
temporal behaviour of the AG, the constant source of flux
from the host galaxy, and the line of sight extinction, includ-
ing foreground extinction arising from different sight-lines
through the Milky Way (MW) [21, 22], and extinction local
to the event itself [10, 23–26], in a given filter need to bemod-
elled and quantified.The host contribution can be considered
either by removing it via the image-subtraction technique
[27–29], by simple flux-subtraction [30–32], or by including
it as an additional component in the fitting routine [33–36].
TheAGcomponent ismodelled using either a single or a set of
broken power laws (SPL/BPL; [37]). This phenomenological
approach is rooted in theory however, as standard GRB
theory states that the light powering the AG is synchrotron
in origin and therefore follows a power law behaviour in both
time and frequency (𝑓] ∝ (𝑡 − 𝑡0)

−�훼]−�훽, where the respective
decay and energy spectral indices are 𝛼 and 𝛽).

Once the SN LC has been obtained, traditionally it is
compared to a template supernova, that is, SN 1998bw,
where the relative brightness (𝑘) and width (also known as
a stretch factor, 𝑠) are determined. Such an approach has
been used extensively over the years [10, 18, 31–34, 38–43].
Another approach to determining the SN’s properties is to fit
a phenomenological model to the resultant SN LC [10, 42–
44], such as the Bazin function [45], in order to determine
the magnitude/flux at peak SN light, the time it takes to rise
and fade from peak, and the width of the LC, such as the
Δ𝑚15 parameter (in a given filter, the amount a SN fades in
magnitudes from peak light to 15 days later). All published
values of these observables are presented in Table 3.

2.2. Spectroscopic Properties. Optical and NIR spectra, of
varying levels of quality due to their large cosmological
distances, have been obtained for more than a dozen GRB-
SNe. Those of the highest quality show broad observation
lines of O i, Ca ii, Si ii, and Fe ii near maximum light.
The line velocities of two specific transitions (Si ii 𝜆6355
and Fe ii 𝜆5169; Figure 6) indicate that near maximum light
the ejecta that contain these elements move at velocities
of order 20,000–40,000 km s−1 (Fe ii 𝜆5169) and about
15,000–25,000 km s−1 (Si ii 𝜆6355). The weighted mean
absorption velocities at peak 𝑉-band light of a sample of
SNe IcBL that included GRB-SNe were found to be 23,800 ±
9500 km s−1 (Fe ii 𝜆5169) by [46] (see as well Table 3). SNe
IcBL (including and excluding GRB-SNe) have Fe ii 𝜆5169
widths that are ∼9,000 km s−1 broader than SNe Ic, while
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Figure 5: Peak/near-peak spectra of GRB-SNe. The spectra have
been arbitrarily shifted in flux for comparison purposes and to
exaggerate their main features, and host emission lines have been
manually removed. The spectra of SNe 2012bz, 2013cq, and 2013dx
have been Kaiser smoothed [31] in order to suppress noise. Most
of the spectra are characterized by broad absorption features, while
such features are conspicuously absent in the spectra of SN 2013ez
and SN 2011kl.

GRB-SNe appear to be, on average, about ∼6,000 km s−1
more rapid than SNe IcBL at peak light [46]. Si ii 𝜆6355
appears to have a tighter grouping of velocities than Fe ii
𝜆5169, though SN 2010bh is a notable outlier, being roughly
15,000 to 20,000 km s−1 more rapid than the other GRB-
SNe. SN 2013ez is also a notable outlier due to its low line
velocity (4000–6000 km s −1), and inspection of its spectrum
(Figure 5) reveals fewer broad features than other GRB-SNe,
where it more closely resembles type Ic SNe rather than
type IcBL [31]. Nevertheless, this relative grouping of line
velocities may indicate similar density structure(s) in the
ejecta of these SN, which in turn could indicate some general
similarities in their preexplosion progenitor configurations.
For comparison, [46] found that the dispersion of peak SNe
Ic Fe ii 𝜆5169 line velocities is tighter than those measured
for GRB-SNe and SNe IcBL not associated with GRBs (𝜎 =
1500, 9500, 2700 km s−1, resp.). This suggests that GRB-SNe
and SNe IcBL have more diversity in their spectral velocities,
and in turn their density structures, than SNe Ic. Finally, [46]
found no differences in the spectra of 𝑙𝑙GRB-SNe relative to
high-luminosity GRB-SNe.

During the nebular phase of SN 1998bw (one of only
a few GRB-SNe that has been spectroscopically observed
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Figure 6: Measured line velocities of a sample of GRB-SNe. See Table 4 for their respective references.

during this phase due to its close proximity; see as well
Section 5), observed lines include [O i] 𝜆5577, 𝜆𝜆6300,6364;
O [ii] 𝜆7322; Ca ii 𝜆𝜆3934,3963, 𝜆𝜆7291,7324; Mg i] 𝜆4570;
Na i 𝜆𝜆5890,5896; [Fe ii] 𝜆4244, 𝜆4276, 𝜆4416, 𝜆4458, 𝜆4814,
𝜆4890, 𝜆5169, 𝜆5261, 𝜆5273, 𝜆5333, 𝜆7155, 𝜆7172, 𝜆7388,
𝜆7452; [Fe iii] 𝜆5270; Co ii 𝜆7541; C i] 𝜆8727 [47]. Nebular
[O i] 𝜆𝜆6300,6364 was also observed for nearby GRB-SNe
2006aj [48] and 100316D [49], though in the latter case
strong lines from the underlying Hii are considerably more
dominant. For SN 2006aj, [Ni ii 𝜆7380] was tentatively
detected [48], which, given the short half-life of 56Ni, implies
the existence of roughly 0.05M⊙ of

58Ni. Such a large amount
of stable neutron-rich Ni strongly indicates the formation of
a neutron star [48]. Moreover, the absence of [Ca ii] lines
for SN 2006aj also supported the lower kinetic energy of this
event relative to other GRB-SNe, which is likely less than that
attributed to a hypernova.

3. Phenomenological Classifications of
GRB-SNe

Replicating previous works [19, 41], in this review, we divided
GRB-SNe into the following subclasses based primarily on
their isotropic 𝛾-ray luminosity 𝐿�훾,iso:

(i) 𝑙𝑙GRB-SNe:GRB-SNe associatedwith low-luminosity
GRBs (𝐿�훾,iso < 10

48.5 erg s−1).

(ii) INT-GRB-SNe: GRB-SNe associated with intermedi-
ate-luminosity GRBs (1048.5 < 𝐿�훾,iso < 10

49.5 erg s−1).
(Not to be confused with intermediate-duration
GRBs, i.e., those with durations of 2–5 s [50–52].)

(iii) GRB-SNe: GRB-SNe associated with high-luminosity
GRBs (𝐿�훾,iso > 10

49.5 erg s−1).
(iv) ULGRB-SNe: ultra-long-duration GRB-SNe, which

are classified according to the exceptionally long
duration of their 𝛾-ray emission (∼104 seconds [53,
54]) rather than on their 𝛾-ray luminosities.

Historically, the term X-ray flash (XRF) was used
throughout the literature, which has slowly been replaced
with the idiom of “low-luminosity.” Strictly speaking, the
definition of an XRF [55] arises from the detection of soft,
X-ray rich events detected by the Wide Field Camera on
BeppoSax in the energy range 2–25 keV. Here we make no
distinction based on the detection of a given satellite and
instrumentation, where the “𝑙𝑙” nomenclature refers only to
the magnitude of a given GRB’s 𝐿�훾,iso.

The luminosity, energetics, and shape of the 𝛾-ray pulse
of a given GRB can reveal clues to the origin of its high-
energy emission and thus its emission process. Of particular
importance is whether the 𝛾-rays emitted by 𝑙𝑙GRBs arise
from the same mechanism as high-luminosity GRBs (i.e.,
from a jet) or whether from a relativistic shock breakout
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(SBO) [30, 56–60] (see aswell Section 9). It was demonstrated
by [61, 62] that a key observable of 𝑙𝑙GRBs are their single-
peaked, smooth, nonvariable 𝛾-ray LCs compared to the
more erratic 𝛾-ray LCs of jetted-GRBs, which become softer
over time. It was shown by [60] that an SBO is likely present
in all LGRB events, but for any realistic configuration the
energy in the SBOpulse is lower bymany orders ofmagnitude
compared to those observed in the GRB prompt emission
(𝐸SBO = 10

44–1047 erg, for reasonable estimates of the ejecta
mass and progenitor radii). These low energies (compared
with 𝐸�훾,iso) suggest that relativistic SBOs are not likely to be
detected at redshifts exceeding 𝑧 ≈ 0.1. In cases where they
are detectable, the SBO may be in the form of a short pulse
of photons with energies >1MeV. Inspection of the 𝐸�푝 values
in Table 2 shows that only a few events have photons with
peak 𝛾-ray energies close to this value: GRB 140606Bhas𝐸�푝 ≈
800 keV [32]; however suspected 𝑙𝑙GRBs 060218 and 100316D
only have 𝐸�푝 = 5 keV and 30 keV, respectively. It should be
noted that while the SBO model of [60] successfully explains
the observed properties (namely, the energetics, temperature,
and duration of the prompt emission) of GRBs 980425,
031203, 060218, and 100316D, their SBOorigins are still widely
debated [63, 64], with no firm consensus yet achieved.

Thermal, black body (BB) components in UV and X-
ray spectra have been detected for several events, including
GRB 060218 (X-ray: 𝑘𝑇 = 0.17 keV, time averaged from
first 10,000 s, [58]); GRB 100316D (X-ray: 𝑘𝑇 = 0.14 keV,
time averaged from 144–737 s, [65]); GRB 090618 (X-ray:
𝑘𝑇 = 0.3–1 keV up to first 2500 s, [66]); GRB 101219B (X-ray:
𝑘𝑇 = 0.2 keV, [67]); and GRB 120422A (UV: 𝑘𝑇 = 16 eV at
observer-frame 𝑡 − 𝑡0 = 0.054 d, [41]). A sample of LGRBs
with associated SNe was analysed by [68] who found that
thermal components were present in many events, which
could possibly be attributed to thermal emission arising from
a cocoon that surrounds the jet [69] or perhaps associated
with SBO emission. Reference [67] analysed a larger sample
of LGRBs and found that, for several events, a model that
included a BB contribution provided better fits than absorbed
power laws. Reference [70] found that, in their sample of
28 LGRBs, eight had evidence of thermal emission in their
X-ray spectra, indicating such emission may be somewhat
prevalent. However, the large inferred BB temperatures (𝑘𝑇
ranging from 0.16 keV for 060218 to 3.2 keV for 061007, with
an average of ≈1 keV) indicates that the origin of the thermal
emissionmay not be a SBO.Moreover, the large superluminal
expansions inferred for the thermal components instead
hint at a connection with late photospheric emission. In
comparison, some studies indicate a SBO temperature of ∼
1 keV [71], while [60, 72–74] showed that for a short while the
region behind the shock is out of thermal equilibrium, and
temperatures can reach as high as ∼50 keV.

The radius of the fitted BB component offers additional
clues. References [58, 59] derived a BB radius of 5–8× 1012 cm
for GRB 060218; [65] found ≈8 × 1011 cm for GRB 100316D;
[41] found ≈7 × 1013 cm for GRB 120422A; and [75] derived
a radius of ≈9 × 1013 cm for GRB 140606B. The radii inferred
for GRBs 060218, 120422A, and 140606B are commensurate
with the radii of red supergiants (200–1500 R⊙), while that
measured for GRB 100316D is similar to that of the radius of a
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Figure 7: The positions of GRBs, SNe Ibc, and GRB-SNe in the
𝐸K-Γ𝛽 plane [32, 78–81]. Ordinary SNe Ibc are shown in green,
𝑙𝑙GRBs in blue, relativistic SNe IcBL in purple, and jetted-GRBs in
red. Squares are used for the slow-moving SN ejecta, while circles
represent the kinetic energy and velocity of the nonthermal radio-
emitting ejecta associated with these events (e.g., the GRB jet). The
velocities were computed for 𝑡 − 𝑡0 = 1 day (rest-frame), where
the value Γ𝛽 = 1 denotes the division between relativistic and
nonrelativistic ejecta. The solid lines correspond to (green) ejecta
kinetic energy profiles of a purely hydrodynamical explosion 𝐸K ∝
(Γ𝛽)−5.2 [57, 82, 83]; (blue/purple dashed) explosions powered by
a short-lived central engine (SBO-GRBs and relativistic IcBL SNe
2009bb and 2012ap: 𝐸K ∝ (Γ𝛽)−2.4); (red) those arising from a
long-lived central engine (i.e., jetted-GRBs; 𝐸K ∝ (Γ𝛽)−0.4 [84]).
Modified, with permission, fromMargutti et al. [78, 81].

blue supergiant (≤25 R⊙). These radii, which are much larger
than those expected for Wolf-Rayet (WR) stars (of order a
few solar radius to a few tens of solar radii), were explained
by these authors by the presence of a massive, dense stellar
wind surrounding the progenitor star, where the thermal
radiation is observed once the shock, which is driven into
the wind, reaches a radius where the wind becomes optically
thin. An alternative explanation for the large BB radii was
presented by [76] (see aswell [77]), where the breakout occurs
in an extended (𝑅 = 100R⊙) low-mass (0.01M⊙) envelope
surrounding the preexplosion progenitor star. The origin of
envelope is likely material stripped just prior to explosion,
and such an envelope is missing for high-luminosity GRB-
SNe [77].

For a given GRB-SN event there are both relativistic and
nonrelativistic ejecta, where the former is responsible for
producing the prompt emission, and the latter is associated
with the SN itself. The average mass between the two
components is large: the ejecta mass of a GRB-SN is of order
2–8M⊙, while that in the jet that produces the 𝛾-rays is
of order 10−6M⊙, based on arguments for very low baryon
loading [88]. A GRB jet decelerates very rapidly, within a few
days, because the very low-mass ejecta is rapidly swept up
into the comparatively larger mass of the surrounding CSM.
Conversely, SNe have much heavier ejecta and can be in free-
expansion for many years or even centuries. Measuring the
amount of kinetic energy associated with each ejecta compo-
nent can offer additional clues to the explosion mechanisms
operating in these events. Figure 7 shows the position of SNe
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Figure 8: Properties of the prompt emission for different classes of GRBs in the 𝐸�훾,iso-𝐸p plane [85]. Data from [85–87] are shown in grey
along with their best fit to a single power law (index of 𝛼 = 0.57) and the 2𝜎 uncertainty in their fit. Notable events that do not appear to
follow the Amati relation include 𝑙𝑙GRBs (980425 and 031203), INT-GRBs (150818A), and high-luminosity GRB 140606B. Both ULGRBs are
consistent with the Amati relation, so are GRBs 030329 and 130427A, while GRB 120422A and 𝑙𝑙GRB 100316D are marginally consistent.

Ibc (green), GRBs (red), 𝑙𝑙GRBs (blue), and relativistic SNe
IcBL (purple) in the 𝐸K-Γ𝛽 plane [32, 78–81], where 𝛽 = V/𝑐
(not to be confused with the spectral PL index of synchrotron
radiation) and Γ is the bulk Lorentz factor. Squares indicate
slow-moving SN ejecta, while circles represent the kinetic
energy and velocity of the nonthermal radio-emitting ejecta
associated with these events (e.g., the jet in GRBs). The
velocities were computed for 𝑡−𝑡0 = 1 day (rest-frame), where
the value Γ𝛽 = 1 denotes the division between relativistic and
nonrelativistic ejecta. The solid lines show the ejecta kinetic
energy profiles of a purely hydrodynamical explosion (green)
𝐸K ∝ (Γ𝛽)−5.2 [57, 82, 83]; explosions powered by a short-
lived central engine (blue/purple dashed), SBO-GRBs and
relativistic IcBL SNe 2009bb and 2012ap: 𝐸K ∝ (Γ𝛽)

−2.4; and
those arising from a long-lived central engine (red), that is,
jetted-GRBs: 𝐸K ∝ (Γ𝛽)

−0.4 [84].
It is seen that 𝑙𝑙GRBs and high-luminosity GRBs span a

wide range of engine energetics, as indicated by the range
of PL indices seen in Figure 7. The two relativistic SNe IcBL
considered in this review (SNe 2009bb and 2012ap), which
are also thought to be engine-driven SNe [79, 81, 89], occur at
the lower-end of central engine energetics. Modelling of GRB
060218 [90] showed that ∼1048 erg of energy was coupled to
the mildly relativistic ejecta (Γ ∼ 2). Reference [78] showed
the presence of a very weak central engine for GRB 100316D,
where ∼1049 erg of energy was coupled to mildly relativistic
(Γ = 1.5–2), quasi-spherical ejecta. It was shown by [79] that
≥1049 erg was associated with the relativistic (V = 0.9𝑐), radio-
emitting ejecta of SN 2009bb. These authors also showed
that, unlike GRB jets, the ejecta was in free-expansion, which
implied it was baryon loaded. For SN 2012ap, [89] estimated
there was ∼1.6 × 1049 erg of energy associated with the
mildly relativistic (0.7𝑐) radio-emitting ejecta. The weak X-
ray emission of SN 2012ap [81] implied no late-time activity
of its central engine, which led these authors to suggest that
relativistic SNe IcBL represent the weakest engine-driven
explosions, where the jet is unable to successfully break out
of the progenitor. 𝑙𝑙GRBs then represent events where the

jet does not or just barely escapes into space. Note that [91]
calculated an estimate to the dividing line between SBO-
GRBs and jet-GRBs, finding that for 𝛾-ray luminosities above
1048 erg s−1 a jet-GRB may be possible.

Next, the distribution of 𝑇90 (the time over which a
burst emits from 5% of its total measured counts to 95%) as
measured by the various GRB satellites can be used to infer
additional physical properties of the GRB jet duration and
progenitor radii. A basic assertion of the collapsar model is
that the duration of the GRB prompt phase (where𝑇90 is used
as a proxy) is the difference of the time that the central engine
operates minus the time it takes for the jet to break out of
the star: 𝑇90 ∼ 𝑡engine − 𝑡breakout. A direct consequence of this
premise is that there should be a plateau in the distribution
of 𝑇90 for GRBs produced by collapsars when 𝑇90 < 𝑡breakout
[92]. Moreover, the value of 𝑇90 found at the upper limit
of the plateaus seen for three satellites (BATSE, Swift, and
Fermi) was approximately the same (𝑇90 ∼ 20–30 s), which is
interpreted as the typical breakout time of the jet. This short
breakout time suggests that the progenitor star at the time
of explosion is quite compact (∼5 R⊙ [93]). Reference [94]
then used these distributions to calculate the probability that
a given GRB arises from a collapsar or not based on its 𝑇90
and hardness ratio. Note however that 𝑇90 might not always
be the best indicator of the engine on-time. For example,
[91] showed that while GRB 120422A had 𝑇90 = 5 s, the
actual duration of the jet was actually 86 s, as constrained by
modelling of the curvature effect. Though see [95] who state
that curvature radiation is not from a central engine that is
still on but from electrons that were off-axis and hence had
a lower Lorentz factor and which are received over a time
interval that is long compared to the duration of the burst.

Finally, Figure 8 shows the properties of the prompt
emission for the various GRB-SN subclasses in the 𝐸�훾,iso-𝐸p
plane, that is, the Amati relation [85]. Data from [85–87]
are shown in grey along with their best fit to a single power
law (index of 𝛼 = 0.57) and the 2𝜎 uncertainty in their fit.
Several events do not appear to follow the Amati relation,
including 𝑙𝑙GRBs 980425 and 031203, INT-GRB 150818A, and
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Figure 9: Bolometric LCs of a sample of GRB-SNe. Times are given in the rest-frame. The average peak luminosity of all GRB-SNe except
SN 2011kl is 𝐿p = 1.0× 10

43 erg s−1, with a standard deviation of 0.36× 1043 erg s−1. The peak luminosity of SN 2011kl is 𝐿p = 2.9× 10
43 erg s−1,

which makes it more than 5𝜎 more luminous than the average GRB-SN. The average peak time of the entire sample is 𝑡p = 13.2 d, with a
standard deviation of 2.6 d. If SN 2011kl is excluded from the sample, this changes to 13.0 d. Plotted for reference is an analytical model that
considers the luminosity produced by the average GRB-SN (𝐸K = 25 × 10

51 erg,𝑀ej = 6M⊙, and𝑀Ni = 0.4M⊙).

high-luminosity GRB 140606B. Both ULGRBs are consistent
with the Amati relation, so are GRBs 030329 and 130427A,
while GRB 120422A and 𝑙𝑙GRB 100316D are marginally
consistent. It was once supposed that the placement of a
GRB in the 𝐸�훾,iso-𝐸K plane could be a discriminant of GRB’s
origins, where it is seen that SGRBs also do not follow
the Amati relation. However, over the years many authors
have closely scrutinized the Amati relation, with opinions
swinging back and forth as to whether it reflects a physical
origin or is simply due to selection effects [96–103]. To date,
no consensus has yet been reached.

4. Physical Properties:
Observational Constraints

4.1. Bolometrics. The bolometric LCs of a sample of 12 GRB-
SNe, which includes 𝑙𝑙GRB-SNe and ULGRB-SN 2011kl, are
shown in Figure 9.The Bazin function was fit to the GRB-SN
bolometric LCs in order to determine their peak luminosity
(𝐿p), the time of peak luminosity (𝑡p), and the amount the
bolometric LC fades from peak to 15 days later (Δ𝑚15). (NB.
that SNe 2001ke, 2008hw, and 2009nz were excluded from
the fitting and the subsequent calculated averages, as their
bolometric LCs contained too few points to be fit with the
Bazin function, which has four free parameters. As such, their
luminosities and peak times were approximated by eye and
are not included in the average GRB-SN properties presented
here.) These values are presented in Table 3.

The average peak luminosity of the GRB-SN sample, ex-
cluding SN 2011kl, is 𝐿p = 1.0 × 10

43 erg s−1, with a stand-
ard deviation of𝜎�퐿p

= 0.4×1043 erg s−1.Thepeak luminosities
of SNe 2003dh and 2013dx are ≈1 × 1043 erg s−1, meaning that
they are perhaps better representatives of a typical GRB-SN

than the archetype SN 1998bw (𝐿p = 7 × 10
42 erg s−1). The

peak luminosity of SN 2011kl is 𝐿p = 2.9 × 1043 erg s−1,
which makes it more than 5𝜎 more luminous than the
average GRB-SN. This is not, however, as bright as superlu-
minous supernovae (SLSNe), whose luminosities exceed >7
× 1043 erg s−1 [104].This makes SN 2011kl an intermediate SN
event between GRB-SNe and SLSNe and perhaps warrants a
classification of a “superluminous GRB-SNe” (SLGRB-SN);
however, in this chapter we will stick with the nomenclature
ULGRB-SN. When SN 2011kl is included in the sample, 𝐿p =
1.2×1043 erg s−1, with 𝜎�퐿p = 0.7×10

43 erg s−1. Even using this
average value, SN 2011kl is still 2.5𝜎more luminous than the
average GRB-SN.

The average peak time, when SN 2011kl is and is not
included in the sample, is 𝑡p = 13.2 d (𝜎�푡p = 2.6 d) and
𝑡p = 13.0 d (𝜎�푡p = 2.7 d), respectively. Similarly, Δ𝑚15 =
0.7mag (𝜎Δ�푚15 = 0.1mag) and 0.8mag (𝜎Δ�푚15 = 0.1mag),
respectively. As such, the inclusion/exclusion of SN 2011kl has
little effect on these derived values. The fact that SN 2011kl
peaks at a similar time as the average GRB-SN, but does so
at a much larger luminosity, strongly suggests that ULGRB-
SNe do not belong to the same class of standardizable candles
as GRB-SNe. This can be readily explained in that SN 2011kl
is powered by emission from a magnetar central engine
[36, 105–107], whereas GRB-SNe, including 𝑙𝑙GRB-SNe, are
powered by radioactive heating [106]. Whether ULGRB-SNe
represent the same set of standardizable candles as type I
SLSNe [108, 109], which are also thought to be powered by
a magnetar central engine, their own subset, or perhaps none
at all, requires additional well-monitored events.

Over the years, and since the discovery of SN 1998bw, the
bolometric properties (kinetic energy, 𝐸K, ejecta mass, 𝑀ej,
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Table 1: Average Bolometric properties of GRB-SNe.

Type∗ (M⊙) (M⊙) (d, rest) (mag) (km s−1)
𝑁 𝐸†K 𝜎 𝑁 𝑀ej 𝜎 𝑁 𝑀Ni 𝜎 𝑁 𝐿‡p 𝜎 𝑁 𝑡p 𝜎 𝑁 Δ𝑚15 𝜎 𝑁 Vph 𝜎

GRB 19 26.0 18.3 19 5.8 4.0 20 0.38 0.13 2 1.26 0.35 2 12.28 0.67 2 0.85 0.21 6 18400 9700
INT 1 8.2 — 1 3.1 — 1 0.37 — 1 1.08 — 1 12.94 — 1 0.85 — 1 21300 —
LL 6 27.8 19.6 6 6.5 4.0 6 0.35 0.19 5 0.94 0.41 5 13.22 3.53 5 0.75 0.12 4 22800 8200
ULGRB 2 18.8 18.7 2 6.1 2.9 1 0.41 — 1 2.91 — 1 14.80 — 1 0.78 — 1 21000 —
Rel IcBL 2 13.5 6.4 2 3.4 1.0 2 0.16 0.05 2 0.35 0.50 2 12.78 0.84 2 0.90 0.21 2 14000 1400
GRB ALL 28 25.2 17.9 28 5.9 3.8 28 0.37 0.20 9 1.24 0.71 9 13.16 2.61 9 0.79 0.12 12 20300 8100
GRB ALL∗∗ 27 25.9 17.9 27 5.9 3.9 28 0.37 0.20 8 1.03 0.36 8 12.95 2.72 8 0.79 0.13 11 20200 8500
Ib 19 3.3 2.6 19 4.7 2.8 12 0.21 0.22 — — — — — — — — — 11 8000 1700
Ic 13 3.3 3.3 13 4.6 4.5 7 0.23 0.19 — — — — — — — — — 10 8500 1800
∗Classifications (Section 3): �푙�푙GRBs: GRB-SNe associated with low-luminosity GRBs (�퐿�훾,iso < 1048.5 erg s−1); INT-GRBs: GRB-SNe associated with
intermediate-luminosity GRBs (1048.5 < �퐿�훾,iso < 10

49.5 erg s−1); GRBs: GRB-SNe associated with high-luminosity GRBs (�퐿�훾,iso > 10
49.5 erg s−1); ULGRBs:

GRB-SNe associated with ultra-long-duration GRBs (see Section 3).
∗∗Excluding SN 2011kl.
†Units: 1051 erg.
‡Units: 1043 erg s−1.
Note: average bolometric properties of SNe Ib and Ic are from [18].

and nickel mass, 𝑀Ni) of the best-observed GRB-SNe have
been determined by sophisticated numerical simulations
(hydrodynamical models coupled with radiative transfer, RT,
codes) [3, 7, 36, 47, 48, 107, 110–119] and analytical modelling
[10, 18, 31, 32, 40, 41, 43, 106, 120–122]. A summary of
the derived bolometric properties for individual GRB-SNe
is presented in Table 3, while a summary of the average
bolometric properties, broken down by GRB-SN subtype and
compared against other subtypes of SNe Ibc, is shown in
Table 1. It should be noted that the values presented have been
derived over different wavelength ranges: some are observer-
frame 𝐵𝑉𝑅𝐼, while others include UV, 𝑈-band, and NIR
contributions. Further discussion on the effects of including
additional filters when constructing a bolometric LC of a
given SN can be found in [30, 41, 49, 120, 123], who show
that including NIR flux leads to brighter bolometric LCs that
decay slower at later times and including UV flux leads to
an increase in luminosity at earlier times (during the first
couple of weeks, rest-frame) when the UV contribution is
nonnegligible.

From this sample of𝑁 = 28GRB-SNe we can say that the
average GRB-SN (grey-dashed line in Figure 9) has a kinetic
energy of 𝐸K = 2.5 × 10

52 erg (𝜎�퐸K = 1.8 × 10
52 erg), an ejecta

mass of𝑀ej = 6M⊙ (𝜎�푀ej
= 4M⊙), a nickel mass of𝑀Ni =

0.4M⊙ (𝜎�푀Ni
= 0.2M⊙), and a peak photospheric velocity

of Vph = 20,000 km s−1 (𝜎Vph = 8,000 km s−1). Here we have
assumed that the line velocities of various transitions, namely,
Fe ii 𝜆5169 and Si ii 𝜆6355, are suitable proxies for the photo-
spheric velocities. An in-depth discussion of this assumption
and its various caveats can be found in [46]. It has a peak
luminosity of 𝐿p = 1 × 10

43 erg s−1 (𝜎�퐿p
= 0.4 × 1043 erg s−1),

reaches peak bolometric light in 𝑡p = 13 days (𝜎�푡p = 2.7
days), and has Δ𝑚15 = 0.8mag (𝜎Δ�푚15 = 0.1mag). There are
no statistical differences in the average bolometric properties,
rise times, and decay rates, between the different GRB-SN

subtypes, and excluding ULGRB-SN 2011kl, there are no
differences in their peak luminosities. As found in previous
studies [18, 120], relativistic SNe IcBL are roughly half as ener-
getic as GRB-SNe and contain approximately half as much
ejecta mass and nickel content therein. However, we are com-
paringGRB-SNe against a sample of two relativistic SNe IcBL,
meaning we should not draw any firm conclusions as of yet.

There are a few caveats to keep in mind when inter-
preting these results. The first is the comparison of bolo-
metric properties derived for SNe observed over different
filter/wavelength ranges, as discussed above. Secondly, for a
GRB-SN to be observed there are several stringent require-
ments [11], including AGs that fade at a reliably determined
rate (e.g., for GRB 030329 the complex AG behaviour led to
a range of 1mag in the peak brightness of accompanying SN
2003dh [4–6]; thus in this case the reported peak brightness
was strongly model-dependent), have a host galaxy that
can be readily quantified, and are to be at a relatively low
redshift (𝑧 ≤ 1 for current 10 m class ground telescopes
and HST). Moreover, the modelling techniques used to
estimate the bolometric properties contain their own caveats
and limitations. For example, the analytical Arnett model
[208] contains assumptions such as spherical symmetry,
homogeneous ejecta distribution, homologous expansion,
and a central location for the radioactive elements [18].

4.2. What Powers a GRB-SN? Observations of GRB-SNe can
act as a powerful discriminant of the different theoretical
models proposed to produce them.The analysis presented in
the previous section made the assumption that GRB-SNe are
powered by radioactive heating. In this scenario, it is assumed
that during the initial core-collapse (see Section 9 for further
discussion), roughly 0.1M⊙ or so of nickel can be created
via explosive nucleosynthesis [209] if the stellar material has
nearly equal amounts of neutrons and protons (such as silicon
and oxygen), and approximately 1052 erg of energy is focused
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Table 2: GRB-SN master Table 1: 𝛾-ray properties.

(1052 erg) (keV) (erg s−1)
GRB SN Type 𝑧 𝑇90 (s) 𝐸�훾,iso 𝐸p 𝐿†iso
970228 GRB 0.695 56 1.6 (0.12) 195 (64) 4.84 × 1050

980326 GRB 0.48 (0.09) 935 (36)
980425 1998bw 𝑙𝑙GRB 0.00867 18 0.000086 (0.000002) 55 (21) 4.80 × 1046

990712 GRB 0.4331 19 0.67 (0.13) 93 (15) 5.05 × 1050

991208 GRB 0.7063 60 22.3 (1.8) 313 (31) 6.34 × 1051

000911 GRB 1.0585 500 67 (14) 1859 (371) 2.75 × 1051

011121 2001ke GRB 0.362 47 7.8 (2.1) 793 (265) 2.26 × 1051

020305
020405 GRB 0.68986 40 10 (0.9) 612 (10) 4.22 × 1051

020410 >1600
020903 𝑙𝑙GRB 0.2506 3.3 0.0011 (0.0006) 3.37 (1.79) 4.20 × 1048

021211 2002lt GRB 1.004 2.8 1.12 (0.13) 127 (52) 8.02 × 1051

030329 2003dh GRB 0.16867 22.76 1.5 (0.3) 100 (23) 7.70 × 1050

030723 <0.023
030725
031203 2003lw 𝑙𝑙GRB 0.10536 37 0.0086 (0.004) <200 2.55 × 1048

040924 GRB 0.858 2.39 0.95 (0.09) 102 (35) 7.38 × 1051

041006 GRB 0.716 18 3 (0.9) 98 (20) 2.86 × 1051

050416A INT 0.6528 2.4 0.1 (0.01) 25.1 (4.2) 6.89 × 1050

050525A 2005nc GRB 0.606 8.84 2.5 (0.43) 127 (10) 4.54 × 1051

050824 GRB 0.8281 25 0.041 < 𝐸 < 0.34 11 < 𝐸 < 32

060218 2006aj 𝑙𝑙GRB 0.03342 2100 0.0053 (0.0003) 4.9 (0.3) 2.60 × 1046

060729 GRB 0.5428 115 1.6 (0.6) >50 2.14 × 1050

060904B GRB 0.7029 192 2.4 (0.2) 163 (31) 2.12 × 1050

070419A INT 0.9705 116 ≈0.16 2.71 × 1049

080319B GRB 0.9371 124.86 114 (9) 1261 (65) 1.76 × 1052

081007 2008hw GRB 0.5295 9.01 0.15 (0.04) 61 (15) 2.54 × 1050

090618 GRB 0.54 113.34 25.7 (5) 211 (22) 3.49 × 1051

091127 2009nz GRB 0.49044 7.42 1.5 (0.2) 35.5 (1.5) 3.01 × 1051

100316D 2010bh 𝑙𝑙GRB 0.0592 1300 >0.0059 26 (16) 4.80 × 1046

100418A GRB 0.6239 8 0.0990 (0.0630) 29 (2) 2.00 × 1050

101219B 2010ma GRB 0.55185 51 0.42 (0.05) 70 (8) 1.27 × 1050

101225A ULGRB 0.847 7000 1.2 (0.3) 38 (20) 3.16 × 1048

111209A 2011kl ULGRB 0.67702 10000 58.2 (7.3) 520 (89) 9.76 × 1049

111211A 0.478
111228A GRB 0.71627 101.2 4.2 (0.6) 58.4 (6.9) 7.12 × 1050

120422A 2012bz GRB 0.28253 5.4 0.024 (0.008) <72 5.70 × 1049

120714B 2012eb INT 0.3984 159 0.0594 (0.0195) 101.4 (155.7) 5.22 × 1048

120729A GRB 0.8 71.5 2.3 (1.5) 310.6 (31.6) 5.79 × 1050

130215A 2013ez GRB 0.597 65.7 3.1 (1.6) 155 (63) 7.53 × 1050

130427A 2013cq GRB 0.3399 163 81 (10) 1028 (50) 6.65 × 1051

130702A 2013dx INT 0.145 58.881 0.064 (0.013) 15 (5) 1.24 × 1049

130831A 2013fu GRB 0.479 32.5 0.46 (0.02) 67 (4) 2.09 × 1050

140606B GRB 0.384 22.78 0.347 (0.02) 801 (182) 2.10 × 1050

150518A 0.256
150818A INT 0.282 123.3 0.1 (0.02) 128 (13) 1.03 × 1049

†�퐿 iso = �퐸iso(1 + �푧)/�푇90.
‡�훾-ray properties calculated by [85] for a redshift range of 0.9 ≤ �푧 ≤ 1.1.
�푙�푙GRB: GRB-SN associated with a low-luminosity GRB (�퐿�훾,iso < 1048.5 erg s−1); INT: GRB-SN associated with an intermediate-luminosity GRB (1048.5 <
�퐿�훾,iso < 1049.5 erg s−1); GRB: GRB-SN associated with a high-luminosity GRB (�퐿�훾,iso > 1049.5 erg s−1); ULGRB: GRB-SN associated with an ultra-long-
duration GRB (see Section 3).
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Table 4: References.

GRB References(s)
970228 [124, 125]
980326 [126, 127]
980425 [1–3, 9, 18, 42, 44, 47, 110, 111, 120, 128]
990712 [18, 129]
991208 [18, 130]
000911 [131, 132]
011121 [18, 42, 44, 133–136]
020305 [137]
020405 [18, 138]
020410 [139, 140]
020903 [18, 141–143]
021211 [18, 144, 145]
030329 [4–7, 18, 30, 42, 44, 112, 128, 146, 147]
030723 [148, 149]
030725 [150]
031203 [18, 42, 44, 113, 128, 151–156]
040924 [90, 157]
041006 [18, 39, 90, 158]
050416A [159, 160]
050525A [18, 44, 128, 161]
050824 [18, 35, 162, 163]
060218 [18, 33, 42, 44, 48, 58, 90, 113, 120, 128, 156, 164–168]
060729 [10, 18, 169, 170]
060904B [18, 171]
070419A [172, 173]
080319B [174–176]
081007 [177–181]
090618 [10, 18, 42, 128]
091127 [18, 181–183]
100316D [18, 30, 42, 44, 49, 65, 78, 120, 121, 128, 184]
100418A [185–187]
101219B [181, 188]
101225A [34, 53], here
111209A [36, 53, 105–107, 189], here
111211A [190]
111228A [191]
120422A [18, 41, 44, 91, 128, 192]
120714B [193, 194]
120729A [31]
130215A [31]
130427A [40, 195–197]
130702A [43, 44, 198]
130831A [31, 42, 199]
140606B [32, 75]
150518A [200]
150818A [201–203]
SN 2009bb [18, 42, 44, 79, 120, 204, 205]
SN 2012ap [76, 89, 206, 207], here

into ∼1% of the star, which occurs in the region between the
newly formed compact object and 4 × 109 cm [210]. In this

scenario, temperatures in excess of 4 × 109 K can be attained.
However, the precise amount of 56Ni that is generated is
quite uncertain and depends greatly on how much the star
has expanded (or collapsed), prior to energy deposition. The
radioactive nickel decays into cobalt with a half-life of 6.077
d and then cobalt into iron with a half-life of 77.236 d: 56

28Ni
→ 56

27Co →
56
26Fe [208, 211]. Given its short half-life, the

synthesized nickel must be generated during the explosion
itself and not long before core-collapse. Gamma-rays that are
emitted during the different radioactive decay processes are
thermalised in the optically thick SN ejecta, which heat the
ejecta that in turn radiates this energy at longer wavelengths
(optical and NIR).This physical process is expected to power
other types of SNe, including all type I SNe (Ia, Ib, Ic, and type
Ic SLSNe) and the radioactive tail of type IIP SNe.

Observationally, there are hints that suggest that the best-
observed GRB-SNe are powered, at least in part [212], by
radioactive heating. At late times, the decay of 56Co leads
to an exponential decline in the nebular-phase bolometric
LC of type I SNe. An example of this is the grey-dashed
line in Figure 9, which is an analytical model [122, 213] that
considers the luminosity produced by a fiducial SN with a
kinetic energy of 𝐸K = 25 × 10

51 erg, an ejecta mass of𝑀ej =
6M⊙, and a nickel mass of𝑀Ni = 0.4M⊙ (e.g., the “average”
GRB-SN). Such a model and others of this ilk assume full
trapping of the emitted 𝛾-rays and thermalised energy. For
comparison, the late-time LC of SN 1998bw appears to fade
more rapidly than this, presumably because some of the 𝛾-
rays escape directly into space without depositing energy into
the expanding ejecta. At times later than 500 d [9, 214], the
observed flattening seen in the LC can be interpreted in terms
of both more of the energy and 𝛾-rays being retained in the
ejecta, and more energy input from the radioactive decay of
species in addition to cobalt.

In the collapsar model, there are additional physical
processes that can lead to the creation of greater masses of
radioactive nickel. One potential source of 56Ni arises from
the wind emitted by the accretion disk surrounding the newly
formed black hole (BH). According to the numerical simula-
tions of [215], the amount of generated nickel depends on the
accretion rate as well as the viscosity of the inflow. In theory,
at least, the only upper bound on the amount of nickel that
can be synthesized by the disk wind is the mass of material
that is accreted. In an analytical approach, [216] demonstrated
that enough 56Ni can be synthesized (in order to match
observations of GRB-SNe), over the course of a few tens of
seconds, in the convective accretion flow arising from the
initial circularization of the infalling envelope around the BH.

In the millisecond magnetar model, it is more difficult
to produce a sufficient amount of 56Ni via energy injection
from a central engine. Some simulations suggest that only a
few hundredths of a solar mass of nickel can be synthesized
in the magnetar model [217]. However it may be possible
to generate more nickel by tapping into the initial rotational
energy of the magnetar via magnetic stresses, thus enhancing
the shocks induced by the collision of the energetic wind
emanated by themagnetar withmaterial already processed by
the SN shock [218, 219]. Another route would be via a shock
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Figure 10: Late-time bolometric LC of SN 1998bw in filters 𝐵𝑉𝑅𝐼.
Two analytical models have been plotted to match the peak lumi-
nosity: (1) a single-zone analytical model for a fiducial SN that is
powered by radioactive heating, where 𝐸K = 27.6 × 10

51 erg, an
ejecta mass of𝑀ej = 6.4M⊙, and a nickel mass of𝑀Ni = 0.39M⊙,
and (2) a 𝑡−2 curve, which is the expected decay rate for luminosity
powered by amagnetar central engine. At late times the decay rate of
model (1) provides amuch better fit than the 𝑡−2 decay, which grossly
overpredicts the bolometric luminosity at times later than 400 d.
This is one line of observational evidence that GRB-SNe are powered
by radioactive heating and not via dipole-extracted radiation from a
magnetar central engine (i.e., a magnetar-driven SN).

wave driven into the ejecta by the magnetar itself, which
for certain values of 𝑃 and 𝐵 could generate the required
nickel masses [220]. However, in this scenario an isotropic-
equivalent energy input rate of more than 1052 erg is required,
and the subsequent procurement of additional nickel mass
via explosive nucleosynthesis will inevitably lead to a more
rapid spin-down of the magnetar central engine, rendering
it unable to produce energy input during the AG phase. It is
alsoworth considering that if amagnetar (and the subsequent
GRB) is formed via the accretion-induced collapse of a white
dwarf star, or perhaps the merger of two white dwarfs, there
is no explosive nucleosynthesis and thus a very low 56Ni yield
[221].

The uncertainties unpinning both models mean that
neither can be ruled out at this time, though perhaps the
collapsarmodel offers a slightly easier route for producing the
necessary quantity of nickel needed to explain the observed
luminosities of GRB-SNe. But what if GRB-SNe are not
powered by radioactive heating, but instead via another
mechanism? Could, instead, GRB-SNe be powered by a mag-
netar central engine [223, 224], as has been proposed for some
type I SLSNe [225–227]? A prediction of themagnetar-driven
SNmodel is that at late times the bolometric LC should decay
as 𝑡−2 [106, 217, 223–225, 228, 229]. Plotted in Figure 10 is the
bolometric LC of SN 1998bw to 𝑡−𝑡0 = 500 d. Overplotted are
two analytical models: (1) a single-zone analytical model for
a fiducial SN that is powered by radioactive heating, where
𝐸K = 27.6 × 10

51 erg, an ejecta mass of𝑀ej = 6.4M⊙, and a
nickel mass of𝑀Ni = 0.39M⊙, and (2) a 𝑡−2 curve (i.e., the
decay rate expected for luminosity powered by a magnetar
central engine). Both have been fitted to the bolometric LC

of SN 1998bw to match its peak luminosity. At late times the
decay rate of the radioactive-heated analytical LC provides a
much better fit than the 𝑡−2 decay, which grossly overpredicts
the bolometric luminosity at times later than 400 d. The
difference between observations and the radioactive decay
model can be attributed to incomplete trapping of 𝛾-rays
produced during the radioactive decay process.

Further evidence against the magnetar model are the
observed line velocities as a function of time. In 1D analytical
magnetar models [228, 229], a mass shell forms due to the
expanding magnetar bubble. This feature of the 1D models
has the implication that the observed line velocities will have
a flat, plateau-like evolution. Inspection of Figure 6 reveals
that this is indeed not the case for all the GRB-SNe of which
there are time-series spectra. This particularly applies in the
measured Si ii 𝜆6355 velocities, where all appear to decrease
from a maximum value early on, rather than maintaining a
flat evolution throughout. This is a second line of evidence
that rules against magnetar heating in GRB-SNe.

However, it appears that not all GRB-SNe subtypes
are powered by radioactive heating. Several investigations
have provided compelling evidence that ULGRB 111209A/SN
2011kl was powered instead by a magnetar central engine.
Reference [36] showed that SN 2011kl could not be powered
entirely (or at all) by radioactive heating. Their argument
was based primarily on the fact that the inferred ejecta mass
(3.2 ± 0.5M⊙), determined via fitting the Arnett model [208]
to their constructed bolometric LC, was too low for the
amount of nickel needed to explain the observed bolometric
luminosity (1.0 ± 0.1M⊙). The ratio of MNi/Mej = 0.3
was much larger than that inferred for the general GRB-
SN population (MNi/Mej ≈ 0.07; [18]), which rules against
radioactive heating powering SN 2011kl. Secondly, the shape
and relative brightness of an optical spectrum obtained of SN
2011kl just after peak SN light (𝑡 − 𝑡0 = 20 d, rest-frame) was
entirely unlike the spectra observed for GRB-SNe (Figure 5),
including SN 1998bw [2]. Instead, the spectrum more closely
resembled those of SLSNe in its shape, including the sharp
cut-off at wavelengths bluewards of 3000 Å. Several authors
[36, 105–107, 230] modelled different phases of the entire
ULGRB event to determine the ejecta mass (𝑀ej), initial spin
period (𝑃), and the initial magnetic field strength (𝐵), with
some general consensus among the derived values: 𝑀ej =
3–5M⊙ (for various values of the assumed grey opacity), 𝑃 =
2–11ms, and 𝐵 = 0.4–2 × 1015 G. Note that some models
assumed additional heating from some nucleosynthesised
nickel (0.2M⊙ [105, 107]), while [106] assumed that energy
injection from themagnetar central enginewas solely respon-
sible for powering the entire event. The general consensus
of all the modelling approaches is that SN 2011kl was not
powered entirely by radioactive heating, and additional
energy, likely arising from a magnetar central engine, was
needed to explain the observations of this enigmatic event.

5. Geometry

Measuring the geometry of GRB-SNe can lead to additional
understanding of their explosion mechanism(s) and the role
and degree of nickel mixing within the ejecta. A starting
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Figure 11: Observed [O i] 𝜆𝜆6300,6364 emission-line profiles for a sample of SNe Ibc. Top right: emission lines classified into characteristic
profiles (from [222]): single-peaked (S), transition (T), and double-peaked (D). Model predictions from a bipolar model (red curves) and
a less aspherical model (blue), for different viewing directions are shown (directions denoted by the red and blue text). All other panels:
nebular line profiles observed for an aspherical explosion model for different viewing angles (from [113]). The figure shows the properties
of the explosion model: Fe (coloured in green and blue) is ejected near the jet direction and oxygen (red) in a torus-like structure near the
equatorial plane. Synthetic [O i] 𝜆𝜆6300,6364 emission-line profiles are compared with the spectra of SN 1998bw (top left) and SN 2003jd
(bottom right).

point is to understand the geometry of GRB-SNe relative to
other types of stripped-envelope core-collapse SNe (CCSNe)
and ascertain whether any differences exist. In this section
we will recap the results of photometric, spectroscopic, and
polarimetric/spectropolarimetry observations of SNe Ibc.
The collective conclusion of these studies is that asphericity
appears to be ubiquitous to all SNe Ibc.

5.1. Non-GRB-SNe Ibc

5.1.1. Spectroscopy. Thebestway to investigate the inner ejecta
geometry of a given SN is through late-time spectroscopy,
as done by [110, 111, 222, 231–235]. At ≥200 d after the
explosion, expansion makes the density of the ejecta so
low that it becomes optically thin, thus allowing optical
photons produced anywhere in the ejecta to escape without
interacting with the gas. At these epochs the SN spectrum is
nebular, showing emission lines mostly of forbidden transi-
tions. Because the expansion velocity is proportional to the
radius of any point in the ejecta, the Doppler shift indicates
where the photon was emitted: those emitted from the near
side of the ejecta are detected at a shorter (blueshifted)
wavelengths, while those from the far side of the ejecta are
detected at a longer (redshifted) wavelength. The late-time

nebular emission profiles thus probe the geometry and the
distribution of the emitting gas within the SN ejecta [236,
237]. Importantly for SNe Ibc, nebular spectra allow the
observer to look directly into the oxygen core.

One of the strongest emission lines is the [O i]
𝜆𝜆6300,6364 doublet, which behaves like a single transition
if the lines are sufficiently broad (≥0.01𝑐) because the red
component is weaker than the blue one by a factor of
three; see Figure 11. The appearance of this line can then be
used to infer the approximate ejecta geometry: (1) a radially
expanding spherical shell of gas produces a square-topped
profile; (2) and a filled uniform sphere, where 56Ni is confined
in a central high-density region with an inner hole that is
surrounded by a low-density O-rich region [238], produces
a parabolic profile. These authors also considered a third
scenario: (3) a bipolar model [215, 238, 239] characterized
by a low-density 56Ni-rich region located near the jet axis,
where the jets convert stellar material (mostly O) into Fe-
peak elements.The [O i] profile in the bipolarmodel depends
on both the degree of asphericity and the viewing angle. If a
bipolar SN explosion is viewed from a direction close to the
jet axis, the O-rich material in the equatorial region expands
in a direction perpendicular to the line of sight, and the [O
i] emission profile is observed to be sharp and single-peaked.
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On the other hand, for a near-equatorial view, the profile is
broader and double-peaked. It is important to note that a
double-peaked profile cannot be accounted for in the spher-
ical model. Furthermore, the separation of the blueshifted
and redshifted peaks, which represent the forward and rear
portions of an expanding torus of O-rich material, suggests
that the two peaks actually originate from the two lines of
the doublet from a single emitting source on the front of
the SN moving towards the observer. Double emission peaks
seen in asymmetric profiles with separations larger or smaller
than the doublet spacing do not share this problem.The high
incidence of ≈64 Å separation between emission peaks of
symmetric profiles plus the lack of redshifted emission peaks
in asymmetric profiles suggests that emission from the rear
of the SN may be suppressed. This implies that the double-
peaked [O i]𝜆𝜆6300,6364 line profiles of SNe Ibc are not nec-
essarily signatures of emission from a torus. The underlying
cause of the observed predominance of blueshifted emission
peaks is unclear but may be due to internal scattering or
dust obscuration of emission from far side ejecta [235].
These models are for single-star progenitors, and they do not
consider the effects that binary interactions or merger might
impart to the observed geometry of the SN ejecta [240].

References [222, 232, 234] found that all SNe Ibc and IIb
are aspherical explosions. The degree of asphericity varies
in severity, but all studies concluded that most SNe Ibc are
not as extremely aspherical as GRB-SNe (specifically SN
1998bw). Interestingly [234] found that, for some SNe Ibc,
the [O i] line exhibits a variety of shifted secondary peaks
or shoulders, interpreted as blobs of matter ejected at high
velocity and possibly accompanied by neutron-star kicks
to assure momentum conservation. The interpretation of
massive blobs in the SN ejecta is expected to be the signature
of very one-sided explosions.

Some notable and relevant nebular spectra analyses
include SNe IcBL 2003jd [231], 2009bb [204], and 2012ap
[206]. Reference [231] interprets their double-peaked [O i]
𝜆𝜆6300,6364 nebular lines of SN 2003jd as an indication
of an aspherical axisymmetric explosion viewed from near
the equatorial plane, and directly perpendicular to the jet
axis, and suggested that this asphericity could be caused by
an off-axis GRB jet. Reference [204] obtained moderately
noisy nebular spectra of SN 2009bb, which nevertheless
displayed strong nebular lines of [O i] 𝜆𝜆6300,6364 and
[Ca ii] 𝜆𝜆7291,7324 that had all single-peaked profiles. In
their derived synthetic spectra, a single velocity provided a
good fit to these lines, thus implying that the ejecta is not
overly aspherical. The nebular spectra (>200 d) of SN 2012ap
[206] had an asymmetric double-peaked [O i] 𝜆𝜆6300,6364
emission profile that was attributed to either absorption in the
supernova interior or a toroidal ejecta geometry.

5.1.2. Polarimetry. Further enlightening clues to the geome-
try of SNe Ibc have arisen via polarimetric and spectropo-
larimetric observations (see [242] for an extensive review and
Figure 12). When light scatters through the expanding debris
of a SN, it retains information about the orientation of the
scattering layers. Since it is not possible to spatially resolve
extragalactic SNe through direct imaging, polarization is a

(a) Spherical photosphere

(b) Spherical ion distribution

(c) Aspherical ion distribution

Polarization vector (length = degree of polarization)

Figure 12: Schematic illustration of polarization in the SN ejecta.
(a) When the photosphere is spherical, polarization is canceled
out, and no polarization is expected. At the wavelength of a line,
polarization produced by the electron scattering is depolarized by
the line transition. (b) When the ion distribution is spherical, the
remaining polarization is canceled, and no polarization is expected.
(c) When the ion distribution is not spherical, the cancelation
becomes incomplete, and line polarization could be detected (figure
and caption taken from [241]).

powerful tool to determine the morphology of the ejecta.
Spectropolarimetry measures both the overall shape of the
emitting region and the shape of regions composed of
particular chemical elements. Collectively, numerous polari-
metric data have provided overwhelming evidence that all
CCSNe are intrinsically three-dimensional phenomena with
significant departures from spherical symmetry, and they
routinely show evidence for strong alignment of the ejecta
in single well-defined directions, suggestive of a jet-like flow.
As discussed in [242], many of these CCSNe often show
a rotation of the position angle with time of 30–40∘ that
is indicative of a jet of material emerging at an angle with
respect to the rotational axis of the inner layers. Another
recent investigation by [241] showed that all SNe Ibc show
nonzero polarization at the wavelength of strong lines. More
importantly, they demonstrated that five of the six SNe Ibc
they investigated had a “loop” in their Stokes 𝑄-𝑈 diagram
(where 𝑄 is the radiance linearly polarized in the direction
parallel or perpendicular to the reference plane and 𝑈 is the
radiance linearly polarized in the directions 45∘ to the refer-
ence plane), which indicates that a nonaxisymmetric, three-
dimensional ion distribution is ubiquitous for SNe Ibc ejecta.

The results of [242] suggest that the mechanism that
drives CCSNe must produce energy and momentum aspher-
ically from the start, either induced from the preexplosion
progenitor star (i.e., rotation and/or magnetic fields) or per-
haps arising from the newly formed neutron star (NS) [243–
246]. In any case, it appears that the asphericity is perma-
nently frozen into the expandingmatter. Collimated outflows
might be caused by magnetohydrodynamic jets, as is perhaps
the case for GRB-SNe [210, 215, 247, 248], from accretion
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flows around the central neutron star, via asymmetric neu-
trino emission, from magnetoacoustic flux, jittering jets (jets
that have their launching direction rapidly change [249]), or
by some combination of thosemechanisms. Another alterna-
tive idea, perhaps intimately related, is that material could be
ejected in clumps that block the photosphere in different ways
in different lines. Itmay be that jet-like flows induce clumping
so that these effects occur simultaneously. Alternatively, the
results of [241] suggest that the global asymmetry of SNe
Ibc ejecta may rather arise from convection and preexisting
asymmetries in the stellar progenitor before and during the
time of core-collapse (e.g., [250, 251]), rather than induced
by two-dimensional jet-like asphericity.

In addition to the above analyses, there are more clues
which show that asphericity is quite ubiquitous in CCSN
ejecta. A jet model was proposed for type Ic SN 2002ap
[252], where the jet was buried in the ejecta and did not
bore through the oxygen mantle. The lack of Fe polarization
suggests that a nickel jet had not penetrated all the way to
the surface. For CCSNe, we know that pulsars are somehow
kicked at birth in a manner that requires a departure from
both spherical and up/down symmetry [253]. The spatial
distribution of various elements, including 44Ti in supernova
remnants [254], is also consistent with an aspherical explo-
sion, arising from the development of low-mode convective
instabilities (e.g., standing accretion shock instabilities [255])
that can produce aspherical or bipolar explosions in CCSNe.
The anisotropies inferred by the oxygen distribution instead
suggest that large-scale (plume-like) mixing is present, rather
than small-scale (Rayleigh-Taylor) mixing, in supernova
remnants. Additionally, the Cassiopeia A supernova remnant
shows signs of a jet and counterjet that have punched holes
in the expanding shell of debris [256], and there are examples
of other asymmetric supernova remnants [257, 258] and
remnants with indications of being jet-driven explosions or
possessing jet-like features [259, 260].

5.1.3. Role of Mixing in the Ejecta. The analytical modelling
of late-time (>50–100 d) bolometric LCs of SNe Ibc also
implies a departure from spherical symmetry (or perhaps a
range grey optical opacities [261]). Modelling performed by
[122] showed that the late-time bolometric LC behaviour of
a sample of three SNe Ic and IcBL (SNe 1998bw, 1997ef, and
2002ap) was better described by a two-component model
(two concentric shells that approximated the behaviour of a
high-velocity jet and a dense inner core/torus) than spherical
models. Their modelling also showed that there was a large
degree of nickelmixing throughout the ejecta. A similar result
was inferred by [262] for a sample of SNe Ibc, who showed
that the outflow of SNe Ib is thoroughly mixed. Helium lines
arise via nonthermal excitation and nonlocal thermodynamic
equilibrium [263–266]. High-energy 𝛾-rays produced during
the radioactive decay of nickel, cobalt, and iron Compton
scatter with free and bound electrons, ultimately producing
high-energy electrons that deposit their energy in the ejecta
through heating, excitation, and ionization.

To address the question of whether the lack of helium
absorption lines for SNe Ic was due to a lack of this element
in the ejecta or that the helium was located at large distances

from the decaying nickel [266–268], [262] showed that the
ejecta of type SN Ic 2007gr was also thoroughly mixed,
meaning that the lack of helium lines in this event could
not be attributed to poor mixing. A similar conclusion was
reached by [46] who demonstrated that He lines cannot be
“smeared out” in the spectra of SNe IcBL, that is, blended so
much that they disappear; insteadHe really must be absent in
the ejecta (see as well [269]). A prediction of RTmodels [270]
is if the lack of mixing is the only discriminant between SNe
Ib and Ic, then well-mixed SNe Ib should have higher ejecta
velocities than the less well-mixed SNe Ic. The investigation
by [271] tested this prediction with a very large sample of
SNe Ibc spectra, finding the opposite to be true: SNe Ic have
higher ejecta velocities than SNe Ib, implying that the lack of
He lines in the former cannot be attributed entirely to poor
mixing in the ejecta. Next, [272] showed that for a sample
of SNe Ibc, SNe Ib, Ic, and IcBL have faster rising LCs than
SNe Ib, implying that the ejecta in these events are probably
well mixed. The collective conclusion of these observational
investigations states that the lack of helium features in SNe
Ic spectra cannot be attributed to poor mixing but rather the
absence of this element in the ejecta, which agrees with the
conclusion of [268] that no more than 0.06–0.14M⊙ of He
can be “hidden” in the ejecta of SNe Ic.

5.2. GRB-SNe. The key result presented in the previous
sections is that all CCSNe possess a degree of aspheric-
ity: either two-dimensional [242] asymmetries where most
CCSNe possess a jet or three-dimensional asymmetries [241].
Taken at face value, if all CCSNe possess two-dimensional
axisymmetric geometry, then the observation of the 30–40∘
rotation of the position angle with time is suggestive of a
jet of material emerging at an angle with respect to the
rotational axis of the inner layers. This observation differs to
that expected for GRB-SNe, where the jet angle is expected to
be along or very near to the rotation axis of the preexplosion
progenitor star. If jets are almost ubiquitous in CCSNe, but
they are usually at an angle to the rotational axis, does
this suggest that GRB-SNe are different because the jet
emerges along, or very near to, the rotational axis? If so, then
something is required to maintain that collimation: that is,
more rapid rotation of GRB-SN progenitors and/or strong
collimation provided by magnetic fields [248]. Moreover, is
the difference between 𝑙𝑙GRBs and high-luminosity GRBs
due to less collimation in the former? In turn, perhaps more
SNe Ibc arise from central engine that is currently accounted
for, but for whatever reason the jets very quickly lose their
collimation, perhaps to underenergetic or very short-lived
central engines, and deposit their energy in the interior of
the star, where perhaps a combination of jets and a neutrino-
driven explosion mechanism is responsible for the observed
SN. Note that this supposition is also consistent with the
study of [273] who looked for off-axis radio emission from
GRBs pointed away from Earth, finding <10% of all SNe
Ibc are associated with GRBs pointed away from our line
of sight. In this scenario, no imprint of the jet in the non-
GRB-SNe Ibc is imparted to the ejecta. Nevertheless, the
results of [241] need to be kept inmindwhen considering this
speculative scenario, where the asymmetries in SNe Ibc may
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not be axisymmetric, but instead may be intrinsically three-
dimensional.

More observations are sorely needed of nearby GRB-
SNe to help address this outstanding question. To date only
two GRB-SNe have occurred at close enough distances that
reasonable quality nebular spectra have been obtained: SN
1998bw (∼40Mpc) and SN 2006aj (∼150Mpc). Even SN
2010bh was too distant (∼270Mpc) for the nebular emission
lines to be reasonably modelled [49]. In the following section
wewill present a brief summary of the results of spectroscopic
and polarimetric analyses of these two GRB-SNe.

References [47, 110, 111] investigated the nebular spectra
of SN 1998bw, which exhibited properties that could not be
explained with spherical symmetry. Instead, a model with
high-velocity Fe-rich material ejected along the jet axis, and
lower-velocity oxygen torus perpendicular to the jet axis, was
proposed. From this geometry a strong viewing-angle depen-
dence of nebular line profiles was obtained [110]. Reference
[47] noted that the [Fe ii] lines were unusually strong for a SN
Ic and that lines of different elements have different widths,
indicating different expansion velocities, where iron appeared
to expand more rapidly than oxygen (i.e., a rapid Fe/Ni-
jet and a slower moving O-torus). The [O i] nebular lines
declined more slowly than the [Fe ii] ones, signalling deposi-
tion of 𝛾-rays in a slowly moving O-dominated region.These
facts suggest that the explosionwas aspherical.The absence of
[Fe iii] nebular lines can be understood if the ejecta are signif-
icantly clumped. Reference [111] noted that theirmodels show
an initial large degree (∼4 depending on model parameters)
of boosting luminosity along the polar/jet direction relative to
the equatorial plane, which decreased as the SN approached
peak light. After the peak, the factor of the luminosity
boost remains almost constant (∼1.2) until the supernova
entered the nebular phase. This behaviour was attributed to
an aspherical 56Ni distribution in the earlier phase and to the
disk-like inner low-velocity structure in the later phase.

Early polarization measurements of ≈0.5%, possibly
decreasing with time, were detected for SN 1998bw [2, 274],
which imply the presence of aspherical ejecta, with an axis
ratio of about 2 : 1 [115]. In contrast, radio emission of GRB
980425/SN 1998bw showed no evidence for polarization
[56], which suggested that the mildly relativistic ejecta were
not highly asymmetric, at least in projection. However it
should be noted that internal Faraday dispersion in the
ejecta can suppress radio polarization. As mentioned in the
previous section, modelling of the late-time bolometric LC
of SN 1998bw [9, 117, 214, 275] showed that some degree of
asymmetry in the explosion is required to explain its decay
behaviour (see as well Figure 10).

For SN 2006aj, the [Fe ii] lines were much weaker than
those observed for SN 1998bw, which supports its lower lumi-
nosity relative to the archetype GRB-SN [113]. Most of the
nebular lines had similar widths, and their profiles indicated
that nomajor asymmetries were present in the ejecta at veloc-
ities below 8000 km s−1.Themodelling results of [48] implied
a 1.3M⊙ oxygen core thatwas produced by amildly asymmet-
ric explosion. The mildly peaked [O i] 𝜆𝜆6300,6364 profile
showed an enhancement of the material density at velocities
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Figure 13: Luminosity (𝑘)-stretch (𝑠) relation for relativistic type
IcBL SNe [42]. For all filters from𝑈𝐵𝑉𝑅𝐼, and combinations thereof,
GRB-SNe are shown in blue, and the two known relativistic type
IcBL SNe (2009bb and 2012ap) are shown in red. A bootstrap
analysis was performed to fit a straight line to the dataset to find the
slope (𝑚) and 𝑦-intercept (𝑏), which used Monte-Carlo sampling
and 𝑁 = 10,000 simulations. The best-fitting values are 𝑚 =
2.72 ± 0.26 and 𝑏 = −1.29 ± 0.20. The correlation coefficient is
𝑟 = 0.876, and the two-point probability of a chance correlation is
𝑝 = 1.1 × 10−9. This shows that the 𝑘-𝑠 relationship is statistically
significant at the 0.001 significance level.

less than <3000 km s−1, which also indicated an asymmetric
explosion. If SN 2006aj was a jetted SN explosion, the jet was
wider than in SN 1998bw (intrinsically or due to stronger
lateral expansion [238]), since the signature is seen only in
the innermost part. Linear polarization was detected by [276]
between three and 39 days after explosion, which implied the
evolution of an asymmetric SN expansion. Reference [277]
concluded that their polarization measurements were not
very well constrained, and considering the low polarization
observed of 6000–6500 Å, the global asymmetry was ≤15%.

6. GRB-SNe as Cosmological Probes

6.1. Luminosity–Stretch/Decline Relationships. In 2014, [42,
44, 128] (see as well [41]) demonstrated, using entirely
different approaches, that GRB-SNe (which included 𝑙𝑙GRB-
SNe, INT-GRB-SNe, and high-luminosity GRB-SNe) have a
luminosity−decline relationship that is perfectly akin to that
measured for type Ia SNe [279]. All approaches investigated
decomposed GRB-SN LCs (see Section 2.1). In [42], a
template SN LC (1998bw) was created in filters 𝐵𝑉𝑅𝐼(1 + 𝑧)
as it would appear at the redshift of the given GRB-SN. A
spline function (𝑔(𝑥)) was then fit to the template LC, and
the relative brightness (𝑘) andwidth (𝑠) were determined (i.e.,
𝑓(𝑥) = 𝑘 × 𝑔(𝑥/𝑠)) for each GRB-SN in each rest-frame
filter. These were then plotted, and a straight line was fit to
the data, where the slope and intercept were constrained via
a bootstrap fitting analysis that used Monte-Carlo sampling.
An example of the 𝑘-𝑠 relation is shown in Figure 13, where
GRB-SNe are shown in blue points, and the two relativistic
SNe IcBL (2009bb and 2012ap) are shown in red.This relation
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shows that GRB-SNe with larger 𝑘 values also have larger 𝑠
values; that is, brighter GRB-SNe fade slower. The statistical
significance of the fit is shown as Pearson’s correlation
coefficient, where 𝑟 = 0.876, and the two-point probability
of a chance correlation is 𝑝 = 1.1 × 10−9, which clearly shows
that the relationship is significant at more than 𝑝 < 0.001
significance level. This implies that not only are GRB-SNe
standardizable candles, but all relativistic type IcBL SNe are.

The result in [42] clearly superseded the results of [30, 33,
39] who searched for correlations in the observer-frame 𝑅-
band LCs of a sample of GRB-SNe, concluding that none was
present. However, the method used in [32, 42, 44] had one
key difference to previous methods: they considered precise,
𝐾-corrected rest-frame filters. Instead, previous approaches
were all sampling different portions of the rest-frame spectral
energy distribution (SED), which removed any trace of
the 𝑘-𝑠 relationship. While such a correlation implies that,
like SNe Ia, there is a relationship between the brightness
of a given GRB-SN and how fast it fades, where brighter
GRB-SNe fade slower, this relationship is not very useful
if GRB-SNe want to be used for cosmological research:
the template LCs of SN 1998bw are created for a specific

cosmological model and are therefore model-dependent.
Instead, the luminosity−decline relationship presented by
[44, 128] relates the same observables as those used in SN
Ia-cosmology research: their peak absolute magnitude and
Δ𝑚15 in a given filter. Reference [128] considered rest-frame
𝑉-band only, while [44] considered rest-frame𝐵𝑉𝑅. Figure 14
shows the relationships from the latter paper, where the two
relativistic SNe IcBL are included in the sample. The amount
of RMS scatter increases from blue to red filters and is only
statistically significant in 𝐵 and 𝑉 (at the 𝑝 = 0.02 level).

6.2. Constraining Cosmological Parameters. Once the lumi-
nosity−decline relationship was identified, the logical next
step is to use GRB-SNe to constrain cosmological models,
in an attempt to determine the rate of universal expansion
in the local universe (the Hubble constant, 𝐻0) and perhaps
even themass and energy budget of the cosmos. In a textbook
example of how to use any standard(izable) candle tomeasure
𝐻0 in a Hubble diagram of low-redshift objects (typically
𝑧 ≪ 1), [44] followed the procedure outlined in numerous
SNe Ia-cosmology papers [280–288]. Figure 15 shows Hubble
diagrams of relativistic SNe IcBL in filters 𝐵𝑉𝑅 (GRB-SNe
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in blue, relativistic SNe IcBL in red) for redshifts less than
𝑧 = 0.2.The amount of RMS scatter (shown as 𝜎) is less in the
𝐵-filter, ≈0.3mag, and about 0.4mag in the redder 𝑉 and 𝑅
filters. Compared with the sample of SNe Ia in [278] over the
same redshift range, it is seen that SNe Ia in the 𝐵-band also
have a scatter in their Hubble diagram of 0.3mag. Moreover,
when the large SNe Ia sample (𝑁 = 318) was decreased to the
same sample size of the relativistic SNe IcBL sample, the same
amount of scatter was measured, meaning that GRB-SNe and
SNe IcBL are as accurate as SNe Ia when used as cosmological
probes.

A key observable needed to measure 𝐻0 is independent
distance measurements to one or more of the objects being
used. However, to date no independent distance has yet been
determined for a GRB or GRB-SN. However, relativistic SNe
IcBL 2009bb and 2012ap were included in the same sample
as the GRB-SNe, which was justified by [44] because both
are subtypes of engine-driven SNe (Figure 7), and indeed
they also follow the same luminosity−stretch (Figure 13)
and luminosity−decline (Figure 14) relationship as GRB-SNe.
Thus, one can use the independent distance measurements
to their host galaxies (Tully-Fisher distances) and use them
as probes of the local Hubble flow to provide a model-
independent estimate of 𝐻0. Reference [44] constrained a
weighted-average value of 𝐻0,�푤 = 82.5 ± 8.1 km s−1Mpc−1.
This value is 1𝜎 greater than that obtained using SNe Ia and
2𝜎 larger than that determined by Planck.This difference can
be attributed to large peculiar motions of the host galaxies
of the two SNe IcBL, which are members of galaxy groups.
Interestingly, when the same authors used a sample of SNe
Ib, Ic, and IIb, they found an average value of 𝐻0 that had
a standard deviation of order 20–40 km s−1Mpc−1, which
demonstrates that these SNe are poor cosmological candles.
In a separate analysis, [289] used their sample of GRB-
SNe, which did not include non-GRB-SNe IcBL but instead
covered a larger redshift range (up to 𝑧 = 0.6), to derive
the mass and energy budget of the universe, finding loosely
constrained values of Ω�푀 = 0.58

+0.22
−0.25 andΩΛ = 0.42

+0.25
−0.22.

6.3. Physics of the Luminosity–Decline Relationship. A physi-
cal explanation for why GRB-SNe are standardizable candles
is not immediately obvious. If the luminosity of GRB-SNe
(excluding SN 2011kl) is powered by radioactive heating (see
Section 4.2), then more nickel production leads to brighter
SNe. So far however, no correlation has been found between
the bolometric properties of GRB-SNe and the properties
(𝐸iso and 𝑇90) of the accompanying 𝛾-ray emission [11,
32, 43]. To a first order, this is at odds with the simplest
predictions of the collapsar model, which suggests that more
energy input by a central engine should lead to increased
nickel production andmore relativistic ejecta.However, 𝛾-ray
energetics are a poor proxy of the total energy associated with
the central engine, so the absence of a correlation is perhaps
not surprising. Moreover, as pointed out by [11], one expects
large variations in the masses and rotation rates of the pre-
explosion progenitor stars, especially whenmetallicity effects
are factored in. Different stellar rotation rates will result in
different rotation rates imparted to their cores, leading to
different amounts of material being accreted and ultimately
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Figure 16: The effect of different degrees of nickel mixing in the
ejecta of SNe Ibc on their observed LCs, from [290]. Top andmiddle
panels: how the relative positions of the shock-heating contribution
(blue curves), 56Ni diffusive tail contribution (purple curves), and
the 56Ni contribution (red curves) to the observed LC can differ
depending on the depth and amount of mixing of the 56Ni.The total
observed LC is the sum of these three components.When the 56Ni is
located deep in the ejecta (middle panel) and the shock-heating light
curve (blue curve) is below the detection limits, there can be a sig-
nificant dark phase between the time of explosion and the moment
of first detection. Bottom: temporal evolution of the photospheric
radius (orange curve) and velocity (green curve). Depending on the
position of the 56Ni LC, different photospheric radii, velocities, and
velocity gradients will be present during the rising LC.

resulting in a variation of the final BH masses. Along with
variations in the stellar density, all of these factors will result
in a range of nickel masses being produced. Moreover, even
if the same amount of nickel is produced in each event, SNe
that expand at a slower rate will be fainter because their LCs
will peak later after whichmore of the nickel has decayed and
suffered adiabatic degradation. Additionally, the location of
the nickel in the ejectawill also result in different looking LCs,
where nickel that is located deeper in the ejecta takes longer to
diffuse out of the optically thick ejecta, leading to later peak
times (Figure 16). If the degree of mixing in the early SN is
heterogeneous for GRB-SNe, a range of rise times is expected,
along with a large variation in the velocity gradients and
photospheric radii. However, inspection of Figure 6 shows
that, if we naively take a single transition as a proxy of the
photospheric velocity, the distribution of say Si ii𝜆6355 shows
that the velocity gradient of most GRB-SNe has a similar
evolution, though the range of velocities of the Fe ii 𝜆5169
transition implies that they still have awide range of velocities
at a given epoch. This similar behaviour might suggest a
similar degree of nickel mixing in the SN ejecta.
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Nevertheless, it appears from independent studies using
different approaches that GRB-SNe are standardizable can-
dles. Whether this observation implies similarities in the
physical properties of the central engine driving the explo-
sion, or the SNe themselves, is uncertain. For themost part, it
is expected thatmost GRB-SNe are viewed close to the jet axis
[42], which also appears to apply to SN 2009bb [204], mean-
ing we are observing SNemore or less with the same approxi-
mate geometry.The fact thatGRB-SNe are standardizable and
have a range of brightness implies that different amounts of
nickel are being generated. A naive conclusion to be drawn
is that the observed luminosity−decline relationships suggest
that a correlation exists between the strength and energetics
produced by the central engine and the resultant nucleosyn-
thetic yields of 56Ni.Moreover, the lack a luminosity−decline
relationship for SNe Ibc [42, 44] implies that the explosion
and nucleosynthesis mechanism(s) are not correlated.

In the context of SNe Ia, which are, of course, also
standardizable candles, their LCs are also powered solely by
the radioactive decay of nickel and cobalt, the amount of
which determines the LC’s peak brightness and width. The
width also depends on the photon diffusion time, which in
turn depends on the physical distribution of the nickel in the
ejecta, as well as themean opacity of the ejecta. In general, the
opacity increases with increasing temperature and ionization
[291], thus implying that more nickel present in the ejecta
leads to larger diffusion times. This directly implies that
fainter SNe Ia fade faster than brighter SNe Ia, thus satisfying
the luminosity−decline relation [279]. This is not the only
effect however, as the distribution of nickel in the ejecta also
affects how the LC evolves, where nickel located further out
has a faster bolometric LC decline. Additionally, following
maximum 𝐵-band light, SNe Ia colours are increasingly
affected by the development of Fe ii and Co ii lines that
blanket/suppress the blue 𝐵-band light. Dimmer SNe are thus
cooler, and the onset of Fe iii→ Fe ii recombination occurs
quicker than in brighter SNe Ia, resulting in a more rapid
evolution to redder colours [292].Therefore the faster𝐵-band
decline rate of dimmer SNe Ia reflects their faster ionization
evolution and provides additional clues as to why fainter SNe
Ia fade more rapidly. Thus, as the LCs of GRB-SNe are also
powered by radioactive decay, the physics that govern SNe
Ia also govern those of GRB-SNe and may go some way to
explaining why GRB-SNe are also standardizable candles.

7. Host Environments

Direct observations of the SNe that accompany LGRBs,
and their subtypes, provide a rich range of clues as to the
physical properties of their preexplosion progenitor stars.
LGRBs represent a rare endpoint of stellar evolution, and
their production and subsequent properties are likely to be
a consequence of environmental factors. As such, many in-
depth investigations of their host environments, both their
global/galaxy-wide properties and, where possible, host-
resolved environmental conditions, have been performed.
Indeed, the information gained from this myriad of investi-
gations warrants their own reviews, and the gathered nuances
of these studies are beyond the scope of this GRB-SN review.

Instead, in this section we highlight what we regard as the
most important developments in this branch of GRB phe-
nomenology that have directly furthered our understanding
of the GRB-SN connection. For further insight, we refer the
reader to excellent reviews and seminal studies by, among
others, [293–296], and references therein.

7.1. Global Properties. With the advent of X-ray localizations
of GRB AGs came the ability to study the type of galaxies
that LGRBs occur in. Over the years, evidence mounted
that LGRBs appeared to prefer low-luminosity, low-mass,
blue, star-forming galaxies that have higher specific star-
formation rates (SFRs) than the typical field galaxy [293, 297–
308]. Visual inspection of optical HST imaging of LGRB
host galaxies [307, 309, 310] showed a high fraction of
merging/interacting systems: 30% showed clear signs of inter-
action, and another 30% showed irregular and asymmetric
structure, which may be the result of recent mergers. The
position of a GRB within its host also provided additional
clues: both [311], who examined the offsets of LGRBs from
their host nuclei (see as well [312, 313]), and [309] demon-
strated that, within their hosts, LGRBs were more likely to be
localized in the brightest UV regions of the galaxy, which are
associated with concentrated populations of young massive
stars.

At the same time, several early studies were converg-
ing towards the idea that LGRBs favoured subsolar, low-
metallicity (𝑍) host/environments [314–317]. As the progeni-
tors of LGRBs are massive stars with short lifetimes (of order
a few million years), they are not expected to travel far from
their birth in H ii regions, and the measured metallicity of
the associated H ii region at the site of an LGRB can be used
as a proxy of the natal metallicity. Reference [305] found that
the metallicities of half a dozen low-redshift (𝑧 < 0.3) LGRB
hosts were lower than their equally luminous counterparts
in the local star-forming galaxy population and proposed
that LGRB formation was limited by a strong metallicity
threshold.Thiswas based on the observation that LGRBhosts
were placed below the standard 𝐿-𝑍 relation for star-forming
galaxies, where galaxies with higher masses, and therefore
luminosities, generally have higher metallicities [318–321]. A
metallicity cut-off for LGRB formation was also proposed by
[322]. Reference [323] demonstrated that nearby LGRB host
galaxies had systematically lower metallicities than the host
galaxies of nearby (𝑧 < 0.14) SNe IcBL. Reference [205]
showed that most LGRB host galaxies fall below the general
𝐿-𝑍 relation for star-forming galaxies and are statistically
distinct to the host galaxies of SNe Ibc and the larger star-
forming galaxy population. LGRB hosts followed their own
mass-metallicity relation out to 𝑧 ∼ 1 that is offset from the
general mass-metallicity relation for star-forming galaxies by
an average of 0.4 ± 0.2 dex in metallicity. This marks LGRB
hosts as distinct from the host galaxies of SNe Ibc and rein-
forced the idea that LGRB host galaxies are not representative
of the general galaxy population [303, 324, 325].

For the better part of a decade, this general picture
became the status-quo for the assumed host properties of
LGRBs: blue, low-luminosity, low-mass, star-forming galax-
ies with low metal content. However, more recently this
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previously quite uniform picture of GRB hosts became
somewhat more diverse: several metal-rich GRB hosts were
discovered [205, 326, 327], which revealed a population
of red, high-mass, high-luminosity hosts that were mostly
associatedwith dust-extinguished afterglows [328–331]. Next,
the offset ofGRB-selected galaxies towards lowermetallicities
in the mass-metallicity relation [205] could, for example, be
partially explained with the dependence of the metallicity
of star-forming galaxies on SFR [332, 333]. Moreover, it was
shown that LGRBs do not exclusively form in low-metallicity
environments [328, 331, 334, 335], where the results of [296]
are an excellent example of this notion. Analysing the largest
sample of LGRB-selected host spectra yet considered (up to
𝑧 = 3.5), they found that a fraction of LGRBs occur in hosts
that contain super-solar (𝑍 > 𝑍⊙) metal content (<20% at
𝑧 = 1). This shows that while some LGRBs can be found
in high-𝑍 galaxies, this fraction is significantly less than the
fraction of star-forming regions in similar galaxies, indicating
GRBs are actually quite scarce in high-metallicity hosts.They
found a range of host metallicities of 12 + log(O/H) = 7.9 to
9.0, with amedian of 8.5. Reference [296] therefore concluded
thatGRBhost properties at lower redshift (𝑧 < 1-2) are driven
by a given LGRB’s preference to occur in lower-metallicity
galaxies without fully avoiding metal-rich ones and that one
or more mechanism(s) may operate to quench GRB forma-
tion at the very highest metallicities. This result supported
similar conclusions fromnumerous other recent studies [205,
326, 331, 335–340] which show that LGRBs seem to prefer
environments of lowermetallicity, with possibly no strict cut-
off in the upper limit of metal content (though see [341]).

Another revealing observation was made by [342] who
showed that low-𝑧 SNe IcBL and 𝑧 < 1.2 LGRBs (i.e., core-
collapse explosions in which a significant fraction of the
ejecta moves at velocities exceeding 20,000–30,000 km s−1)
preferentially occur in host galaxies of high stellar-mass and
star-formation densities when compared with SDSS galaxies
of similar mass (𝑧 < 0.2). Moreover, these hosts are
compact for their stellar masses and SFRs compared with
SDSS field galaxies. More importantly, [342] showed that
the hosts of low-𝑧 SNe IcBL and 𝑧 < 1.2 LGRBs have
high gas velocity dispersions for their stellar masses. It was
shown that core-collapse SNe (types Ibc and II) showed no
such preferences. It appears that only SLSNe occur in more
extreme environments than GRB-SNe and relativistic SNe
IcBL: [343] showed that SLSNe occur in extreme emission-
line galaxies, which are on average more extreme than those
of LGRBs and that type I SLSNe may result from the very
first stars exploding in a starburst, even earlier than LGRBs.
Finally, [342] concluded that the preference for SNe IcBL
and LGRBs for galaxies with high stellar-mass densities and
star-formation densities may be just as important as their
preference for low-metallicity environments.

The result of [342] is the latest in a long line of investiga-
tions that suggest that LGRBs are useful probes of high-𝑧 star
formation. This result stems from a long-debated question
of whether LGRBs may be good tracers of the universal
star-formation rate over all of cosmic history [293, 296, 311,
331, 335, 344–348]. Reference [296] showed that there is an
increase in the (median) SFR of their sample of LGRB host

galaxies at increasing redshift, where they found 0.6M⊙ yr
−1

at 𝑧 ≈ 0.6 to 15.0M⊙ yr
−1 at 𝑧 ≈ 2.0. Moreover, these

authors suggest that by 𝑧 ∼ 3 GRB hosts will probe a large
fraction of the total star formation. In absence of further
secondary environmental factors, GRB hosts would then
provide an extensive picture of high-redshift star-forming
galaxies. However, the connection between LGRBs and low-
metallicity galaxies may hinder their utility as unbiased
tracers of star formation [305, 317, 323, 349], though if LGRBs
do occur in galaxies of all types, as suggested above, then they
may be only mildly biased tracers of star formation [350].

7.2. Immediate Environments. Most LGRB host galaxies are
too distant for astronomers to discern their spatially resolved
properties. These limitations are important to consider when
extrapolating LGRB progenitor properties from the global
host properties, as it may be possible that the location of a
given LGRB may differ to that of the host itself. Where spa-
tially resolved studies have been performed, such as for GRB
980425 [351–354], GRB 060505 [355], GRB 100316D [356],
and GRB 120422A [41, 357], it was found that, in at least two
of these cases, the metallicity and SFR of other H ii regions
in their hosts had comparable properties as those associated
with the LGRB location (within 3𝜎). In these studies the
host galaxies had a minimal metallicity gradient [355], and
there were multiple low-metallicity locations within the host
galaxies, where in some cases the location of the LGRB was
in that of the lowest metallicity [357]. These studies suggest
that, in general, the host-wide metallicity measurement can
be used as a first-order approximation of the LGRB site.

Next, the line ratios of [Ne iii] to [O ii] suggest that H ii
regions associatedwith LGRBs are especially hot [358], which
may indicate a preference for the hosts of LGRBs to produce
verymassive stars. Absorption line spectroscopy has revealed
some fine-structure lines (e.g., Fe [ii]), which could indicate
the presence of absorption occurring in fast-moving winds
emanated by WR stars (i.e., stars that are highly stripped of
their outer layers of hydrogen and helium). The distances
implied by variable fine-structure transitions (e.g., their large
equivalent widths imply large distances to avoid photoioniza-
tion) show that the absorption occurs at distances of order
tens to hundreds of parsecs from the GRB itself [359–362],
whichmakes sense given that the dust and surrounding stellar
material around aGRB is completely obliterated by the explo-
sion. Such absorptionmust arise fromnearbyWRstarswhose
winds dissect the line of sight between the GRB and Earth.

The type of environment in which a given LGRB occurs is
also of interest: is it a constant interstellar medium (ISM) or
a wind-like medium? Do the progenitors of LGRB carve out
large wind-blown bubbles [363, 364], as has been observed
for galactic WR stars [365, 366]? Using a statistical approach
to the modelling of GRB AGs, [367] demonstrated that the
majority of GRBs (L- and SGRBs) in their sample (18/27)
were compatible with a constant ISM, and only six showed
evidence of a wind profile at late times. They concluded
that, observationally, ISM profiles appear to dominate and
that most GRB progenitors likely have relatively small wind
termination-shock radii, where a variable mass-loss history,
binarity of a dense ISM, and a weak wind can bring the
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wind termination shock radius closer to the star [368,
369]. A smaller group of progenitors, however, seem to be
characterized by significantly more extended wind regions
[367]. In this study, the AG is assumed to be powered by
the standard forward-shock model, which has been shown
to not always be the best physical description for all LGRBs
observed in nature [195].

Finally, it appears that LGRBs generally occur in envi-
ronments that possess strong ionization fields, which likely
arise from hot, luminous massive stars in the vicinity of
LGRBs. Reference [296] showed that the GRB hosts in their
sample occupied a different phase-space than SDSS galaxies
in the Baldwin-Phillips-Terlevich (BPT) diagram [370]: they
are predominantly above the ridge line that denotes the
highest density of local star-forming field galaxies. A similar
offset was also observed for galaxies hosting type I SLSNe
[343].This offset is often attributed to harder ionization fields,
higher ionization parameters, or changes in the ISM proper-
ties [371–373]. This result is consistent with the hypothesis
that the difference in the location in the BPT diagram
between GRB hosts and 𝑧 ∼ 0 star-forming galaxies is caused
by an increase in the ionization fraction; that is, for a given
metallicity a larger percentage of the total oxygen abundance
is present at higher ionization states at higher redshifts. This
could be caused by a harder ionization field originating from
hot O-type stars [373] that emit a large number of photons
capable of ionizing oxygen into [O iii].

7.3. Implications for Progenitor Stars. Before LGRBswere con-
clusively associated with the core-collapse of a massive star,
their massive-star origins were indirectly inferred. If LGRBs
were instead associated with the merger of binary compact
objects, two “kicks” arising from two SN explosions would
imply a long delay before coalescence and likely lead to GRBs
occurring at large distances from star-forming regions [374–
377]. With subarcsecond localization came observations that
showed LGRBs, on average, were offset from the apparent
galactic centre by roughly 1 kpc [311], which did not agreewith
a compact object binary-merger scenario. Further statistical
studies showed a strong correlation between the location of
LGRBs and the regions of bluest light in their host galaxies
[309, 310], which implied an association with massive-star
formation. Thus result was furthered by [378] that showed
that LGRBs and type Ic SNe have similar locations in
their host galaxies, providing additional indirect evidence of
LGRBs and massive stars.

The general consensus that LGRBs occur, on average,
in metal-poor galaxies (or location within more metal-rich
hosts), aligned well with theoretical expectations that LGRB
formation has a strong dependence on metallicity. In theo-
retical models [215, 379–383], the progenitors of LGRBs need
to be able to lose their outer layers of hydrogen and helium
(as these transitions are not observed spectroscopically), but
do so in a manner that does not remove angular momentum
from the core (to then power the GRB). At high metallici-
ties, high-mass loss rates will decrease the surface rotation
velocities of massive stars and, due to coupling between the
outer envelopes and the core, will rob the latter of angular
momentum and hence the required rapid rotation to produce

a GRB. In quasi-chemically homogeneous models [382–
384], rapid rotation creates a quasi-homogeneous internal
structure, whereby the onion-like structure retained by non-
or slowly rotatingmassive stars is effectively smeared out, and
the recycling of material from the outer layers to the core
results in the loss of hydrogen and helium in the star because
it is fused in the core. Intriguingly, quasi-chemically homoge-
neous stars do appear to exist in nature.The FLAMES survey
[385] observed over 100 O- and B-type stars in the Large
Magellanic Cloud (LMC) and the Milky Way galaxy and
showed the presence of a group of rapidly rotating stars that
were enriched with nitrogen at their surfaces. The presence
of nitrogen at the surface could only be due to rotationally
triggered internal transport processes that brought nuclear
processed material, in this case nitrogen, from the core to
the stellar surface. Observations of metal-poor O-type stars
in the LMC by [386, 387] show the signature of CNO cycle-
processed material at their surfaces, while modelling of the
spectra of galactic and extragalactic oxygen-sequence WR
stars shows very low surface He mass fractions, thus making
them plausible single-star progenitors of SNe Ic [388].

However, other observations of Local Groupmassive-star
populations have revealed that the WR population actually
decreases strongly at lower metallicities, particularly the
carbon- and oxygen-rich subtypes [389], suggesting that
these proposed progenitors may be extremely rare in LGRB
host environments. Moreover, the results of [390], based on
the analysis of two LGRBs, suggest that some LGRBs may be
associated with progenitors that suffer a great degree of mass
loss before exploding and hence a great deal of core angular
momentum. Moreover, the association of some LGRBs with
super-solar metallicity environments also contradicts the
predictions of the collapsar model. However, other recent
models have considered alternative evolutionary scenarios
whereby LGRB progenitors can lose a great deal of mass
before exploding, but still retain enough angular momentum
to power aGRB [391–393]. Suchmodels consider the complex
connection between surface and core angular momentum
loss and show that single stars arising from a wide range of
metal content can actually produce a GRB. Moreover, the
effects of anisotropic stellar winds need to also be considered
[205]. Polar mass loss removes considerably less angular
momentum than equatorial mass loss [394], which provides
the means for the progenitor to lose mass but sustain a high
rotation rate. Alternatively, episodic mass loss, as has been
observed for luminous blue variable stars may also offer
anothermeans of providing a way to losemass but retain core
angular momentum.

8. Kilonovae Associated with SGRBs

To date, the amount of direct and indirect evidence for the
massive-star origins of LGRBs is quite comprehensive and
thoroughly beyond any conceivable doubt.The samehowever
cannot be stated about the progenitors of SGRBs. For many
years, since the discovery that there are two general classes
of GRBs [399, 400], general expectations were that they arose
from different physical scenarios, where SGRBs are thought
to occur via the merger of a binary compact object system
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Figure 17: Observations of KNe associated with SGRBs: (a) GRB 130603B, from [395].The decomposed optical and NIR LCs show an excess
of flux in the NIR (𝐹160𝑊) filter, which is consistent with theoretical predictions of light coming from a KN. (b) GRB 060614, from [396].
Multiband LCs show an excess in the optical LCs (𝑅 and 𝐼), which once the AG light is removed, the resultant KN LCs match those from
hydrodynamic simulations of a BH-NS merger (ejecta velocity of ∼0.2𝑐 and an ejecta mass of 0.1M⊙ [397]). (c) SEDs of the multiband
observations of GRB 060614, also from [396]. The early SEDs are well described by a power law spectrum, which implies synchrotron
radiation. However, at later epochs the SEDs are better described by thermal, black body spectra, with peak temperatures of ∼2700K, which
are in good agreement with theoretical expectations [398].

containing at least one neutron star (i.e., NS-NS or NS-BH).
Circumstantial evidence for the compact object merger ori-
gins of SGRBs [401, 402] includes their locations in elliptical
galaxies, the lack of associated supernovae (as observed for
LGRBs) [403–406], the distribution of explosion-site offsets
relative to their host galaxies (0.5–75 kpc away, median of
5 kpc [407, 408]), and a weak spatial correlation of SGRB
locations with star-formation activity within their host galax-
ies.

The compact coalescence scenario predicts SGRB AGs
at longer wavelengths [401, 402, 409–411], which have been
observed [412]. As well as the expected AG emission, emis-
sion from a SN-like transient was also predicted [413–417],
which have been referred to as a “kilonova” (KN), “merger-
nova,” or “macronova” (see the recent review by [418]), where
we have adopted the former terminology in this review.

The KN prediction is a natural consequence of the
unavoidable decompression of NSmaterial, where a compact
binary coalescence provides excellent conditions for the
rapid-neutron capture process (𝑟-process [409, 419–422]).
The neutron capture process occurs very quickly and is
completed in less than a second, and it leaves behind a
broad distribution of radioactive nuclei whose decay, once
the ejected material becomes transparent, powers an electro-
magnetic transient in a process similar to that expected to
cause GRB-SNe to shine. Hydrodynamic simulations suggest
that, during a merger, mass is ejected via two mechanisms:
(I) during the merger, surface layers may be tidally stripped
and dynamically flung out in tidal tails; (II) following the
merger, material that has accumulated into a centrifugally
supported disk may be blown off in a neutrino or nuclear-
driven wind. In mechanism (I), the amount of material
ejected depends primarily on the mass ratio of the compact
objects and the equation of state of the nuclear matter. The

material is very neutron-rich (𝑌e ∼ 0.1), and the ejecta
is expected to assemble into heavy (𝑍 > 50) elements
(including Lanthanides, 58 < 𝑍 < 70, and Actinides, 90 <
𝑍 < 100) via the 𝑟-process. In mechanism (II), however,
neutrinos emitted by the accretion disk raise the electron
fraction (𝑌e ∼ 0.5) to values where a Lanthanide-free outflow
is created [423]. In both cases 10−4–10−1M⊙ of ejecta is
expected to be expelled. A direct observational consequence
of mechanism (I) is a radioactively powered transient that
resembles a SN, but which evolves over a rapid timescale (∼1
week, due to lessmaterial ejected comparedwith a typical SN)
and whose spectrum peaks at IR wavelengths. In contrast to
other types of SNe, for example, SNe Ia whose optical opacity
is dictated by the amount of iron-group elements present in
the ejecta, 𝑟-process ejecta that is composed of Lanthanides
has a much larger expansion opacity (≈100 times greater) due
to the atoms/ions having a greater degree of complexity in the
number of ways in which their electrons can be arranged in
their valence shells (relative to iron-group elements).

There have been a handful of observational searches for
KN emission: GRB 050709 [424, 425]; GRB 051221A [426];
GRB 060614 [396, 427]; GRB 070724A [428, 429]; GRB
080503 [430, 431]; GRB 080905A [432]; and GRB 130603B
[395, 433]. In almost all cases null results were obtained, with
the notable exceptions being GRB 130603B, GRB 060614 (see
Figure 17), and GRB 050709. In these cases, the optical and
NIR LCs required a careful decomposition, and once the AG
components were accounted for, an excess of emission was
detected. In the case of GRB 130603B, a single NIR datapoint
was found to be in excess of the extrapolated AGdecay, which
was interpreted by [395] as arising from emission from a KN.
The (observer-frame) colour term𝑅�퐹606�푊−𝐻�퐹160�푊 < 1.7mag
at +0.6 d, and𝑅�퐹606�푊−𝐻�퐹160�푊 < 2.5mag at +9 days, which is
inconsistent with a colour change due to FS emission and was
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argued to be evidence of nonsynchrotron emission arising
from a possible KN. The dataset of GRB 060614 considered
by [396] is more extensive than that of GRB 130603B, and KN
bumps were detected in two filters (observer-frame 𝑅 and 𝐼),
which peaked at 4–6 d (rest-frame).ThedecomposedKNLCs
were shown to be consistent with LCs arising from hydrody-
namic simulations of a BH-NS merger, which had an ejecta
velocity of∼0.2𝑐 and an ejectamass of 0.1M⊙ [233].The larger
dataset also allowed for the construction of SEDs, which
showed a clear transition from a power law spectrum at early
epochs (<3 d), which appeared to transition into a thermal,
black body spectrum over the next two weeks. Moreover, the
inferred temperature of the black body was around 2700K,
which fitted well with theoretical expectations. However, the
precise nature of GRB 060614 is still not understood, and it is
still uncertain if it is a short or a long GRB.

9. Theoretical Overview

While the focus of this review is geared towards what
observations tell us about the GRB-SN connection, a keen
understanding of the leading theoretical models is also
required. The finer intricacies of each model are presented
elsewhere, and we suggest the reader to start with the
comprehensive review by [434] (and references therein),
which is just one of many excellent reviews of the physics
of the prompt emission and AGs. As such, what is presented
here is meant only as an overview of the rich and complex
field of GRB phenomenology.

9.1. Central-EngineModels: MillisecondMagnetars versus Col-
lapsars. Themain consensus of all GRBmodels is that LGRBs
and their associated SNe arise via the collapse ofmassive stars,
albeit ones endowed with physical properties that must arise
only seldom in nature, given the fact GRB-SNe are very rare.
In the leading theoretical paradigms, after the core-collapse
of the progenitor stars, the leftover remnant is either a NS or
a BH, and under the correct conditions, both can operate as
a central engine to ultimately produce an LGRB.

In reality, very few solid facts are known about the true
nature of the central-engine(s) operating to produce LGRBs.
Nevertheless, one of the most prevailing models of the
central engines of GRBs associated with SNe is the collapsar
model [210, 215, 247], where the accretion of material from a
centrifugally supported disk onto a BH leads to the launch a
bipolar relativistic jet, and material within the jet leads to the
production of 𝛾-ray emission. The collapsar model suggests
that there is enough kinetic energy (2–5 × 1052 erg) in the
accretion disk wind which can be used to explosively disrupt
the star, as well as synthesizing ∼0.5M⊙ of 56Ni. In this
model, the duration of the prompt emission is directly related
to the stellar envelope infall time, and the jet structure is
maintained either magnetically or via neutrino-annihilation-
driven jets along the rotation axes. The other promising
mechanism that could lead to the production of an LGRB
and its hypernovae is the millisecond magnetar model [221,
435–437]. In this scenario, the compact remnant is a rapidly
rotating (𝑃 ∼ 1–10ms), highly magnetized (𝐵 ∼ 1014-15 G)

Figure 18: The death of a massive star produces a GRB (and its
multiband AG) and an energetic and bright SN (from [439]).

NS, where the relativistic Poynting-flux jets are supported by
stellar confinement [436].

A cartoon visualization of the formation of an LGRB,
including its AG and associated SN, is shown in Figure 18.
In the standard fireball model, shells of material within the
jet interact to produce the initial burst of 𝛾-rays, called the
prompt emission, via internal shocks. As the jet propagates
away from the explosion site, it eventually collides with the
surrounding medium producing external shocks that power
an AG that is visible across almost the entire electromagnetic
spectrum, from X-rays to radio, and which lasts for several
weeks to months. In this leptonic model, the prompt and
AG radiation is synchrotron or synchrotron-self-Compton
in origin [438]. It is interesting to note that this scenario is
pretty much independent of the nature of the central engine;
all that is required is the formation of an ultra-relativistic jet.
It is generally thought that luminous GRBs with bulk Lorentz
factors of order ΓB ∼ 300 must stem from ultra-relativistic
collisionless jets produced by millisecond magnetars and/or
collapsars. As discussed in Section 3, in order to penetrate the
stellar envelope, the active timescale of the jet produced by the
central engine (𝑡engine) must be longer than the penetrating
timescale, where the latter is ∼R/Vjet. Some 𝑙𝑙GRBs whose
ΓB ∼ 2 can also be explained by this model, but in these
cases, the active timescale is likely to be slightly smaller than
the penetrating timescale so that the ultra-relativistic jet from
the central engine either just barely or completely fails to
completely penetrate the stellar envelope.

The first class of models for the prompt emission of
GRBs was the internal-shock model, where synchrotron or
synchrotron self-Compton radiationwas emitted by electrons
that were accelerated by internal shocks [438, 440] in the
form of high-energy 𝛾-ray photons. Inverse Compton (IC)
scattering and synchrotron self-Compton (SSC) scattering
can enhance the seed photons and account for the very
high-energy 𝛾-ray photons measured for some GRBs. One
prediction of the internal-shock model is the production of
high-energy neutrinos, which to date have not been observed
by neutrino detectors such as IceCube (only upper limits have
been obtained so far, see the review by [441]). Althoughmore
detailed calculations performed by [442, 443] have demon-
strated that the internal-shock model which includes bench-
mark parameters (e.g., the bulk Lorentz factor ΓB = 300) is
consistent with the upper limits obtained by IceCube, these
results have posed more stringent constraints on the internal
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shocks model because there is a possible correlation between
the bulk Lorentz factor ΓB and the GRB luminosity [444–
446]. Instead, alternative scenarios in the context of the ultra-
relativistic jet model are the photospheric emission model
[447–451] and the Internal-Collision-induced MAgnetic
Reconnection and Turbulence (ICMART) model [452, 453].
Photospheric models assume that thermal energy stored in
the jet is radiated as prompt emission at theThomson photo-
sphere [454–456], while ICMART models envisage that col-
lisions between “mini-shells” in a Poynting-flux-dominated
outflow distort the ordered magnetic field lines in a runaway
manner, which accelerates particles that then radiate syn-
chrotron 𝛾-ray photons at radii of ∼1015-1016 cm [452, 453].

9.2. Shock Breakout Models. It has long been believed that
when the diffusion timescale of photons at the shock-wave
front is comparable to the dynamical timescale, a SBO can
occur (see as well Section 3). The SBO of a CCSN can
produce a brief and bright flash whose spectral energy
distribution peaks in the near UV or X-ray regimes [57,
60, 62, 73, 83, 457–464]. When the SN progenitor is a red
supergiant whose radius is larger than several hundred R⊙,
the SBO is nonrelativistic (Newtonian) [459–461] and the
emission is dominated by optical and UV radiation, which
is detectable with space telescopes [465–467]. When the
explosion is energetic enough, and the progenitor is a WR
star whose radius is of order a few solar radii, the SBO
emission typically peaks at X-rays or soft 𝛾-rays, with a
duration of ∼10–2000 s. This class of relativistic SBOs can
naturally explain some LGRBs [60, 62, 463, 464]. Reference
[62] demonstrated that 𝑙𝑙GRB jets either fail or just barely
pierce through the stellar envelope.This choked/stifled jet can
also help accelerate the shock to amildly relativistic velocities
(∼30,000–100,000 km s−1). In the shock breakout model, the
AG emission is produced when the stellar ejecta collides with
the CSM, and [464] showed that the data of the afterglows
of GRBs 980425, 031203, 060218, and 100316D are in good
agreement with the predictions of this model.

10. Future Research

While considerable progress has been made in the field
of GRB-SNe, there are still uncertainties related to several
aspects of their true nature. Solidifying their role as stan-
dardizable candles and cosmological probes requires both
more work and considerably more events. Indeed for GRB-
SNe to be used as cosmological probes, independent distance
measurements to their host galaxies need to be obtained.
Sample studies of GRB-SNe are the ideal way to approach
this question, and with the hopeful launch of JWST in the
next few years, their use over larger redshift ranges than SNe
Ia could make them appealing cosmological candles. Addi-
tional attention is also required to determine the physical
configuration and properties of their preexplosion progenitor
stars, to help address the question of whether they arise from
single versus binary systems. Moreover, further ULGRB-SNe
are needed to address the question of whether all are ultra-
luminous compared with typical GRB-SNe, as seen for SN
2011kl, or whether this event is quite anomalous.

10.1. Role of Binarity. Throughout this review, discussions of
their stellar progenitors were primarily focused on single-star
candidates. However the role of binarity may prove to be one
of the most important ingredients to eventually producing a
GRB. Theoretically, there are strong motivations for consid-
ering a binary evolution. To date, the best theoretical stellar
models find it hard to produce enough angular momentum
in the core at the time of collapse to make a centrifugally sup-
ported disk, though some progress has been made [382, 383,
468]. Instead, it is possible to impart angularmomentum into
the core of a star through the inspiral of a companion star dur-
ing a common envelope phase (CEP) [469]: that is, convert-
ing orbital angularmomentum into core angularmomentum.
The general idea is to consider a binary system comprised of,
among others, a red supergiant and a NS [217], a NS with the
He core of a massive star [470], or the merger of two helium
stars [471]. During the inspiral of the compact object into
the secondary/companion, angular momentum is imparted
to the core, which is spun up via disc accretion. During this
process, the core of the secondarywill increase inmass as well
as gain additional angular momentum, while the inspiralling
NS will also accrete gas via the Bondi-Hoyle mechanism,
which can lead to the NS reaching periods of order millisec-
onds before it eventually merges with the secondary’s core. If
a merger of the NS with the core occurs, a collapsar can be
created, where a GRB can be produced depending on the ini-
tial mass of the secondary, the spin of the newly formed BH,
and the amount of angular momentum imparted to the BH.

For the binary model to be a viable route for LGRB
formation, one or more mechanism is required to expel the
outer envelopes out into space prior to explosion. Generally
there are different ways for this to be achieved, either through
noncontact methods such as stellar winds, through semi-
contact processes such as Roche lobe overflow, or through
contact mechanisms that operate during a CEP. The spin-
rates of a small sample of O-type star and WR binaries
indicate that Roche lobe overflowmass transfer from theWR
progenitor companionmayplay a critical role in the evolution
ofWR–O-star binaries, where equatorial rotational velocities
of 140–500 km s−1 have been measured [472]. In the CE
scenario, during the inspiral, the orbital separation decreases
via drag forces inside the envelope which also results in a
loss of kinetic energy. Some of this energy is lost to the
surrounding envelope, which heats up and expands. Over a
long-enough period the entire envelope can be lost into space.
Anothermechanism to expel the CE arises via nuclear energy
rather than orbital energy [473]. For example, during the
slowmerger of amassive primary that has completed helium-
core burning with a 1–3M⊙ secondary, H-rich material from
the secondary is injected into the He-burning shell of the
primary. This leads to nuclear runaway and the explosive
ejection of the H and He envelopes and produces a binary
comprised of a CO star and the low-mass companion. Should
a further merger occur, this could lead to the formation of a
GRB. If GRB-SNe arise via this formation channel, then this
scenario can naturally explain why GRB-SNe are all of type
Ic.

A generalization of the binary-merger model is that the
more massive the stars are, the more accretion will occur.
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This in turn leads to more convection in the core, which
results in larger magnetic fields being generated and hence
more magnetic collimation for any jets that are produced. In
the case of GRB-SNe versus SNe Ibc, if jets are ubiquitous,
then the difference between them may be the mass of the
merging stars, where lower masses imply lower magnetic
fields and hence less collimation. Moreover, the mass ratio of
the secondary to the primary is also important, where higher
mass ratios will result in more asymmetric explosions [469].

There is a growing list of observations that show that
most massive stars exist in binaries, including [474] who
estimated that over 70% of all massive stars will exchange
mass with a companion star, which in a third of all cases
will lead to a merger of the binary system. Moreover, closely
orbiting binaries are more common at lower metallicities
[475], where the progenitors of GRBs are normally found
(though see [476]who showed that the close binary frequency
of WRs is not metallicity dependent). Additional support for
the notion that the progenitors of SNe Ibc are massive stars
in binary systems has come from [477] who argued that, for
a standard initial-mass function, the observed abundances
of the different types of CCSNe are not consistent with
expectations of single-star evolution. Progenitor nondetec-
tion of 10 SNe Ibc strongly indicates that single massive
WR stars cannot be their solitary progenitor channel [478].
Reference [479] derived a 15% probability that all SNe Ibc
arise from single-star WR progenitors. The large gas velocity
dispersions measured for the host galaxies of GRBs by [342]
may imply the efficient formation of tightmassive binary pro-
genitor systems in dense star-forming regions. Rotationally
supported galaxies that are more compact and have dense
mass configurations are expected to have higher velocity
dispersions. Observations of extra galactic star clusters show
evidence that bound-cluster formation efficiency increases
with star-formation density [480, 481]. Binaries may form
more frequently in bound clusters, and they evolve to become
more tightly bound through dynamical interactions with
other members of the cluster. Alternatively, if the progenitors
of GRBs are actually single stars, but which are more massive
than those that produce SNe Ibc and II, a top-heavy initial-
mass function (IMF) in dense, highly star-forming regions
can also explain their observations. A similar conclusion
was made by [343], who suggested that if the progenitors
of SLSNe are single stars, the extreme emission-line galaxies
in which they occur may indicate a bottom-light IMF in
these systems. However, observations of low-mass stars in
elliptical galaxies that are thought to have undergone high
star-formation densities in their star-forming epochs instead
suggest that the IMF is bottom heavy [482, 483].

A major hurdle therefore is finding ways to provide
observational evidence to distinguish between single and
binary progenitors. One such indication may be idea that the
progenitors of GRB-SNe are “runaway” stars: that is, massive
stars ejected from compact massive-star clusters [484, 485].
This notation was prompted by the observation that the very
nearest GRB-SNe, which can be spatially resolved in their
host galaxies, are offset from the nearest sites of star formation
by 400–800 pc. If GRB-SNe do arise from runaway stars, the
lack of obvious wind-features in AG modelling (Section 7.2)

can naturally be explained: simulations [486] suggest that
a high density of OB stars is required to produce the 𝑟−2
wind profile, in the region of 104-105 OB stars within a few
tens of parsecs. This is a much larger density than has been
observed in nature, where the densest known cluster is R136
(e.g., [487, 488]) which contains many of the most massive
and luminous stars known, including R136a1 (𝑀 ∼ 315M⊙,
𝐿 ∼ 8.7 × 106 L⊙). Within the central five parsecs of R136
there are 32 of the hottest known type O stars (spectral type
O2.0–3.5), 40 other O stars, and 12 Wolf-Rayet stars, mostly
of the extremely luminousWNh type (which are still burning
hydrogen in their cores and have nitrogen at their surfaces).

For non-GRB related SNe, such as the very nearby
peculiar type II SN 1987A (in the LMC, 𝐷 ∼ 50 kpc),
constraining the nature of its progenitor was made possible
due to a combination of a spatially resolved SN remnant and
an enormously rich photometric and spectroscopic dataset
compiled over a time-span of nearly three decades. These
observations have shown that the most likely progenitor of
SN 1987A was the merger of a binary system [240, 489],
which can explain the triple-ringed structure seen in HST
images [490], as well as explain the He-enriched outer
layers of the blue supergiant progenitor [491]. It was also
shown that type IIb SN 1993J (∼3.5Mpc) likely originated
from a binary system via analysis of its early LC [492],
hydrodynamical modelling [493], and by detection of the
preexplosion progenitor star in spatially resolvedHST images
[494] and a possible companion [495]. The direct imaging
revealed the progenitor was a red supergiant, where excess
of UV and 𝐵-band flux implied the presence of a hot stellar
companion, or it was embedded in an unresolved young
stellar cluster. These studies are possible because of the close
proximity of the SNe to our vantage point as observers on
Earth. However, the nearest GRB to date is GRB 980425,
which, at ∼40Mpc, means the progenitor is too distant to
be direct imaged. For any progress to be made concerning
single versus binary progenitors, nearby events are required
that will allow either for exceptionally detailed observations
to be obtained and modelled or even the remote chance of
directly detecting the progenitor. For lack of better ideas, what
we then require is a healthy dose of patience.

10.2. From GRB-SNe to ULGRB-SNe to SLSNe. As discussed
previously, the most luminous GRB-SNe to date is SN 2011kl,
which had a peak absolute magnitude of ≈−20mag [496].
This is roughly 0.5–1.0mag brighter than most GRB-SNe,
but still one magnitude fainter than those associated with
SLSNe, which peaked at ≈−21mag [104]. Moreover, it appears
that SN 2011kl is not the only object that falls in this gap
between ordinary SNe and SLSNe: four objects discovered
by PTF and the SNLS have similar peak absolute magnitudes
and LC evolution as SN 2011kl [497]. No accompanying 𝛾-
ray emission was detected for any of these events, which
begs the question of whether they are off-axis ULGRB-SNe
or represent yet another type of explosion transient.

In contrast to the cases of GRB-SNe whose optical light
curves appear to be mainly powered by heating arising from
56Ni decay, it seems that most SLSNe cannot be explained
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by the simple radioactive heat deposition model. Instead
the luminosity of SLSNe appears to be either driven by
energy input from a magnetar [226, 227] or powered by the
interaction between SN ejecta and the CSM, which is the
likely mechanism for SNe IIn. Indeed, one could argue that
the magnetar model is the most promising model to explain
the luminosity of SLSNe-Ic. For the most luminous SNe Ic,
such as SN 2010ay [498] and SN 2011kl, if the former event
arose from radioactive heating, the ratio of the inferred nickel
mass to the total ejecta mass was too large, implying that the
radioactive heat deposition model was not a viable model.
Instead it is possible that events such as this could be powered
by both nickel decay and a magnetar [499]. Then, for true
SLSNe-Ic, nickel heating can be ignored, and conversely for
SNe Ic, including GRB-SNe, magnetar input is negligible. It
is only for SNe Ic (all types) with peak absolute magnitudes
that exceed ≈−20mag that both energy sources must be
considered. Clearlymore observations of luminous SNe Ic are
needed to test this hypothesis.

One final point of interest is determining whether all
ULGRB-SNe are superluminous compared with GRB-SNe
or whether GRB 111209A/SN 2011kl is a one-off event. As
stated previously, the number of GRB-SNe is very small, and
only two are considered here: the aforementioned case and
ULGRB 101225A. Modelling of the (observer-frame) 𝑖-band
LC of the accompanying SN in the latter event showed that
its brightness was not exceptional: we found 𝑘 = 0.96 ± 0.05
and 𝑠 = 1.02 ± 0.03 (Table 3), which implies that some
ULGRB-SNe have luminosities that are similar to those of
other GRB-SNe. Moreover, the definition of an ULGRB is
important: here we have defined an ULGRB as an event that
is still detected after several thousand seconds by a gamma-
ray instrument. This definition is inherently detector- and
redshift-dependent. Based on this definition alone, it appears
that GRB 091127 is also an ULGRB; an inspection of the
third version of the Swift/BAT catalog [500] reveals that this
event was detected by BAT at more than 5000 s. In turn,
accompanying SN 2009nz is also quite typical of the general
GRB-SN population, with 𝑘 = 0.89 ± 0.01 and 𝑠 = 0.88 ±
0.01. However, our definition is of course limited and does
not include additional facts of this situation: First, the BAT
detection at the late times is very marginal, with a signal-to-
noise ratio of just 4.36 (where a value of 7.0 is required in
a typical image-trigger threshold). Secondly, the BAT event
data value of𝑇90 is only 7.42 s, whereas the BAT value in [500]
is obtained in surveymode.Thus an alternative interpretation
of the extended GRB emission seen in the survey data is
that it is soft gamma-rays emitted by the very bright X-ray
afterglow and not from the prompt emission. In summary,
more unambiguous ULGRB events at redshifts lower than
unity are needed in order to measure the properties of their
accompanying SN and address the peculiar nature of GRB
111209A/SN 2011kl.
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[410] R. Narayan, B. Paczyński, and T. Piran, “Gamma-ray bursts
as the death throes of massive binary stars,” The Astrophysical
Journal, vol. 395, no. 2, pp. L83–L86, 1992.

[411] W. H. Lee and E. Ramirez-Ruiz, “The progenitors of short
gamma-ray bursts,”New Journal of Physics, vol. 9, no. 1, p. 1, 2007.

[412] N. Gehrels, C. L. Sarazin, P. T. O’Brien et al., “A short big 𝛾-ray
burst apparently associated with an elliptical galaxy at redshift
𝑧 = 0.225,” Nature, vol. 437, pp. 851–854, 2005.
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Gamma-ray bursts (GRBs) are extremely energetic events at cosmological distances. They provide unique laboratory to investigate
fundamental physical processes under extreme conditions. Due to extreme luminosities, GRBs are detectable at very high redshifts
and potential tracers of cosmic star formation rate at early epoch. While the launch of Swift and Fermi has increased our
understanding of GRBs tremendously, many new questions have opened up. Radio observations of GRBs uniquely probe the
energetics and environments of the explosion. However, currently only 30% of the bursts are detected in radio bands. Radio
observations with upcoming sensitive telescopes will potentially increase the sample size significantly and allow one to follow the
individual bursts for a much longer duration and be able to answer some of the important issues related to true calorimetry, reverse
shock emission, and environments around the massive stars exploding as GRBs in the early Universe.

1. Introduction

Gamma-ray bursts (GRBs) are nonrecurring bright flashes
of 𝛾-rays lasting from seconds to minutes. As we currently
understand, in the standard GRB model a compact cen-
tral engine is responsible for accelerating and collimating
the ultra-relativistic jet-like outflows. The isotropic energy
release in prompt 𝛾-rays ranges from ∼1048 to ∼1054 ergs;
see, for example, [1]. While the prompt emission spectrum
is mostly nonthermal, presence of thermal or quasithermal
components has been suggested for a handful of bursts [2].
Since the initial discovery of GRBs [3] till the discovery of
GRB afterglows at X-ray, optical, and radio wavelengths three
decades later [4–7], the origin of GRBs remained elusive.The
afterglow emission confirmed that GRBs are cosmological
in origin, ruling out multiple theories proposed favouring
Galactic origin of GRBs; see, for example, [8].

In the BATSE burst population, the durations of GRBs
followed bimodal distribution, short GRBs with duration less
than 2 s and long GRBs lasting for more than 2 s [9]. Long
GRBs are predominantly found in star forming regions of
late type galaxies [10], whereas short bursts are seen in all
kinds of galaxies [11]. Based on these evidences, the current
understanding is that the majority of long GRBs originate in
the gravitational collapse ofmassive stars [12], whereas at least

a fraction of short GRBs form as a result of the merger of
compact object binaries (see Berger [13] for a detailed review).

GRBs are detectable at very high redshifts. The highest
redshift GRB is GRB 090429B with a photometric redshift of
𝑧 = 9.4 [14]. However, the farthest known spectroscopically
confirmed GRB is GRB 090423 at a redshift of 𝑧 = 8.23 [15],
indicating star formation must be taking place at such early
epoch in the Universe [16]. At the same time, some GRBs at
lower redshifts have revealed association with type Ib/c broad
lined supernovae, for example, GRB 980425 associated with
SN 1998bw [17].

Since the launch of the Swift satellite in November 2004
[18], the field of GRB has undergone amajor revolution. Burst
Alert Telescope (BAT) [19] on-board Swift has been localizing
∼100 GRBs per year [20]. X-ray Telescope (XRT [21]) and
Ultraviolet/Optical Telescope (UVOT [22]) on-board Swift
slew towards the BAT localized position within minutes and
provide uninterrupted detailed light curve at these bands.
Before the launch of the Swift, due to the lack of dedicated
instruments at X-ray and optical bands the afterglow coverage
was sparse, which is no longer the case. Swift-XRT has
revealed that central engine is capable of injecting energy into
the forward shock at late times [23–25].

GRBs are collimated events. An achromatic jet break seen
in all frequencies is an undisputed signature of it. However,

Gamma-Ray Bursts: A Radio Perspective

10



the jet breaks are seen only in a few Swift bursts, for example,
GRB 090426 [26], GRB 130603B [27], and GRB 140903A
[28]. Many of the bursts have not shown jet breaks. It could
be because Swift is largely detecting fainter bursts with an
average redshift of >2, much larger than the detected by
previous instruments [20]. The faintness of the bursts makes
it difficult to see jet breaks. Some of the GRBs have also
revealed chromatic jet breaks, for example, GRB 070125 [29].

An additional issue is the narrow coverage of the Swift-
BAT in 15–150 keV range. Due to the narrow bandpass, the
uncertainties associated in energetics are much larger since
one needs to extrapolate to 1–10,000 keV bandpass to estimate
the𝐸iso, which is a key parameter to evaluate the total released
energy and other relations. Due to this constraint, it has been
possible to catch only a fraction of traditional GRBs.

The Swift drawback was overcome by the launch of
Fermi in 2008, providing observation over a broad energy
range of over seven decades in energy coverage (8 keV–
300GeV). Large Area Telescope (LAT [30]) on-board Fermi
is an imaging gamma-ray detector in 20MeV–300GeV range
with a field of view of about 20% of the sky and Gamma-
ray Burst Monitor (GBM) [31] on-board Fermi works in
150 keV–30MeV and can detect GRBs across the whole of the
sky. The highest energy photon detected from a GRB puts
a stricter lower limit on the outflow Lorentz factor. Fermi
has provided useful constraints on the initial Lorentz factor
owing to its high energy coverage, for example, short GRB
090510 [32]. This is because to avoid pair production, the
GRB jet must be moving towards the observer with ultra-
relativistic speeds. Some of the key observations by Fermi had
been (i) the delayed onset of high energy emission for both
long and short GRBs [33–35], (ii) long lasting LAT emission
[36], (iii) very high Lorentz factors (∼1000) inferred for the
detection of LAT high energy photons [33], (iv) significant
detection of multiple emission components such as thermal
component in several bright bursts [37–39], and (v) power-
law [35] or spectral cut-off at high energies [40], in addition
to the traditional band function [41].

While the GRB field has advanced a lot after nearly
5 decades of extensive research since the first discovery,
there are many open questions about prompt emission,
content of the outflow, afterglow emission, microphysics
involved, detectability of the afterglow emission, and so forth.
Resolving them would enable us to understand GRBs in
more detail and also use them to probe the early Universe
as they are detectable at very high redshifts. With the recent
discoveries of gravitational waves (GWs) [42, 43], a new era
of Gravitational Wave Astronomy has opened. GWs are ideal
to probe short GRBs as they are the most likely candidates of
GW sources with earth based interferometers.

In this paper, we aim to understand theGRBswith a radio
perspective. Here we focus on limited problems which can be
answered with more sensitive and extensive radio observa-
tions andmodeling. By nomeans, this review is exhaustive in
nature. In Section 2, we review the radio afterglow in general
and out current understanding. In Section 3, we discuss some
of the open issues in GRB radio afterglows. Section 4 lists the
conclusion.

2. Afterglow Physics: A Radio Perspective and
Some Milestones

In the standard afterglow emission model, the relativistic
ejecta interactingwith the circumburstmediumgives rise to a
forward shockmoving into the ambient circumburstmedium
and a reverse shock going back into the ejecta. The jet
interactionwith the circumburstmedium gives rise tomainly
synchrotron emission in X-ray, optical, and radio bands. The
peak of the spectrum moves from high to low observing
frequencies over time due to the deceleration of the forward
shock [44] (e.g., see Figure 1). Because of the relativistic
nature of the ejecta, the spectral peak is typically belowoptical
frequencies when the first observations commence, resulting
in declining light curves at optical and X-ray frequencies.
However, optically rising light curve has been seen in a
handful of bursts after the launch of the Swift [45], for
example, GRB 060418 [46].

The first radio afterglow was detected from GRB 970508
[7]. Since then the radio studies of GRB afterglows have
increased our understanding of the afterglows significantly,
for example, [47–49]. A major advantage of radio afterglow
emission is that, due to slow evolution, it peaks in much
later time and lasts longer, for months or even years (e.g.,
[50–52]). Thus unlike short-lived optical or X-ray afterglows,
radio observations present the possibility of following the full
evolution of the fireball emission from the very beginning
till the nonrelativistic phase (see, e.g., [50–52]); also see
GRB 030329 [53, 54]. Therefore, the radio regime plays
an important role in understanding the full broadband
spectrum. This constrains both the macrophysics of the jet,
that is, the energetics and the circumburstmediumdensity, as
well as themicrophysics, such as energy imparted in electrons
and magnetic fields necessary for synchrotron emission
[55]. Some of the phenomena routinely addressed through
radio observations are interstellar scintillation, synchrotron
self-absorption, forward shocks, reverse shocks, jet breaks,
nonrelativistic transitions, and obscured star formation.

The inhomogeneities in the local interstellar medium
manifest themselves in the form of interstellar scintillations
and cause modulations in the radio flux density of a point
source whose angular size is less than the characteristic
angular size for scintillations [56]. GRBs are compact objects
and one can see the signatures of interstellar scintillation
at early time radio observations, when the angular size of
the fireball is smaller than the characteristic angular scale
for interstellar scintillation. This reflects influx modulations
seen in the radio observations. Eventually due to relativistic
expansion, the fireball size exceeds the characteristic angular
scale for scintillations and the modulations quench. This can
be utilised in determining the source size and the expansion
speed of the blast wave [7]. In GRB 970508 and GRB 070125,
the initial radio flux density fluctuations were interpreted as
interstellar scintillations, which lead to an estimation of the
upper limit on the fireball size [7, 29, 57]. In GRB 070125,
the scintillation time scale and modulation intensity were
consistent with those of diffractive scintillations, putting a
tighter constraint on the fireball size [29].
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Figure 1: Multiwaveband spectra of GRB 070125 on day 10.7 and day 23.4. The spectra are in fast cooling regime. One can see that, between
the spectra on day 10.7 and day 23.4, the peak has shifted to lower frequency. The figure is reproduced from Chandra et al. [29].

Very Long Baseline Interferometry (VLBI) radio obser-
vations also play a key role by providing evidence for the
relativistic expansion of the jet using for bright GRBs. This
provides microarcsecond resolution and directly constrains
the source size and its evolution. So far this has been possible
for a nearby (𝑧 = 0.16) GRB 030329 [58]. In this case,
the source size measurements were combined with its long
term light curves to better constrain the physical parameters
[53, 54]. In addition, GRB 030329 also provided the first
spectroscopic evidence for association of a GRB with a
supernova. This confirmed massive stars origin of at least a
class of GRBs.

Radio observations are routinely used in broadband
modeling of afterglows and used to derive blast-wave param-
eters [1, 29, 59–61] (also see Figure 1). Early radio emission
is synchrotron self-absorbed; radio observations uniquely
constrain the density of the circumburst medium. Radio
studies have also proven useful for inferring the opening
angles of the GRB jets as their observational signature differs
from those at higher wavelengths [50, 62–64]. Recently GRB
130427A, a nearby, high-luminosity event, was followed at all
wavebands rigorously. It provided extremely good temporal
(over 10 orders of magnitude) and spectral coverage (16
orders of magnitude in observing frequency [65, 66]). Radio
observations started as early as 8 hours [67]. One witnessed
reverse shock and its peak moving from high to low radio
frequencies over time [67–70]. The burst is an ideal example
to show how early to late-time radio observations can
contribute significantly to our understanding of the physics
of both the forward and reverse shocks.

Radio afterglows can be detected at high redshifts [16, 71]
owing to the negative 𝑘-correction effect [72]. GRB 090423
at a redshift of 8.3 is the highest redshift (spectroscopically
confirmed) known object in the Universe [15]. It was detected

in radio bands for several tens of days [16]. The multiwave-
band modeling indicated the 𝑛 1 cm−3 density medium and
the massive star origin of the GRB. This suggested that the
star formation was taking place even at a redshift of 8.3.

The radio afterglow, due to its long-lived nature, is able to
probe the time when the jet expansion has become subrela-
tivistic and geometry has become quasispherical [50, 52, 73]
and thus can constrain energetics independent of geometry.
This is possible only in radio bands as it lasts for months or
even years (e.g., [50–52]). GRB 970508 remained bright more
than a year after the discovery, when the ejecta had reached
subrelativistic speeds.This gave the most accurate estimate of
the kinetic energy of the burst [50].

Reverse shock probes the ejecta and thus can potentially
put constraints on the Lorentz factor and contents of the jet
(e.g., [68, 69]).The shock moving into the ejecta will result in
an optical flash in the first tens of seconds after theGRBunder
right conditions.The radio regime is also well suited to probe
the reverse shock emission as well. Short-lived radio flares,
most likely due to reverse shock, have also been detected from
radio observations [16, 74–76] and seem more common in
radio bands than in the optical bands. GRB 990123 was the
first GRB in which the reverse shock was detected in optical
[77] as well as in radio bands [74].

From the radio perspective, GRB 030329 holds a very
important place. It was the first high-luminosity burst at low
redshift with a spectroscopic confirmation of a supernova
associated with it. So far this is the only GRB for which the
source size has beenmeasuredwithVLBI.The radio afterglow
of GRB 030329 was bright and long lasting and has been
detected for almost a decade at radio frequencies [52, 78].This
enabled one to perform broadband modeling in the different
phases and has led to tighter constraints on the physical
parameters [53, 54]. However, the absence of a counter
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Figure 2: Plot of 3-𝜎 upper limits at 8.5 GHz frequency band for all
GRBs for which no afterglow was detected. The red line shows light
curve of a rare, bright event GRB 980703 and the blue line shows
the light curve of a more typical event GRB 980329. The detection
fraction of radio afterglows in the first 10 days certainly appears to be
mainly limited by the sensitivity.The black dashed line indicates 3-𝜎
sensitivity of the JVLA in its full capacity for a 30-minute integration
time. The figure is reproduced from [48].

jet poses serious question in our understanding of GRBs
[79].

3. Open Problems in GRB Radio Afterglows

With various high sensitivity new and refurbished telescopes,
for example, Atacama Large Millimetre Array (ALMA),
Karl J. Jansky Very Large Array (JVLA), upgraded Giant
Metrewave Radio Telescope (uGMRT), and upcoming tele-
scopes, for example, Square Kilometre Array (SKA), the radio
afterglow physics of GRBs is entering into new era, where we
can begin to answer some of the open questions in the field,
answers to which are long awaited. In this section, I discuss
only some of those open problems in GRB science where
radio measurements can play a crucial role.

This review is not expected to be exhaustive. We concen-
trate on only a few major issues.

3.1. Are GRBs Intrinsically Radio Weak? Since the launch
of the Swift, the fractions of X-ray and optically detected
afterglows have increased tremendously; that is, almost 93%
of GRBs have a detected X-ray afterglow [80] and ∼75%
have detected optical afterglows [81, 82]. However, what
is disconcerting is that the radio detection fraction has
remained unchanged with only one-third of all GRBs being
detected in radio bands [47, 48]. Chandra and Frail [48]
attributed it to sensitivity limitation of the current telescopes
(see Figure 2). This is because radio detected GRBs have
flux densities typically ranging from a few tens of 𝜇Jy to a
few hundreds of 𝜇Jy [48]. Even the largest radio telescopes
have had the sensitivities close to a few tens of 𝜇Jy, making
the radio afterglow detection sensitivity limited. The newer
generation radio telescopes should dramatically improve

statistics of radio afterglows. For example, using numerical
simulation of the forward shock, Burlon et al. [83] predict that
the SKA-1 (SKA first phase) Mid band will be able to detect
around 400–500 radio afterglows per sr−1 yr−1.

The Five-hundred-meter Aperture Spherical radio Tele-
scope (FAST) [84–86] is the largest worldwide single-dish
radio telescope, being built in Guizhou province of China
with an expected first light in Sep. 2016. FAST will con-
tinuously cover the radio frequencies between 70MHz and
3GHz.The radio afterglow ofGRBs is one of themain focuses
of FAST. Zhang et al. [84] have estimated the detectability
with FAST of various GRBs like failed GRBs, low-luminosity
GRBs, high-luminosity GRBs, and standard GRBs. They
predict that FAST will be able to detect most of the GRBs
other than subluminous ones up to a redshift of 𝑧 ≤ 10.

However, Hancock et al. [87] used stacking of radio
visibility data of many GRBs and their analysis still resulted
in nondetection. Based on this they proposed a class of
GRBs which will produce intrinsically faint radio afterglow
emission and have black holes as their central engine. GRBs
with magnetars as central engine will produce radio bright
afterglow emission.This is because themagnetar drivenGRBs
will have lower radiative efficiency and produce radio bright
GRBs, whereas the black hole driven GRBs with their high
radiative efficiency will use most of their energy budget
in prompt emission and will be radio-faint. This is a very
important aspect and may need to be addressed. And if
true, it may reflect the nature of the central engine through
radio measurements. JVLA at high radio frequencies and
the uGMRT at low radio frequencies test this hypothesis.
SKAwill eventually be the ultimate instrument to distinguish
between the sensitivity limitation and the intrinsic dimness of
radio bursts [83].

3.2. Hyperenergetic GRBs. Accurate calorimetry is very im-
portant to understand the true nature of the GRBs. This
includes prompt radiation energy in the form of 𝛾-rays and
kinetic energy in the form of shock powering the afterglow
emission. Empirical constraints from models require that all
long duration GRBs have the kinetic energies ≤ 1051 ergs.
GRBs are collimated events; thus the jet opening angle is
crucial to measure the true budget of the energies. While
isotropic energies range of energies spread in four orders of
magnitude (see Figure 3), the collimated nature of the jet
makes the actual energies in much tighter range clustered
around 1051 ergs [75, 88, 89]. However, it is becoming
increasingly evident that the clustering may not be as tight
as envisaged and the actual energy range may be much wider
than anticipated earlier. A population of nearby GRBs have
relativistic energy orders of magnitude smaller than a typical
cosmological GRB; these are called subluminous GRBs, for
example, GRB 980425 [25, 90]. Fermi has provided evidence
for a class of hyperenergetic GRBs. These GRBs have total
prompt and kinetic energy release, inferred via broadband
modeling [61, 91], to be at least an order of magnitude
above the canonical value of 1051 erg [1, 29, 48, 92]. The
total energy budget of these hyperenergetic GRBs poses a
significant challenge for some accepted progenitor models.
The maximum energy release in magnetar models [93] is
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3 × 10
52 erg, set by the rotational energy of a maximally

rotating stable neutron star [94, 95].
It has been very difficult to constrain the true prompt

energy budget of the GRBs, mainly, for the following reasons.
So far, Swift has been instrumental in detecting majority
of the GRBs. However, peaks of the emission for various
GRBs lie outside the narrow energy coverage of Swift-
BAT (15–150 keV). In addition, extrapolation of 15–150 keV
to 1–10,000 keV bandpass causes big uncertainties in the
determination of prompt isotropic energies. With its huge
energy coverage (8 keV–300GeV), Fermi has overcome some
of these limitations and provided unparalleled constraints
on the spectral properties of the prompt emission. Fermi
has been able to distinguish the true hyperenergetic bursts
(such as GRB 090323, GRB 090902B, and GRB 090926A
[1]; also see Figure 3). While Swift sample is biased towards
faint bursts, Fermi sample is biased towards GRBs with very
large isotropic energy releases (1054 erg), which even after
collimation correction reach very high energies, for example,
[1, 96], and provide some of the strongest constraints on
possible progenitor models.

The uncertainty in jet structure in GRBs pose additional
difficulty in constraining the energy budget of GRBs. Even
after a jet break is seen, to convert it into opening angle,
one needs density to convert it into the collimation angle.
While some optical light curves can be used to constrain the
circumburst density (e.g., Liang et al. [45]), radio SSA peak is
easier to detect due to slow evolution in radio bands. With
only one-third of sample being radio bright, this has been
possible for only a handful of bursts. A larger radio sample
at lower frequencies, at early times when synchrotron self-
absorption (SSA) is still playing a major role, could be very
useful. The uGMRT after upgrade will be able to probe this
regime as SSA will be affecting the radio emission at longer
wavelength for a longer time. However, the this works on the

assumption that the entire relativistic outflow is collimated
into a single uniform jet. While the proposed double-jet
models for GRB 030329 [97, 98] and GRB 080319B [99]
ease out the extreme efficiency requirements, it has caused
additional concerns.

The ALMA also has an important role to play since GRB
spectrum at early times peak at mm wavelengths, when it is
the brightest. ALMA with its high sensitivity can detect such
events at early times and give better estimation of the kinetic
energy of the burst.

While X-ray and optical afterglows stay above detection
limits only for weeks or months, radio afterglows of nearby
bursts can be detected up to years [50, 100]. The longevity of
radio afterglows also makes them interesting laboratories to
study the dynamics and evolution of relativistic shocks. At late
stages, the fireball would have expanded sideways so much
that it would essentially make transition into nonrelativistic
regime and become quasispherical and independent of the jet
geometry; calorimetry can be employed to obtain the burst
energetics [50, 52]. These estimates will be free of relativistic
effects and collimation corrections. This regime is largely
unexplored due to limited number of bursts staying above
detection limit beyond subrelativistic regime. Several numer-
ical calculations exist for the afterglow evolution starting
from the relativistic phase and ending in the deep nonrela-
tivistic phase [79, 101]. SKA with its 𝜇Jy level sensitivity will
be able to extend the current limits of afterglow longevity.
This will provide us with an unprecedented opportunity to
study the nonrelativistic regime of afterglow dynamics and
thereby will be able to refine our understanding of relativistic
to nonrelativistic transition of the blast-wave and changing
shock microphysics and calorimetry in the GRBs. Burlon et
al. [83] have computed that SKA1-MIDwill be able to observe
2% afterglows till the nonrelativistic (NR) transition but that
the full SKA will routinely observe 15% of the whole GRB
afterglow population at the NR transition.

3.3. Can Jet Breaks Be Chromatic? After the launch of Swift,
one obtained a far better sampled optical and X-ray light
curves, thus expected to witness achromatic jet breaks across
the electromagnetic spectrum, a robust signature associ-
ated with a collimated outflow. Several groups conducted a
comprehensive analysis of a large sample of light curves of
Swift bursts in the X-rays [102–105] and optical [106] bands.
Surprisingly fewer Swift bursts have shown this unambiguous
signature of the jet collimation. Without these collimation
angles, the true energy release from Swift events has remained
highly uncertain. A natural explanation for absence of the jet
breaks can be attributed to the high sensitivity of Swift. Due to
its high sensitivity Swift is preferentially selecting GRBs with
smaller isotropic gamma-ray energies and larger redshifts.
This dictates that typical Swift events will have large opening
angles, thus causing jet breaks to occur at much time than
those of pre-Swift events. Since afterglow is already weak at
later times, making jet break measurements is quite difficult
[103, 107].

There have been some cases where chromatic jet breaks
are also seen. For example, in GRB 070125, the X-ray jet
break occurred around day 10, whereas the optical jet break
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Figure 4: (a) X-ray light curve of GRB 070125. Best-fit single power-law models are shown with dashed lines, while the broken power-law
models are shown in solid lines.The 𝑡jet(joint) is the joint fit to optical and X-ray data and grey solid line 𝑡jet(X-ray) is the independent fit.The
independent fit shifts the jet break to ∼9-10 days, which was found to be day 3 for optical bands. (b) Contribution of IC in the synchrotron
model for the X-ray light curve of GRB 070125. The thin line represents the broadband model with the synchrotron component only. The
thick line represents the IC light curve. One can see that IC effect can delay the jet breaks in X-ray bands [29].

occurred on day 3. Chandra et al. [29] attributed it to inverse
Compton (IC) effect, which does not affect the photons at
low energies but shifts the X-ray jet break at a later time (see
Figure 4, [29]). As IC effects are dominant in high density
medium, radio observations are an important indicator of
the effectiveness of the IC effect. Chandra et al. [29] showed
that, for a given density of GRB 070125, the estimated delay
in X-ray jet break due to the IC effect is consistent with
the observed delay. However, this area needs to be explored
further for other GRBs. While high density bursts are likely
to be brighter in radio bands, it may cause a burst to
be a dark one in optical wavelength (Xin et al. [108] and
references therein), which then make it difficult to detect the
jet break simultaneously in several wavelengths. uGMRT and
JVLA will be ideal instruments to probe IC effect and will
potentially be able to explain the cause of chromaticity in
some of the Swift bursts.

3.4. High-𝑧 GRBs and PoP III Stars. One of the major
challenges of the observational cosmology is to understand
the reionization of the Universe, when the first luminous
sources were formed. So far quasar studies of the Gunn-
Peterson absorption trough, the luminosity evolution of
Lyman galaxies, and the polarization isotropy of the cosmic
microwave background have been used as diagnostics. But
they have revealed a complicated picture in which reioniza-
tion took place over a range of redshifts.

The ultraviolet emission from young, massive stars (see
Fan et al. [109] and references therein) appears to be the
dominant source of reionization. However, none of these
massive stars have been detected so far. Long GRBs, which
are explosions of massive stars, are detectable out to large
distances due to their extreme luminosities and thus are

the potential signposts of the early massive stars. GRBs are
predicted to occur at redshifts beyond those where quasars
are expected; thus they could be used to study both the
reionization history and the metal enrichment of the early
Universe [110]. They could potentially reveal the stars that
form from the first dark matter halos through the epoch
of reionization [72, 111, 112]. The radio, infrared, and X-ray
afterglow emission from GRBs are in principle observable
out to 𝑧 = 30 [72, 111–114]. Thus GRB afterglows make
ideal sources to probe the intergalactic medium as well as the
interstellar medium in their host galaxies at high 𝑧.

The fraction of detectable GRBs that lie at high redshift
(𝑧 > 6) is, however, expected to be less than 10% [115, 116]. So
far there are only 3 GRBs with confirmed measured redshifts
higher than 6.These are GRB 050904 [117], GRB 080913 [118],
and GRB 090423 [15]. Radio bands are ideal to probe GRB
circumburst environments at high redshift because radio flux
density show only a weak dependence on the redshift, due
to the negative 𝑘-correction effect [72] (also see [47] and
Figure 5). In k-correction effect, the afterglow flux density
remains high because of the dual effects of spectral and
temporal redshift, offsetting the dimming due to the increase
in distance [111] (see Figure 5). GRB 050904 and GRB 090423
were detected in radio bands and radio observations of these
bursts allowed us to put constraints on the density of the
GRB environments at such high redshifts. While the density
of GRB 090423 was 𝑛 ∼ 1 cm−3 [16] (Figure 5), the density
of GRB 050904 was ∼100 cm−3, indicating dense molecular
cloud surrounding the GRB 050904 [119]. This revealed
that these two high-𝑧 GRBs exploded in a very different
environment.

ALMAwill be a potential tool for selecting potential high-
𝑧 bursts that would be suitable for intense follow-up across
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Figure 5: (a) The 8.5GHz radio peak flux density versus (1 + 𝑧) plot for radio afterglows with known redshifts. Blue diamonds are GRBs
associated with supernovae, while the grey circles denote cosmological GRBs. The green dashed line indicates if the flux density scales as
the inverse square of the luminosity distance. The red thick line is the flux density scaling in the canonical afterglow model which includes a
negative 𝑘-correction effect, offsetting the diminution in distance (reproduced from [48]). (b) Multiwaveband afterglow modeling of highest
redshift GRB 090423 at 𝑧 = 8.23 (reproduced from [16]).

the electromagnetic spectrum. With an order of magnitude
enhanced sensitivity the JLA will be able to study a high-𝑧
GRB for a longer timescale. For example, VLA can detect
GRB 090423-like burst for almost 2 years. The uGMRT
can also detect bright bursts up to a redshift of 𝑧 ∼ 9.
These measurements will therefore obtain better density
measurements and reveal the environments where massive
stars were forming in the early Universe.

3.5. Reverse Shock. In a GRB explosion, there is a forward
shock moving forward into the circumburst medium, as
well as a reverse shock moving backwards into the ejecta
[120]. The nearly self-similar behavior of a forward shock
means that little information is preserved about the central
engine properties that gave rise to the GRB. In contrast, the
brightness of the short-lived reverse shock depends on the
initial Lorentz factor and the magnetization of the ejecta.
Thus, multifrequency observations of reverse shocks tell
about the acceleration, the composition, and the strength and
orientation of any magnetic fields in the relativistic outflows
from GRBs [68, 69, 121–123]. In general, the reverse shock is
expected to result in an optical flash in the first tens of seconds
after theGRB [77], whichmakes it difficult to detect as robotic
telescopes are required for fast triggers.

The discovery of a bright optical flash from GRB 990123
[77] leads to extensive searches for reverse shocks [124–127] in
optical bands. One expected to see more evidences of reverse
shocks in optical bands due to Swift-UVOOT; however, based
on these efforts it seems that the incidence of optical reserve
shocks is low. Since the peak of this emission moves to lower
frequencies over time and can be probed at radio frequencies
on a time scale of hours to days [74], the radio regime is well
suited for studying early time reverse shock phenomena.

There have been several observational as well as theoret-
ical studies of radio reverse shock emission in the literature
after the first reverse shock detection inGRB990123 [74]. Gao
et al. [128], Kopač et al. [129], andResmi andZhang [130] have
done comprehensive analytical and numerical calculations of
radio reverse shock emissions and about their detectability.
It has been shown [48, 67] that deep and fast monitoring
campaigns of radio reverse shock emission could be achieved
with the VLA for a number of bursts. JVLA radio frequencies
are well suited as reverse shock emission is brighter in higher
radio frequencies where self-absorption effects are relatively
lesser. Radio afterglow monitoring campaigns in higher SKA
bands (e.g., SKA1-Mid Band-4 and Band-5) will definitely be
useful in exploring reverse shock characteristics [83].

Reverse shock is detectable in high redshift GRBs (𝑧 ≥ 6)
as well. Inoue et al. [131] have predicted that at mm bands
the effects of time dilation almost compensate for frequency
redshift, thus resulting in a near-constant observed peak
frequency at a few hours after event and a flux density at this
frequency that is almost independent of redshift.ThusALMA
mm band is ideal to look for reverse shock signatures at high
redshifts. Burlon et al. [83] predict that SKA1-Mid will be able
to detect a reverse shock from a GRB990123 like GRB at a
redshift of ∼10.

3.6. Connecting Prompt and Afterglow Physics. Swift is an
ideal instrument for quick localization of GRBs and rapid
follow-up and consequently redshift measurement [20, 132]
and Fermi for the wideband spectral measurement during
the prompt emission. However, good spectral and timing
measurement covering early prompt to late afterglow phase
is available for a few sources and rarely available for the short
GRBs. Some of the key problems that can be addressed by
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the observation of the radio afterglows in connectionwith the
prompt emission are (i) comparing the Lorentz factor estima-
tion with both LAT detected GeV photons as well as from the
reverse shock [133, 134]; (ii) comparison between nonthermal
emission of both the prompt and afterglow emission, which
would enable one to constrain the microphysics of the shocks
accelerating electrons to ultra-relativistic energies eventually
producing the observed radiation; (iii) detailed modeling of
the afterglow observation of both long and shortGRBs, which
will enhance our knowledge about the circumburst medium
surrounding the progenitors; (iv) current refurbished and
upcoming radio telescopes with their finer sensitivity, which
would play a key role in constraining the energetics of GRBs
which is crucial in estimating the radiation efficiency of
the prompt emission of GRBs. This would strengthen the
understanding of the hardness-intensity correlation [135].

The recently launched AstroSAT satellite [136] carries
several instruments enabling multiwavelength studies. The
Cadmium Zinc Telluride Imager (CZTI) on-board AstroSAT
can provide time resolved polarization measurements for
bright GRBs and can act as a monitor above 80 keV [137, 138].
So far no other instrument has such capability to detect
polarization. Hence, for a few selected bright GRBs, CZTI,
in conjunction with ground based observatories like uGMRT
and JVLA, and other space based facilities can provide a
complete observational picture of a few bright GRBs from
early prompt phase to late afterglow. This will provide us
with a comprehensive picture of GRBs, thus enabling a good
understanding of the emission mechanisms.

3.7. Some Other Unresolved Issues. So far I have discussed
only that small fraction of on-axis GRBs, in which the jet is
oriented along our line of sight. Due to large Lorentz factors,
small opening angles of the collimated jets, we only detect
a small fraction of GRBs [139]. Ghirlanda et al. [140] have
estimated that, for every GRB detected, there must be 260
GRBswhich one is not able to detect.However, their existence
can be witnessed as “orphan afterglow” at late times when
the GRB jet is decelerated and spread laterally to come into
our line of sight. At such late times, the emission is expected
to come only in radio bands. So far attempts to find such
orphan radio afterglows have been unsuccessful [75, 141, 142].
Even if detected, disentangling the orphan afterglow emission
from other classes will be very challenging. Soderberg et al.
[141] carried out a survey towards the direction of 68 Type
Ib/c supernovae looking for the orphan afterglows and put
limit on GRB opening angles, 𝜃𝑗 > 0.8 d. The detection
of population of orphan afterglows with upcoming sensitive
radio facilities is promising.This will give a very good handle
on jet opening angles and on the total GRB rate whether
beamed towards us or not.

The inspiral and merger of binary systems with black
holes or neutron stars have been speculated as primary source
of gravitational waves (GWs) for the ground based GW
interferometers [143, 144]. The discovery of GWs from GW
150914 [42] and GW 151226 [43] with the Advanced LIGO
detectors have provided the first observational evidence of
the binary black hole systems inspiraling and merging. At
least some of the compact binaries involving a neutron star

are expected to give rise to radio afterglows of short GRBs.
Electromagnetic counterparts of GW source, including emis-
sion in the radio bands, are highly awaited as they will, for the
first time, confirm the hypothesis of binary merger scenario
for GW waves. If localized at high energies, targeted radio
observations can be carried out to study these events at late
epochs.

Short GRBs arising from mergers of two neutron stars
eject significant amount of mass in several components,
including subrelativistic dynamical ejecta, mildly relativis-
tic shock-breakout, and a relativistic jet [145]. Hotokezaka
and Piran [145] have calculated the expected radio signals
produced between the different components of the ejecta
and the surrounding medium. The nature of radio emission
years after GRB will provide invaluable information on the
merger process [145] and the central products [146]. Fong et
al. [146] have predicted that the formation of stable magnetar
of energy 1053 erg during merger process will give rise to a
radio transient a year later. They carried out search for radio
emission from 9 short GRBs in rest frame times of 1–8 years
and concluded that such a magnetar formation can be ruled
out in at least half their sample.

In addition, radio observations can also probe the star
formation and the metallicity of the GRB host galaxies when
optical emissions are obscured by dust [147, 148].

4. Conclusions

In this article, I have reviewed the current status of the
Swift/Fermi GRBs in context of their radio emission. With
improved sensitivity of the refurbished radio telescopes, such
as JVLA and uGMRT and upcoming telescopes like SKA, it
will be possible to answer many open questions. The most
crucial of them is the accurate calorimetry of the GRBs. Even
after observing a jet break in the GRB afterglow light curves,
which is an unambiguous signature of the jet collimation,
one needs density estimation to convert the jet break epoch
to collimation angle. The density information can be more
effectively provided by the early radio measurements when
the GRBs are still synchrotron self-absorbed. So far it has
been possible for very limited cases because only one-third
of the total GRBs have been detected in radio bands [48].
Sensitive radio measurements are needed to understand
whether the low detection rate of radio afterglows is intrinsic
toGRBs or the sensitivity limitations of the current telescopes
are playing a major role. In the era of JVLA, uGMRT, ALMA,
andupcoming SKA, this issue should be resolved. In addition,
these sensitive radio telescopes will be crucial to detect
radio afterglows at very high redshifts and provide unique
constraints on the environments of the exploding massive
stars in the earlyUniverse. If GRBs are not intrinsically dim in
radio bands and the sample is indeed sensitivity limited, then
SKA is expected to detect almost 100%GRBs [83]. SKAwill be
able to study the individual bursts in great detail.Thiswill also
allow us to carry out various statistical analyses of the radio
sample and drastically increase our overall understanding of
the afterglow evolution from very early time to nonrelativistic
regime. Detection of the orphan afterglow is due any time and
will be novel in itself.
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According to the physical and orbital characteristics in Carme group, Ananke group, and Pasiphae group of Jupiter’s moons, the
distributions of physical and orbital properties in these three groups are investigated by using one-sample Kolmogorov–Smirnov
nonparametric test. Eight key characteristics of the moons are found to mainly obey the Birnbaum–Saunders distribution, logistic
distribution, Weibull distribution, and t location-scale distribution. Furthermore, for the moons’ physical and orbital properties,
the probability density curves of data distributions are generated; the differences of three groups are also demonstrated. Based on
the inferred results, one can predict some physical or orbital features ofmoons withmissing data or even newpossiblemoonswithin
a reasonable range. In order to better explain the feasibility of the theory, a specific example is illustrated. Therefore, it is helpful
to predict some of the properties of Jupiter’s moons that have not yet been discovered with the obtained theoretical distribution
inference.

1. Introduction

There are 69 (the number has been refreshed to 79 by a team
from Carnegie Institution for Science in July 2018. https://
sites.google.com/carnegiescience.edu/sheppard/moons/jupi-
termoons) confirmed moons of Jupiter, around 65 of which
have been well investigated [1, 2]. Considering the formation
of Jupiter’s moons is influenced by diverse factors, which
results in their physical characteristics differing greatly
[3], Jupiter’s moons are divided into two basic categories:
regular and irregular. The regular satellites are so named
because they have prograde and near-circular orbits of low
inclination, and they are in turn split into two groups: Inner
satellites and Galilean [4]. The irregular satellites are actually
the objects whose orbits are far more distant and eccentric.
They form families that share similar orbits (semi-major
axis, inclination, and eccentricity) and composition. These
families, which are considered to be part of collisions, arise
when the larger parent bodies were shattered by impacts
from asteroids captured by Jupiter’s gravitational field. That
is to say, at the early time of moons’ formation of the Jupiter,
mass of the original moon’s ring was still sufficient to absorb

the asteroid’s power and put it into orbit. So, part of the
irregular moons might be created by the captured asteroids
and then collided with other moons [5, 6], thus forming the
various groups we see today. The identification of satellite
families is tentative (please see [7, 8] for more details), and
these families bear the names of their largest members.
The most detailed modelling of the collisional origin of the
families was reported in [9, 10].

According to this identification scheme [11], 60 moons
were classified into 8 different groups, including Small Inner
Regulars and Rings, Galileans, Themisto group, Carpo group,
Himalia group, Carme group, and Ananke group as well as
Pasiphae group, in addition to 9 satellites that do not belong
to any of previous groups. The detailed information about all
the groups of Jupiter’s moons can be found in Appendix A.

In recent years, many scientists have paid considerable
attention to astronomical observation, physical research, and
deep space exploration of small bodies, including asteroids,
comets, and satellites, and so on. For example, planetary
scientist Carry collected mass and volume estimates of 17
near-Earth asteroids, 230 main-belt and Trojan asteroids, 12
comets, and 28 trans-Neptunian objects from the known
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literature [12]. The accuracy and biases affecting the meth-
ods used to estimate these quantities were discussed and
best-estimates were strictly selected. For the asteroids in
retrograde orbit, there are at least 50 known moons of
Jupiter’s that are retrograde, some of which are thought
to be asteroids or comets that originally formed near the
gas giant and were captured when they got too close.
Kankiewicz and Włodarczyk selected the 25 asteroids with
the best-determined orbital elements and then estimated
their dynamical lifetimes by using the latest observational
data, including astrometry and physical properties [13].
However, few researchers have tried to extrapolate the dis-
tribution of Jupiter’s satellites through statistical methods as
yet.

In this paper, distributions of physical and orbital prop-
erties for the moons of Jupiter will be conducted by using
one-sample Kolmogorov-Smirnov (K-S) test and maximum
likelihood estimation [14–16]. Based on the analysis of satel-
lites’ data, it is found surprisingly that the physical and orbital
characteristics obey some distribution, such as Birnbaum-
Saunders distribution [17], logistic distribution, Weibull dis-
tribution, and t location-scale distribution. Furthermore, the
probability density curves of the data distribution are gener-
ated, and the differences of physical and orbital characteristics
in the three groups are presented. In addition, the results of
theoretical inference results are then proved to be feasible
through one concrete example. Therefore, the results may be
helpful to astronomers to discover new moons of Jupiter in
the future.

2. Method of Distribution Inference

In statistics, the K-S test, one type of nonparametric test, is
used to determinewhether a sample comes from a population
with a specific distribution. The null hypothesis of one-
sample K-S test is that the Cumulative Distribution Function
(CDF) of the data follows the adopted CDF. For one-sample
case, null distribution of statistic can be obtained from the
null hypothesis that the sample is extracted from a reference
distribution. The two-sided test for “unequal” CDF tests the
null hypothesis against the alternative that the CDF of the
data is different from the adopted CDF. The test statistic is
themaximumabsolute difference between the empirical CDF
calculated by x and the hypothetical CDF:

𝐷𝑛 = sup
𝑥

𝐹𝑛 (𝑥) − 𝐹 (𝑥) , (1)

where 𝐹(𝑥) is a given CDF and

𝐹𝑛 (𝑥) = 1𝑛
𝑛∑
𝑖=1

𝐼(−∞,𝑥] (𝑋𝑖) (2)

is the empirical distribution function of the observations 𝑋𝑖.
Here 𝐼(−∞,𝑥](𝑋𝑖) is the indicator function with the following
form

𝐼(−∞,𝑥] (𝑋𝑖) = {{{
1, 𝑋𝑖 ≤ 𝑥,
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒. (3)

According to Glivenko–Cantelli theorem [18], if the
sample comes from distribution 𝐹(𝑥), then 𝐷𝑛 will almost
surely converge to zero when 𝑛 → ∞. Therefore, we
only focus on three satellite groups that have more than ten
satellites in their groups, respectively. Of all these groups,
Themisto group and Carpo group only contain one satellite,
respectively, and only 4moonswere found separately in Small
Inner Regulars and Rings, as well as in Galileans group.
Moreover, there are 5 moons in Himalia group. For these 5
groups, there is no sufficient data for distribution inference,
so we will focus on the Carme group, the Ananke group, and
the Pasiphae group.

In the following sections, in order to use the one-sample
K-S test, three sets of observed data from Jupiter’s moons
will be tested against some commonly used distributions
in statistics. The list of these distributions is shown in
Table 1.

For the 9 continuous distributions in Table 1, the one-
sample K-S test will be used to select the distribution with
the highest confidence level. In order to characterize these
distributions with well-defined parameter values, maximum
likelihood estimation is also used. In addition, the parameter
values of these distributions can be calculated from the
observed data. However, when confidence level (typically set
to 0.05) decreases, the rejection domain of the test becomes
smaller, so the observed values that initially fall into the
rejection domain may eventually fall into the acceptance
domain. This situation will bring some trouble in practical
application. To this end, we adopt p value, which represents
the obtained confidence level by using the one-sample K-
S test. In addition, the use of p value not only avoids
determining the level of significance in advance, but also
makes it easy to draw conclusions about the test by comparing
the p value and significance level of the test. If the p value is
greater than 0.05, we declare that the null hypothesis can be
accepted. Furthermore, if the p values of several distributions
are all greater than 0.05, the distribution with the largest p
value should be selected, and the corresponding distribution
will be the most appropriate one to fit the observed data. Our
results can be found in the tables in Appendix B.

3. Distribution Inference of Satellite Groups

In this section, distributions of several diverse physical and
orbital properties for the Carme group, Ananke group, and
Pasiphae group are inferred sequentially.

3.1. Carme Group. There are 15 moons in the Carme group
(please see Appendix A.). Due to the lack of enough data
from S/2010 J1, the number of adopted moons is 14, which
means the length of each data set is 14 from the mathematical
perspective. In addition, considering all the mean densities
have been calculated at being 2.60 g/cm3, the surface gravity
of Carme and other moons in this group is 0.017 m/s2 and
0.001 m/s2, respectively [19]. Therefore, these data obviously
do not obey the distributions.

Based on the previous method of statistical distribution
inference and MATLAB 2016a (Intel Core i5-3230 M, CPU
2.60 GHz), distribution inferences in the Carme group can
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Table 1: A list of common distributions.

Name of Selected Distributions Parameters Meaning

Beta 𝑎 first shape parameter𝑏 second shape parameter

Birnbaum-Saunders 𝛽 scale parameter𝛾 shape parameter

Gamma 𝑎 shape parameter𝑏 scale parameter

Logistic 𝜇 mean𝜎 scale parameter

Nakagami 𝜇 shape parameter𝜔 scale parameter

Normal 𝜇 mean𝜎 standard deviation

Rice 𝑠 noncentrality parameter𝜎 scale parameter

𝑡 location-scale 𝜇 location parameter𝜎 scale parameter𝜐 shape parameter

Weibull 𝐴 scale parameter𝐵 shape parameter

Table 2: The distribution inference in each physical and orbital characteristic (Carme group).

Characteristics Distribution
inference

Parameter
estimates p-value

Semi-major axis
(107 km)

logistic
distribution

𝜇 = 2.3326, 𝜎 =
0.00651346 0.9988

Mean orbit velocity
(103 km/h)

logistic
distribution

𝜇 = 8.21989, 𝜎 =
0.0112805 0.6607

Orbit eccentricity
(10−1)

Birnbaum-
Saunders

distribution

𝛽 = 2.54254, 𝛾 =
0.0330888 0.6245

Inclination of orbit
(102∘) t location-scale

distribution
𝜇 = 1.6511, 𝜎 =

0.0017, 𝜐 = 0.8751 0.6662

Equatorial radius
(km)

t location-scale
distribution

𝜇 = 1.65708, 𝜎 =
0.440683, 𝜐 =

1.14501
0.7119

Escape velocity
(km/h)

t location-scale
distribution

𝜇 = 7.32997, 𝜎 =
1.58419, 𝜐= 1.06821 0.6619

be found in Table 2, and the last column represents the
p value. The smaller the p value, the greater the signifi-
cance because it tells us that hypothesis under consider-
ation may not be sufficient to explain the observations.
The hypothesis will be rejected if any of these probabili-
ties is less than or equal to a small, fixed but arbitrarily
predefined threshold value. The null hypothesis here refers
to data obeying a particular distribution, and the alterna-
tive hypothesis assumes that the data does not obey the
distribution.

From Table 2, semi-major axis and mean orbit velocity
obey the logistic distribution, of which parameter 𝜇 denotes
the average orbital eccentricity and parameter 𝜎 plays a key
role in representing the variance of the data set, through the
variance formula 𝜎2𝜋2/3, so the variances of these logistic

distributions are 1.3957E-04 and 4.1863E-04, respectively.
As the parameter 𝜇 increases, it indicates that the average
semi-major axis and mean orbit velocity of the Carme group
increase. As the parameter 𝜎 increases, the data in these
two characteristics gradually disperse, and the discrepancy
between the data and the average value increases. The
meaning of decreasing the parameter 𝜇 and 𝜎 shares the
same principle as that of increasing the parameters. The orbit
eccentricity follows the Birnbaum–Saunders distribution,
which is unimodal with a median of 𝛽. The mean value
and the variance of the distribution can be calculated by the
following relationships:

𝜇 = 𝛽(1 + 𝛾2
2 ) ,
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Table 3: The distribution inference in each orbital or physical characteristic (Ananke group).

Characteristics Distribution
inference

Parameter
estimates p-value

Semi-major axis
(107 km)

t location-scale
distribution

𝜇 = 2.11665, 𝜎 =
0.00915557, 𝜐 =

1.52402
0.9304

Mean orbit velocity
(103 km/h)

Weibull
distribution

𝐴 = 2.29923, 𝐵 =
21.9834 0.9788

Orbit eccentricity
(10−1)

t location-scale
distribution

𝜇 = 8.72481, 𝜎 =
0.0203158, 𝜐 =

1.36328
0.6017

Inclination of orbit
(102∘) t location-scale

distribution
𝜇 = 1.4879, 𝜎 =
0.0127, 𝜐 = 1.4538 0.9075

Equatorial radius
(km)

t location-scale
distribution

𝜇 = 1.80724, 𝜎 =
0.660297, 𝜐 =

1.19615
0.7231

Mass (1013 kg) Weibull
distribution

𝐴 = 38.3573, 𝐵 =
0.368827 0.4304

Surface gravity
((m/s2)/103)

t location-scale
distribution

𝜇 = 0.167044, 𝜎 =
0.0636087, 𝜐 =

1.40815
0.4210

Escape velocity
(km/h)

t location-scale
distribution

𝜇 = 8.24903, 𝜎 =
2.61085, 𝜐 = 1.15837 0.7262

𝜎2 = (𝛽𝛾)2 (1 + 5𝛾24 ) .
(4)

Therefore, the mean value of orbital eccentricity can be
calculated to be 0.2543 and the variance is 7.08E-9.

The inclination of orbit, equatorial radius, and escape
velocity are subject to the t location-scale distribution, which
contains the scale parameter 𝜎, the location parameter 𝜇,
and the shape parameter 𝜐. Without loss of generality, we
assume that the data vector 𝑥 obeys the t location-scale
distribution, and then we have (𝑥 − 𝜇)/𝜎 ∼ 𝑡(𝜐), which
obeys Student’s t-distribution; here 𝜐 represents the degrees
of freedom. As can also be seen in Table 2, the inclination of
orbit obeys the t location-scale distribution with parameters
(1.6511, 0.0017, 0.8751) and the mean inclination is 165.11∘.The
equatorial radius follows the t location-scale distributionwith
parameters (1.65708, 0.440683, 1.14501).Therefore, themoons
in Carme group have an average equatorial radius of 1.65708
km. In addition, the escape velocity characteristic obeys the t
location-scale distribution with parameters (7.32997, 1.58419,
1.06821) and the average escape velocity is 7.32997 km/h. As
the parameter 𝜇 changes, the average equatorial radius and
escape velocity of the group also change accordingly. In the
t location-scale distribution, the variance is 𝜎2𝜐/(𝜐 − 2), and
when the shape parameter 𝜐 is greater than two, the variance
of the distribution is defined. Therefore, the variances of
these two specific t location-scale distributions cannot be
defined.

3.2. Ananke Group. There are 10moons in the Ananke group,
of which we do not have enough data about S/2010 J2. Thus,
the length of each characteristic of the remaining moons in
this group will be 9.

From our discussion on the t location-scale distribution
in Carme group, it is easy to understand the distribution
inference of semi-major axis, mean orbit velocity, equatorial
radius, surface gravity, and escape velocity in the Ananke
group (see Table 3). However, compared with Table 2, it is
noted that the orbit eccentricity and mass properties in the
Ananke group are subject to theWeibull distribution. Param-
eters𝐴 and 𝐵 represent the scale and shape parameters of the
distribution [20], respectively, which together determine the
mean and variance of the distribution.

3.3. Pasiphae Group. There are 19 moons in the Pasiphae
group; due to the lack of data about three moons, S/2011 J2,
S/2017 J1, and S/2016 J1, the remaining 16 will be studied in
this subsection.

The distributions in Table 4 are inferred to be similar to
the distribution in Tables 2 and 3. Therefore, we can easily
understand the parameters of these distributions.

4. Comparison of Data Properties

Table 5 is given according to the previous distribution infer-
ence.

Based on the previous distribution inference, the prop-
erties of the moons’ data can be compared more specifically
and conveniently. According to the distribution of the specific
parameters, we get the following probability density function
(PDF) diagram.

As shown in Figure 1, the semi-major axis in the Ananke
group is the smallest, followed by the Carme group and the
Pasiphae group. In addition, the PDF of the Pasiphae group
is relatively flat, indicating a large dispersion in semi-major
axis around Jupiter, while the data in the Carme and Ananke
groups differ slightly. As can be seen from Figure 2, the
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Table 4: The distribution inference in each orbital or physical characteristic (Pasiphae group).

Characteristics Distribution inference Parameter estimates p-value
Semi-major axis (107 km) t location-scale distribution 𝜇 = 2.38241, 𝜎 = 0.0273627, 𝜐 = 0.730397 0.3730
Mean orbit velocity (103 km/h) logistic distribution 𝜇 = 8.22803, 𝜎 = 0.226046 0.4015
Orbit eccentricity (10−1) logistic distribution 𝜇 = 2.95251, 𝜎 = 0.599373 0.9550
Inclination of orbit (102∘) logistic distribution 𝜇 = 1.5136, 𝜎 = 0.0339 0.8987
Equatorial radius (km) Weibull distribution 𝐴 = 3.69781, 𝐵 = 0.781648 0.0859
Mass (1013 kg) Weibull distribution 𝐴 = 72.5121, 𝐵 = 0.266585 0.1096
Surface gravity ((m/s2)/103) Weibull distribution 𝐴 = 3.09876, 𝐵 = 0.843794 0.0594
Escape velocity (km/h) Weibull distribution 𝐴 = 17.0302, 𝐵 = 0.807236 0.0722

Table 5: Distribution inference summary.

Characteristics Carme Group Ananke Group Pasiphae Group
Semi-major axis logistic distribution t location-scale distribution t location-scale distribution
Mean orbit velocity logistic distribution t location-scale distribution logistic distribution
Orbit eccentricity Birnbaum–Saunders distribution Weibull distribution logistic distribution
Inclination of orbit t location-scale distribution t location-scale distribution logistic distribution
Equatorial radius t location-scale distribution t location-scale distribution Weibull distribution
Mass None Weibull distribution Weibull distribution
Surface gravity None t location-scale distribution Weibull distribution
Escape velocity t location-scale distribution t location-scale distribution Weibull distribution
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Figure 1: The PDF curves of semi-major axis around Jupiter.

trend of mean orbital velocity distribution in Carme group
is the closest to each other, with the mean value being the
smallest among the three groups, followed with the Pasiphae
and Ananke groups. Obviously, the curve of the Pasiphae
group is the flattest, which shows the mean orbit velocity in
the Pasiphae group differing greatly. Figure 3 shows that the
mean value in the Ananke group is the smallest, followed by
the Carme and Pasiphae groups. It is obvious that the PDF
curve of the Pasiphae group is flatter compared to the others,

Mean Orbit Velocity

Carme Group
Ananke Group
Pasiphae Group

0

5

10
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25

PD
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Mean Orbit Velocity (103km/h)

Figure 2:The PDF curves of mean orbit velocity.

which means the orbital eccentricity of the Pasiphae group
has a relatively large dispersion. In Figure 4, although the
inclinations of orbit in the Ananke group and Pasiphae group
are relatively close in value compared with the Carme group,
and the data looks more dispersed than those in Carme
group, the inclination of orbit in the Ananke group has the
same distribution as the Carme group.

Figure 5 shows the PDF curves of equatorial radii of these
three groups. Data attributes are similar; most of the moons’
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Figure 3: The PDF curves of orbit eccentricity.
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Figure 4: The PDF curves of inclination.

radiuses are less than 4 km. Figure 6 indicates similarities
between the Ananke and Pasiphae groups. As can be seen
from these curves, most of the moons in these two groups
are of relatively small mass.

Figure 7 illustrates the surface gravity PDF curves in
the Ananke and Pasiphae groups. The difference in density
between the two groups indicates that the surface gravity of
the Ananke moons is higher than that of the Pasiphae group.
ThePDFplots corresponding to the escape velocity are shown
in Figure 8, where it is clear that the Pasiphae group is flatter
than the other two groups. The Carme group also has similar
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Figure 5: The PDF curves of equatorial radius.
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Figure 6: The PDF curves of mass.

escape velocity density to the Ananke group, but the former
average escape velocity is smaller.

5. Verification of Rationality of
Theoretical Results

In this section, we take the semi-major axis and mean orbit
velocity of the moons in the Carme group as concrete exam-
ples to illustrate the rationality of the statistical inferences
in the preceding sections. As can be seen in Table 2, semi-
major axis (𝑠𝑚𝑎) and mean orbit velocity (𝑚𝑜V) obey the
logistic distribution with parameters (2.3326, 0.00651346)
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Figure 8: The PDF curves of escape velocity.

and (8.21989, 0.0112805), respectively. So the corresponding
predicted PDFs can be written as

𝑓𝑝𝑟𝑒,𝑠𝑚𝑎 (V; 𝜇, 𝜎)
= 𝑒−(V−2.3326)/0.00651346
0.00651346 (1 + 𝑒−(V−2.3326)/0.00651346)2

(5)

and
𝑓𝑝𝑟𝑒,𝑚𝑜V (V; 𝜇, 𝜎)

= 𝑒−(V−8.21989)/0.00112805
0.00112805 (1 + 𝑒−(V−8.21989)/0.00112805)2 .

(6)
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Figure 9: Comparison of statistical prediction distribution and
analytical derivation distribution.

Note that the orbital and physical properties are not
independent of each other. For instance, the semi-major axis𝑟 is related to the mean orbit velocity V through the relation
V = √𝐺𝑀/𝑟, where 𝐺𝑀 is the mass parameter. Then the
PDF of mean orbit velocity can also be derived analytically
as follows

𝑓𝑎𝑛𝑎,𝑚𝑜V (V; 𝜇, 𝜎)
= 2𝐺𝑀

V3
𝑓𝑝𝑟𝑒,𝑠𝑚𝑎 (𝐺𝑀V2 ; 2.3326, 0.00651346)

= 2𝐺𝑀
V3

𝑒−(𝐺𝑀−2.3326V2)/0.00651346V2
0.00651346 (1 + 𝑒−(𝐺𝑀−2.3326V2)/0.00651346V2)2

(7)

Although the PDF of mean orbit velocity obtained by dif-
ferent methods has different mathematical representations,
from Figure 9, we can find that 𝑓𝑎𝑛𝑎,𝑚𝑜V(V; 𝜇, 𝜎) (PDF curve
represented by red circles) obtained by the analytical method
is in good agreement with 𝑓𝑝𝑟𝑒,𝑚𝑜V(V; 𝜇, 𝜎) (PDF curve repre-
sented by blue circles) obtained by statistical inference.

However, what we need to pay attention to here is that
some physical features and orbital elements are mixed and
can be linked by some mathematical formulas similar to the
above. Theoretically, the distribution of another variable in
the formula can be solved by a known defined distribution;
although this may be a complex process because the prob-
ability density function may contain some transcendental
functions and gamma functions, it can be achieved. Yet
the known distribution becomes uncertain now; that is, the
distribution exists with a certain probability. So, there will be
a certain risk when we calculate the distribution of the linked
variable based on this uncertain distribution, especially when
the possibility of the inferred distribution is not very high.

In addition, in order to further show that the results
of the KS test agree well with the actual observed results,
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Table 6: Distribution inference of Carme group without Erinome (S/2000 J4).

p-value h Parameter Values

Beta 4.02E-05 1 𝑎 = 0.202265𝑏 = 0.173517

Birnbaum-Saunders 0.0307 1 𝛽 = 2.37288𝛾 = 0.943409

Gamma 0.0308 1 𝑎 = 1.05985𝑏 = 3.11366

Logistic 0.0463 1 𝜇 = 1.95282𝜎 = 1.72324

Nakagami 0.0039 1 𝜇 = 0.282272𝜔 = 43.5177

Normal 0.0037 1 𝜇 = 3.3𝜎 = 5.94531

Rice 5.73E-08 1 𝑠 = 0.138623𝜎 = 4.66385

t location-scale 0.6806 0
𝜇 = 1.67257𝜎 = 0.487941𝜐 = 1.15623

Weibull 0.0698 0 𝐴 = 3.06061𝐵 = 0.897697
Note: h = 0 and h = 1 indicate acceptance of the null hypothesis and rejection of the null hypothesis, respectively.
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Figure 10: Comparison of the observed CDF and the best-fit CDF
of semi-major axis.

we also compared the best-fit CDFs (the CDFs of inferred
statistically) and the observed CDFs. From Figures 10 and 11,
it can be seen that the best-fit CDF and the observed CDF
of semi-major axis agree better than the case of mean orbital
velocity. This should be due to the fact that the 𝑝 value of the
former is 0.9988, which is obviously larger than that of the
latter 0.6607.

6. Application of the Distribution Inference

As mentioned previously, identification of irregular satellite
families is tentative. However, after the distribution was
inferred, it is found that these features of moons in the
three different groups obey some selected distributions.
Furthermore, the obtained population distribution can also
be used to predict the characteristic data. Considering the
rationality of proving this prediction method, suppose some
characteristic data of a moon is unknown in a given irregular
moon group. One specific feature of the moon can be
predicted by using other moons’ data and one-sample K-S
method. Here is an example:

Assume that some characteristic data of the moon Eri-
nome (S/2000 J4) in Carme group is poorly known. Now,
we try to predict the equatorial radius of the Erinome. First,
we use one-sample K-S method to find the most appropriate
continuous distribution for these data. The inference results
are as shown in Table 6.

From the p values displayed in Table 6, it becomes clear
that the corresponding p value 0.6806 is the largest and ℎ = 0,
so the best distribution for the remaining characteristic data
in the Carme group is t location-scale distribution with the
PDF
𝑓 (𝑥 | 𝜇, 𝜎, 𝜐)

= Γ ((𝜐 + 1) /2)𝜎√𝜋𝜐Γ (𝜐/2) [
𝜐 + ((𝑥 − 𝜇) /𝜎)2

𝜐 ]
−(𝜐+1)/2

,
−∞ < 𝑥 < +∞,

(8)

where Γ(⋅) is the Gamma function.
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Figure 11: Comparison of the observed CDF and best-fit CDF of
mean orbit velocity.

The distribution implies that average equatorial radius of
the moons in Carme group is 1.67257 km with confidence
interval [1.23204, 2.1131] (we believe that the confidence
interval will be smaller and shorter with continuous progress
of observation technology) under the level of significance
0.05. For the true value of Erinome’s equatorial radius being
1.6 km, it is easy to find that we can use the estimated value to
predict the equatorial radius or as a reference to study other
relevant physical and orbital characteristics.

7. Conclusions

By using the one-sample K-S nonparametric test method of
statistical inference, the distribution laws of the physical and
orbital properties of Jupiter’s moons are investigated statis-
tically in this paper. The physical and orbital characteristics
of Jupiter’s moons are found to obey the Birnbaum–Saunders
distribution, the logistic distribution, the Weibull distribu-
tion, and the t location-scale distribution.

In addition, the probability density curves of the data
distributions are also generated, and the differences in the
physical and orbital characteristics of the three groups are
explained in more detail.

Through a specific example, we find that some moons’
missing data can be inferred by using the aforementioned
distributional model and probability density function. More
importantly, with the help of the distribution, it can be
even helpful to predict the physical or orbital features of the
undiscovered moon.

If future observations will allow for the expansion of the
number of Jupiter’s moons, we believe that the distribution
laws will be slightly modified as potential newly discovered
distribution functions fit the increased sample better, and
the distributions will probably tend to be more uniform; i.e.,
some of the different properties follow the same distribution

obviously, but these will not change dramatically over a long
period of time.

Appendix

A.

See Table 7.

B. Distribution Inference Results

See Tables 8, 9, and 10
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Terms in the analytic expansion of the doubly averaged disturbing function for the circular restricted three-body problem using
the Legendre polynomial are explicitly calculated up to the fourteenth order of semimajor axis ratio (𝛼) between perturbed and
perturbing bodies in the inner case (𝛼 < 1), and up to the fifteenth order in the outer case (𝛼 > 1). The expansion outcome is
compared with results from numerical quadrature on an equipotential surface. Comparison with direct numerical integration of
equations of motion is also presented. Overall, the high-order analytic expansion of the doubly averaged disturbing function yields
a result that agrees well with the numerical quadrature and with the numerical integration. Local extremums of the doubly averaged
disturbing function are quantitatively reproduced by the high-order analytic expansion even when 𝛼 is large. Although the analytic
expansion is not applicable in some circumstances such as when orbits of perturbed and perturbing bodies cross or when strong
mean motion resonance is at work, our expansion result will be useful for analytically understanding the long-term dynamical
behavior of perturbed bodies in circular restricted three-body systems.

1. Introduction

In the long tradition of celestial mechanics, the restricted
three-body problem has occupied a fundamental role. In this
problem, the mass of one of the three bodies is assumed
to be small enough so that it does not affect the motion of
the other two bodies. The restricted three-body problem is
often considered on a rotating coordinate where central body
and perturbing body are always located on the 𝑥-axis. See
Szebehely [1] formore general characteristics of the restricted
three-body problem.

Among many variants of the restricted three-body prob-
lem, its circular version called the circular restricted three-
body problem (hereafter referred to as CR3BP) has been
studied particularly well, and it makes a basis for under-
standing solar system dynamics and many other fields in
celestial mechanics. In this system, the perturbing body lies
on a circular orbit around central body. As is well known, the
degree of freedom of CR3BP becomes unity and the system
turns into integrable once we average the disturbing function
of the systembymean anomalies of perturbed and perturbing
bodies. Theories of the so-called classical Lidov–Kozai cycle

have been developed based on the integrable characteristics
of the doubly averaged CR3BP [2–4], where stationary points
of argument of pericenter 𝑔 around ±𝜋/2 appear when the
vertical component of the angular momentum of perturbed
body is smaller than a certain value. The present paper deals
with the doubly averaged CR3BP.

In the classical theory of the Lidov–Kozai cycle, the
doubly averaged disturbing function is expanded using the
Legendre polynomials of even orders. Putting 𝛼 = 𝑎/𝑎

,
where 𝑎 is the semimajor axis of perturbed body and 𝑎 is
that of perturbing body, only the lowest-order terms up to
𝑂(𝛼
2
) are considered in many of the studies along this line

(e.g., [5–9]); it is the quadruple-order approximation. Recent
studies of the so-called eccentric Lidov–Kozai mechanism
(e.g., [10–13]) that deal with the eccentric restricted three-
body problem (ER3BP), where the orbit of perturbing body
has a finite eccentricity, are based on the octupole-order
approximation of disturbing function up to 𝑂(𝛼3). It is now
getting better known that the inclusion of octupole terms in
the disturbing function substantially changes the dynamical
behavior of ER3BP. Even in CR3BP, the quadruple-order
approximation is not accurate enough when 𝛼 is large. To

High-Order Analytic Expansion of Disturbing
Function for Doubly Averaged Circular Restricted
Three-Body Problem

12



eliminate this shortcoming, in the early days, Kozai [3]
expanded the doubly averaged disturbing function of the
inner CR3BP up to 𝑂(𝛼8). More recently, Laskar and Boué
[14] calculated analytic expansions of the general three-
body disturbing function together with a practical method
to compute the Hansen coefficients. Laskar and Boué [14]
explicitly showed expressions of secular disturbing function
up to 𝑂(𝛼14) for planar problems and up to 𝑂(𝛼5) for spatial
problems.

In the present paper we will show specific expressions
of the analytic expansion of the doubly averaged spatial
disturbing function up to𝑂(𝛼14) for the inner CR3BP (𝛼 < 1)
and up to 𝑂(𝛼15) for the outer CR3BP (𝛼 = 𝛼

−1
< 1)

using the Legendre polynomials. As most readers are aware,
very wide varieties of studies have been already done on
the analytic expansion of the doubly averaged disturbing
function of CR3BP. Compared with previous literature, the
present paper intentionally aims to be rather expository. The
major purpose of this paper is to explicitly show expressions
of the high-order analytic expansion of the doubly averaged
disturbing function for CR3BP so that readers with interest
can consult the high-order terms without going through
algebraic manipulation by themselves. We also aim at ana-
lytically reproducing local extremums that secular disturbing
function of CR3BP intrinsically has, particularly when𝛼 or𝛼
is large. Thus, even on a very basic subject like this, we have
felt it advisable to give more details than would otherwise be
necessary.

In Section 2 we give a brief description of the disturbing
function of the three-body problem that we consider in the
present paper. Section 3 goes to double averaging and analytic
expansion of the disturbing function for CR3BP: general
procedure (Section 3.1) and specific forms (from Sections
3.2 to 3.8). In Section 4 we show a comparison between the
results obtained by the analytic expansion and by numerical
quadrature. We also carried out direct numerical integration
of equations of motion for comparison and show its result in
Section 5. Section 6 is devoted to summary and discussion.

For readers’ convenience, before getting into the main
sections let us quickly write down the basic equations of
motion of the system that we deal with in the present paper.
The differential equation that we will consider is the simple
classical Newtonian equation of motion

𝑑
2r
𝑑𝑡
2
+ 𝜇

r
𝑟
3
= ∇𝑅, (1)

where r indicates the position vector of the perturbed body
and 𝜇 relates to the central mass.The disturbing function that
plays a central role in this paper is denoted as 𝑅. As for a
literal definition of the doubly averaged disturbing function,
particularly its direct part, we use the following one:

⟨⟨𝑅⟩𝑙⟩𝑙
=

𝜇


4𝜋
2
∬

2𝜋

0

𝑑𝑙 𝑑𝑙


Δ

, (2)

where 𝜇 is related to the mass of perturbing body, 𝑙 and 𝑙
denote mean anomaly of perturbed and perturbing bodies,
respectively, andΔ is the osculating distance of the two bodies

in space. Consult later sections for detailed definitions of
the variables in the above equations. Needless to say, the
considered system contains only three bodies.

2. Disturbing Function

In the present paper we categorize CR3BP in two cases: (i) the
inner case where the orbit of the perturbed body is located
inside that of a perturbing body (𝛼 < 1), such as the Sun-
asteroid-Jupiter system, and (ii) the outer case where the orbit
of the perturbed body is located outside that of a perturbing
body (𝛼 = 𝛼−1 < 1) such as the Sun-Neptune-TNO system
(TNO = Trans-Neptunian Object).The coorbital case (𝛼 = 1)
is out of the scope of the present paper.

Following the long-term convention of celestial mechan-
ics, in the present paper we express the disturbing function 𝑅
of CR3BP in relative coordinates where the origin is located
on the primary body (Figure 1(a)). In this coordinate system,
the disturbing function that describes the perturbation on the
motion of an object withmass𝑚 due to themotion of another
mass𝑚 has the following general form (e.g., [15, p. 228]):

𝑅 =

𝜇


Δ

− 𝜇
 r ⋅ r

𝑟
3
, (3)

where 𝜇 = G𝑚 with the gravitational constant G, r is the
position vector of the mass 𝑚 with respect to the central
body, r is the position vector of the mass 𝑚 with respect
to the central body, and Δ = |r − r|. In what follows
we will consider only the first term of the right-hand side
of (3) which is often referred to as the direct part. The
second term is called the indirect part. As is well known, the
indirect part makes no contribution to long-term dynamics
of the system because it vanishes after the double averaging
procedure, unless nonnegligiblemeanmotion resonances are
at work and we cannot simply employ the double averaging
procedure.

When designating 𝑆 as the angle between the vectors r
and r, it is also well known that 1/Δ on the right-hand side
of (3) can be expanded using the Legendre polynomials 𝑃𝑗 as

1

Δ

=

1

𝑟


∞

∑

𝑗=0

(

𝑟

𝑟

)

𝑗

𝑃𝑗 (cos 𝑆) , (4)

when 𝑟 < 𝑟 (i.e., the inner case), and

1

Δ

=

1

𝑟

∞

∑

𝑗=0

(

𝑟


𝑟

)

𝑗

𝑃𝑗 (cos 𝑆) , (5)

when 𝑟 > 𝑟 (i.e., the outer case). Once again, it is well known
that the terms of 𝑗 = 0 and 𝑗 = 1 in (4) and (5) do not
contribute to secular motion of the bodies, as they will vanish
or become constant after the double averaging procedure.
Hence in the remaining part of this paperwewill just consider
terms with 𝑗 ≥ 2 in (4) and (5).

Readers find the expressions of the disturbing functions
(3), (4), and (5) and their derivations in many textbooks
such as Brouwer and Clemence [16], Danby [17], or Murray

180 New Frontiers in Astronomy



P

m

S

r

m


r − r

r

(a)

m2

m1

r1

S12

r2

m0

G

(b)

Figure 1: A schematic illustration of the three-body configuration considered here in two kinds of coordinate. (a) Relative coordinate. Both
the vectors r and r originates from the central mass denoted as 𝑃. (b) Jacobi coordinate. The vector r1 is originated from the primary mass
(𝑚0), and the vector r2 is originated from the barycenter of the primary mass and the secondary mass (𝑚1) denoted as 𝐺.

and Dermott [15]. In the inner case, the direct part of the
disturbing function 𝜇


/Δ can be derived also in a more

general way. Consider a general three-body systemwith three
masses: primary𝑚0, secondary𝑚1, and tertiary𝑚2. Now we
use the Jacobi coordinate (e.g., [18]): measuring𝑚1’s position
vector r1 from 𝑚0, measuring 𝑚2’s position vector r2 from
the barycenter of 𝑚0 and 𝑚1, and 𝑆12 is the angle between
the vectors r1 and r2. Naturally r1 and r2 have different
origins, and the angle 𝑆12 is different from 𝑆 in general (see
Figure 1(b)). We assume 𝑟1 < 𝑟2. In this coordinate system,
the equations of motion of 𝑚1 and 𝑚2 become (see [16, 19],
for detailed derivation)

�̃�1

𝑑
2r1
𝑑𝑡
2
=

𝜕𝐹

𝜕r1
,

�̃�2

𝑑
2r2
𝑑𝑡
2
=

𝜕𝐹

𝜕r2
,

(6)

where

�̃�1 =
𝑚0𝑚1

𝑚0 + 𝑚1

,

�̃�2 =
(𝑚0 + 𝑚1)𝑚2

𝑚0 + 𝑚1 + 𝑚2

(7)

are reducedmasses used in the Jacobi coordinate system (e.g.,
[20, 21]), and 𝐹 is the common force function

𝐹 = G[

[

𝑚0𝑚1

𝑟1

+

(𝑚0 + 𝑚1)𝑚2

𝑟2

+

1

𝑟2

∞

∑

𝑗=2

𝑀𝑗 (
𝑟1

𝑟2

)

𝑗

𝑃𝑗 (cos 𝑆12)]

]

,

(8)

where

𝑀𝑗 =

𝑚0𝑚1𝑚2 (𝑚
𝑗−1

0 − (−𝑚1)
𝑗−1
)

(𝑚0 + 𝑚1)
𝑗

(9)

is the mass factor. Using the force function 𝐹, this system can
be written in a canonical form governed by aHamiltonian. By
expressing 𝑎1 and 𝑎2 as the semimajor axis of the orbits of the
secondary and the tertiary (e.g., [22–25]), theHamiltonianH
becomes

H =

G𝑚0𝑚1

2𝑎1

+

G (𝑚0 + 𝑚1)𝑚2

2𝑎2

+

G

𝑟2

∞

∑

𝑗=2

𝑀𝑗 (
𝑟1

𝑟2

)

𝑗

𝑃𝑗 (cos 𝑆12) .
(10)

The first and the second terms of H in (10) drive
the Keplerian motion of the secondary and tertiary mass,
respectively. Note that the third term which represents the
mutual interaction of the secondary and the tertiary does
not include terms of 𝑗 = 0 or 𝑗 = 1. This is a typical
consequence of the use of the Jacobi coordinate that separates
the motions of three bodies into two separate binaries and
their interactions by a single infinite series.

Now, let us think about the limit where 𝑚1 is infinitesi-
mally small; this would correspond to the inner R3BP. In this
case, we divide the force function 𝐹 in (8) by �̃�1 in (7) for
normalization by mass before taking the limit.Then the third
term of 𝐹 becomes

𝐹3rd
�̃�1

=

G𝑚2
𝑟2

∞

∑

𝑗=2

𝑚
𝑗−1

0 − (−𝑚1)
𝑗−1

(𝑚0 + 𝑚1)
𝑗−1

(

𝑟1

𝑟2

)

𝑗

𝑃𝑗 (cos 𝑆12) . (11)
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Nowwe take the limit of𝑚1 → 0, and the position of𝐺 in
Figure 1(b) gets overlapped with the position of 𝑚0. Thus we
can replace r1 for r, r2 for r, 𝑆12 for 𝑆, and𝑚2 for𝑚 and will
end up with an expression equivalent to the direct part of the
disturbing function 𝑅 of the inner case written in the relative
coordinate (4).

On the other hand, deriving the form of the disturbing
function of the outer case written in the relative coordinate
(5) by taking the mass-less limit (𝑚2 → 0) of Hamiltonian
(10) is difficult, if not impossible. In the outer case, the origin
of the position vector of the tertiary (r2) is the barycenter of
the primary and secondary (𝐺 in Figure 1(b)). But 𝐺 would
not be overlapped with the position of the primary regardless
of the value of the tertiary’s mass 𝑚2, unless 𝑚1 → 0.
Therefore, in the present paper, we will not mention the
conversion of the general three-body Hamiltonian into the
outer disturbing function written in the relative coordinate.
In modern celestial mechanics, more and more methods
for expanding disturbing function without using the relative
coordinate are becoming available (e.g., [14, 26, 27]).

3. Doubly Averaged Disturbing
Function for CR3BP

3.1. General Form. From (3) and (4), the direct part of the
disturbing function for the inner CR3BP where 𝑟 = 𝑎



becomes as follows:

𝑅 =

𝜇


𝑎


∞

∑

𝑛=1

(

𝑟

𝑎

)

2𝑛

𝑃2𝑛 (cos 𝑆) , (12)

where we ignore the term of 𝑛 = 0. In (12) we also
ignore all the terms including the odd Legendre polynomials
(𝑃1, 𝑃3, 𝑃5, 𝑃7, 𝑃9, . . .) because they all vanish after the averag-
ing procedure using mean anomaly of the perturbing body.
Note that in the remaining part of this paper we will not
consider the indirect part of the disturbing function either,
as they do not have any secular dynamical contributions in
nonresonant systems.Therefore we just use the variable 𝑅 for
representing the entire part of the disturbing function.

Assuming there is no major resonant relationship
between themeanmotions of perturbed and perturbing bod-
ies, we now try to get the double average of 𝑅 (12) over mean
anomalies of both the bodies. Nonexistence of a resonant
relationshipmeans that themean anomalies of perturbed and
perturbing bodies (referred to as 𝑙 and 𝑙 in what follows)
are independent from each other. The procedure to carry out
double averaging of 𝑅 is straightforward as follows: Let us
pick up the 𝑛th term of 𝑅 and name it as 𝑅2𝑛. We have

𝑅2𝑛 =
𝜇


𝑎

(

𝑟

𝑎

)

2𝑛

𝑃2𝑛 (cos 𝑆) . (13)

First we average 𝑅2𝑛 by mean anomaly of the perturbing
body 𝑙, as

⟨𝑅2𝑛⟩𝑙
=

𝜇


𝑎

(

𝑟

𝑎

)

2𝑛

⟨𝑃2𝑛⟩𝑙
, (14)

where

⟨𝑃2𝑛⟩𝑙
=

1

2𝜋

∫

2𝜋

0
𝑃2𝑛 (cos 𝑆) 𝑑𝑙


. (15)

The angle 𝑆 is expressed by orbital angles through a
relationship (e.g., [3, Eq. (7) in p. 592])

cos 𝑆 = cos (𝑓 + 𝑔) cos (𝑓 + 𝑔)

+ cos 𝑖 sin (𝑓 + 𝑔) sin (𝑓 + 𝑔) ,
(16)

where 𝑓, 𝑓 are true anomalies of the perturbed and perturb-
ing bodies, 𝑔, 𝑔 are arguments of pericenter of the perturbed
and perturbing bodies, and 𝑖 is their mutual inclination
measured at the node of the two orbits. We choose the orbital
plane of the perturbing body as a reference plane for the
entire system, and then 𝑔 and 𝑔 can be measured from the
mutual node. Note that 𝑔 is not actually defined in CR3BP.
Therefore, in (16) we regard 𝑓 + 𝑔 as a single, fast-moving
variable when we carry out averaging of (15). Practically, we
can simply replace ∫𝑑𝑙 for ∫𝑑𝑓 in the discussion here.

To obtain ⟨𝑃2𝑛⟩𝑙 of (15), we calculate the average of cos
2𝑛
𝑆

by 𝑙 as

⟨cos2𝑛𝑆⟩
𝑙
=

1

2𝜋

∫

2𝜋

0
cos2𝑛𝑆 𝑑𝑙. (17)

Then we average ⟨𝑅2𝑛⟩𝑙 of (14) by mean anomaly of the
perturbed body 𝑙, as

⟨⟨𝑅2𝑛⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

2𝑛
1

2𝜋

∫

2𝜋

0
(

𝑟

𝑎

)

2𝑛

⟨𝑃2𝑛⟩𝑙
𝑑𝑙. (18)

If we switch the integration variable from 𝑙 to eccentric
anomaly 𝑢, (18) becomes

⟨⟨𝑅2𝑛⟩𝑙
⟩
𝑙

=

𝜇


𝑎

(

𝑎

𝑎

)

2𝑛
1

2𝜋

∫

2𝜋

0
(1 − 𝑒 cos 𝑢)2𝑛+1 ⟨𝑃2𝑛⟩𝑙 𝑑𝑢.

(19)

We can obtain the doubly averaged disturbing function
for the outer CR3BP in the same way as above. From (3) and
(5), the direct part of the disturbing function 𝑅 for the outer
CR3BP becomes as follows:

𝑅

=

𝜇


𝑟

∞

∑

𝑛=1

(

𝑎


𝑟

)

2𝑛

𝑃2𝑛 (cos 𝑆) . (20)

Note that our definition of 1/Δ for the outer case (5),
hence also in (20), may be different from what is seen in
conventional textbooks (e.g., [15, Eq. (6.22) in p. 229]): Roles
of the dashed quantities (𝑟, 𝜇) may be the opposite. This
difference comes from the fact that conventional textbooks
always assume 𝑟/𝑟 < 1, while we assume 𝑟/𝑟 > 1 for the
outer problem.This is because wemake it a rule to always use
dash () for the quantities of perturbing body, whether it is
located inside or outside the perturbed body.

Similar to the procedures that we went through for
the inner CR3BP, we again assume that there is no major
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resonant relationship between mean motions of perturbed
and perturbing bodies in the outer CR3BP. We then try to
get the double average of 𝑅 over mean anomalies of both the
bodies. Let us pick the 𝑛th term of 𝑅 in (20) and name it 𝑅2𝑛.
We have

𝑅

2𝑛 =

𝜇


𝑟

(

𝑎


𝑟

)

2𝑛

𝑃2𝑛 (cos 𝑆) . (21)

First we average 𝑅2𝑛 by mean anomaly of the perturbing
body 𝑙, as

⟨𝑅

2𝑛⟩𝑙

=

𝜇


𝑟

(

𝑎


𝑟

)

2𝑛

⟨𝑃2𝑛⟩𝑙
, (22)

where ⟨𝑃2𝑛⟩𝑙 is already defined in (15).
Then we average ⟨𝑅2𝑛⟩𝑙 in (22) by mean anomaly of the

perturbed body 𝑙, as

⟨⟨𝑅

2𝑛⟩𝑙

⟩
𝑙

=

𝜇


𝑎

(

𝑎


𝑎

)

2𝑛+1
1

2𝜋

∫

2𝜋

0
(

𝑎

𝑟

)

2𝑛+1

⟨𝑃2𝑛⟩𝑙
𝑑𝑙.

(23)

If we switch the integration variable from 𝑙 to true
anomaly 𝑓, (23) becomes

⟨⟨𝑅

2𝑛⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

2𝑛+1
(1 − 𝑒

2
)

−2𝑛+1/2

2𝜋

⋅ ∫

2𝜋

0
(1 + 𝑒 cos𝑓)2𝑛−1 ⟨𝑃2𝑛⟩𝑙 𝑑𝑓.

(24)

Note that ⟨⟨𝑅2𝑛⟩𝑙⟩𝑙 has the order of 𝑂(𝛼
2𝑛+1

) as in (23)
and (24), not 𝑂(𝛼2𝑛).

In Sections 3.2 to 3.8 we show the expressions of ⟨cos2𝑛𝑆⟩𝑙
in (17), ⟨𝑃2𝑛⟩𝑙 in (15), the Legendre polynomial 𝑃2𝑛(𝑥) in its
original form, ⟨⟨𝑅2𝑛⟩𝑙⟩𝑙 in (19), and ⟨⟨𝑅


2𝑛⟩𝑙⟩𝑙 in (24) for 2𝑛 =

2, 4, 6, 8, 10, 12, 14. We used Maple� for algebraic manipu-
lation to obtain the series of expressions. Note that in what
follows we use sin 𝑖 instead of cos 𝑖 because it generally makes
the formulas simpler. For this reason, some of the expressions
look apparently different from what was presented in the
previous literature in spite of their equivalence.

3.2. 2𝑛 = 2. At this order, the corresponding component of
the disturbing function for the inner problem 𝑅2 is of 𝑂(𝛼

2
),

and that for the outer problem 𝑅

2 is of 𝑂(𝛼

3
).

We just describe the resulting expressions of the expan-
sion as follows: Let us emphasize again that the dashed
quantities such as 𝜇 and 𝑎 are those of the perturbing body,

whether its orbit is located inside or outside of the orbit of the
perturbed body.

⟨cos2𝑆⟩
𝑙
=

1

4

sin2𝑖 cos 2 (𝑓 + 𝑔) − 1
4

sin2𝑖 + 1
2

, (25)

𝑃2 (𝑥) =
3

2

𝑥
2
−

1

2

, (26)

⟨𝑃2⟩𝑙
=

3

8

sin2𝑖 cos 2 (𝑓 + 𝑔) − 3
8

sin2𝑖 + 1
4

, (27)

⟨⟨𝑅2⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

2

⋅ [

15

16

𝑒
2sin2𝑖 cos 2𝑔 − 1

16

(3𝑒
2
+ 2) (3 sin2𝑖 − 2)] ,

(28)

⟨⟨𝑅

2⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

3

(1 − 𝑒
2
)

−3/2
[−

3

8

sin2𝑖 + 1
4

] . (29)

The expression in (28) shows the leading term of the
doubly averaged disturbing function that causes the classical
(circular) Lidov–Kozai cycle in the inner CR3BP that we have
often seen in the previous literature. Meanwhile, the expres-
sion in (29) shows the leading term of the doubly averaged
disturbing function for the outer CR3BP, but somehow we do
not see it often. We should note that the leading term of the
doubly averaged disturbing function for the outer problem
(29) does not contain dependence on 𝑔.The 𝑔-dependence in
the doubly averaged outer CR3BP first shows up in the next
order: 2𝑛 = 4.This is why the Lidov–Kozaimechanism for the
outer CR3BP is more subtle than the inner one, particularly
when 𝛼 is small, and perhaps this is why we rarely see the
expression in the literature.

3.3. 2𝑛 = 4. At this order, the corresponding component of
the disturbing function for the inner problem 𝑅4 is of 𝑂(𝛼

4
),

and that for the outer problem 𝑅

4 is of 𝑂(𝛼

5
).

⟨cos4𝑆⟩
𝑙
=

3

64

sin4𝑖 cos 4 (𝑓 + 𝑔) − 3

16

sin2𝑖 (sin2𝑖

− 2) cos 2 (𝑓 + 𝑔) + 9

64

sin4𝑖 − 3
8

sin2𝑖 + 3
8

,

(30)

𝑃4 (𝑥) =
35

8

𝑥
4
−

15

4

𝑥
2
+

3

8

, (31)

⟨𝑃4⟩𝑙
=

105

512

sin4𝑖 cos 4 (𝑓 + 𝑔) − 15

128

sin2𝑖 (7 sin2𝑖

− 6) cos 2 (𝑓 + 𝑔) + 315
512

sin4𝑖 − 45
64

sin2𝑖 + 9

64

,

(32)

⟨⟨𝑅4⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

4

[

6615

4096

𝑒
4sin4𝑖 cos 4𝑔 − 315

1024

𝑒
2

⋅ sin2𝑖 (𝑒2 + 2) (7 sin2𝑖 − 6) cos 2𝑔

+

9

4096

(15𝑒
4
+ 40𝑒
2
+ 8)

⋅ (35 sin4𝑖 + 40 sin2𝑖 + 8)] ,

(33)
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⟨⟨𝑅

4⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

5

(1 − 𝑒
2
)

−7/2
[−

45

512

𝑒
2sin2𝑖

⋅ (7 sin2𝑖 − 6) cos 2𝑔 + 9

1024

(3𝑒
2
+ 2)

⋅ (35 sin4𝑖 − 40 sin2𝑖 + 8)] .

(34)

Note that we now see the 𝑔-dependence of the doubly
averaged disturbing function for the outer CR3BP in the
expression of (34).

3.4. 2𝑛 = 6. At this order, the corresponding component of
the disturbing function for the inner problem 𝑅6 is of 𝑂(𝛼

6
),

and that for the outer problem 𝑅

6 is of 𝑂(𝛼

7
).

⟨cos6𝑆⟩
𝑙
=

5

512

sin6𝑖 cos 6 (𝑓 + 𝑔) − 15

256

sin4𝑖 (sin2𝑖

− 2) cos 4 (𝑓 + 𝑔) + 15

512

sin2𝑖 (5 sin4𝑖 − 16 sin2𝑖

+ 16) cos 2 (𝑓 + 𝑔) − 5

256

(sin2𝑖 − 2) (5 sin4𝑖 − 8

⋅ sin2𝑖 + 8) ,

(35)

𝑃6 (𝑥) =
231

16

𝑥
6
−

315

16

𝑥
4
+

105

16

𝑥
2
−

5

16

, (36)

⟨𝑃6⟩𝑙
=

1155

8192

sin6𝑖 cos 6 (𝑓 + 𝑔) − 315

4096

sin4𝑖 (11

⋅ sin2𝑖 − 10) cos 4 (𝑓 + 𝑔) + 525

8192

sin2𝑖 (33 sin4𝑖

− 48 sin2𝑖 + 16) cos 2 (𝑓 + 𝑔) − 5775
4096

sin6𝑖 + 4725
2048

⋅ sin4𝑖 − 525
512

sin2𝑖 + 25

256

,

(37)

⟨⟨𝑅6⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

6

[

495495

131072

𝑒
6sin6𝑖 cos 6𝑔

−

10395

65536

𝑒
4sin4𝑖 (3𝑒2 + 10) (11 sin2𝑖 − 10) cos 4𝑔

+

1575

131072

𝑒
2sin2𝑖 (15𝑒4 + 80𝑒2 + 48)

⋅ (33 sin4𝑖 − 48 sin2𝑖 + 16) cos 2𝑔

−

25

65536

(35𝑒
6
+ 210𝑒

4
+ 168𝑒

2
+ 16)

⋅ (231 sin6𝑖 − 378 sin4𝑖 + 168 sin2𝑖 − 16)] ,

(38)

⟨⟨𝑅

6⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

7

(1 − 𝑒
2
)

−11/2
[−

1575

65536

𝑒
4sin4𝑖

⋅ (11 sin2𝑖 − 10) cos 4𝑔 + 2625

32768

𝑒
2sin2𝑖 (𝑒2 + 2)

⋅ (33 sin4𝑖 − 48 sin2𝑖 + 16) cos 2𝑔

−

25

32768

(15𝑒
4
+ 40𝑒
2
+ 8)

⋅ (231 sin6𝑖 − 378 sin4𝑖 + 168 sin2𝑖 − 16)] .

(39)

3.5. 2𝑛 = 8. At this order, the corresponding component of
the disturbing function for the inner problem 𝑅8 is of 𝑂(𝛼

8
),

and that for the outer problem 𝑅

8 is of 𝑂(𝛼

9
).

⟨cos8𝑆⟩
𝑙
=

35

16384

sin8𝑖 cos 8 (𝑓 + 𝑔) − 35

2048

sin6𝑖

⋅ (sin2𝑖 − 2) cos 6 (𝑓 + 𝑔) + 35

4096

sin4𝑖 (7 sin4𝑖

− 24 sin2𝑖 + 24) cos 4 (𝑓 + 𝑔) − 35

2048

sin2𝑖 (sin2𝑖

− 2) (7 sin4𝑖 − 16 sin2𝑖 + 16) cos 2 (𝑓 + 𝑔)

+

1225

16384

sin8𝑖 − 175
512

sin6𝑖 + 315
512

sin4𝑖 − 35
64

sin2𝑖

+

35

128

,

(40)

𝑃8 (𝑥) =
6435

128

𝑥
8
−

3003

32

𝑥
6
+

3465

64

𝑥
4
−

315

32

𝑥
2

+

35

128

,

(41)

⟨𝑃8⟩𝑙
=

225225

2097152

sin8𝑖 cos 8 (𝑓 + 𝑔) − 15015

262144

sin6𝑖

⋅ (15 sin2𝑖 − 14) cos 6 (𝑓 + 𝑔) + 24255

524288

sin4𝑖 (65

⋅ sin4𝑖 − 104 sin2𝑖 + 40) cos 4 (𝑓 + 𝑔) − 11025

262144

⋅ sin2𝑖 (143 sin6𝑖 − 286 sin4𝑖 + 176 sin2𝑖 − 32)

⋅ cos 2 (𝑓 + 𝑔) + 7882875
2097152

sin8𝑖 − 525525
65536

sin6𝑖

+

363825

65536

sin4𝑖 − 11025
8192

sin2𝑖 + 1225

16384

,

(42)

⟨⟨𝑅8⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

8

[

2737609875

268435456

𝑒
8sin8𝑖 cos 8𝑔

−

10735725

33554432

𝑒
6sin6𝑖 (3𝑒2 + 14) (15 sin2𝑖 − 14)

⋅ cos 6𝑔 + 17342325
67108864

𝑒
4sin4𝑖 (𝑒4 + 8𝑒2 + 8) (65 sin4𝑖

− 104 sin2𝑖 + 40) cos 4𝑔 − 606375

33554432

𝑒
2sin2𝑖 (7𝑒6

+ 70𝑒
4
+ 112𝑒

2
+ 32) (143 sin6𝑖 − 286 sin4𝑖
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+ 176 sin2𝑖 − 32) cos 2𝑔 + 1225

268435456

(315𝑒
8

+ 3360𝑒
6
+ 6048𝑒

4
+ 2304𝑒

2
+ 128) (6435 sin8𝑖

− 13728 sin6𝑖 + 9504 sin4𝑖 − 2304 sin2𝑖 + 128)] ,

(43)

⟨⟨𝑅

8⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

9

(1 − 𝑒
2
)

−15/2
[−

105105

16777216

𝑒
6

⋅ sin6𝑖 (15 sin2𝑖 − 14) cos 6𝑔 + 169785

16777216

𝑒
4sin4𝑖

⋅ (3𝑒
2
+ 10) (65 sin4𝑖 − 104 sin2𝑖 + 40) cos 4𝑔

−

77175

16777216

𝑒
2sin2𝑖 (15𝑒4 + 80𝑒2 + 48) (143 sin6𝑖

− 286 sin4𝑖 + 176 sin2𝑖 − 32) cos 2𝑔

+

1225

33554432

(35𝑒
6
+ 210𝑒

4
+ 168𝑒

2
+ 16)

⋅ (6435 sin8𝑖 − 13728 sin6𝑖 + 9504 sin4𝑖

− 2304 sin2𝑖 + 128)] .

(44)

3.6. 2𝑛 = 10. At this order, the corresponding component of
the disturbing function for the inner problem𝑅10 is of𝑂(𝛼

10
),

and that for the outer problem 𝑅

10 is of 𝑂(𝛼

11
).

⟨cos10𝑆⟩
𝑙
=

63

131072

sin10𝑖 cos 10 (𝑓 + 𝑔) − 315

65536

⋅ sin8𝑖 (sin2𝑖 − 2) cos 8 (𝑓 + 𝑔) + 315

131072

sin6𝑖 (9

⋅ sin4𝑖 − 32 sin2𝑖 + 32) cos 6 (𝑓 + 𝑔) − 315

16384

sin4𝑖

⋅ (sin2𝑖 − 2) (3 sin4𝑖 − 8 sin2𝑖 + 8) cos 4 (𝑓 + 𝑔)

+

315

65536

sin2𝑖 (21 sin8𝑖 − 112 sin6𝑖 + 240 sin4𝑖

− 256 sin2𝑖 + 128) cos 2 (𝑓 + 𝑔) − 63

65536

(sin2𝑖

− 2) (63 sin8𝑖 − 224 sin6𝑖 + 352 sin4𝑖 − 256 sin2𝑖

+ 128) ,

(45)

𝑃10 (𝑥) =
46189

256

𝑥
10
−

109395

256

𝑥
8
+

45045

128

𝑥
6

−

15015

128

𝑥
4
+

3465

256

𝑥
2
−

63

256

,

(46)

⟨𝑃10⟩𝑙
=

2909907

33554432

sin10𝑖 cos 10 (𝑓 + 𝑔)

−

765765

16777216

sin8𝑖 (19 sin2𝑖 − 18) cos 8 (𝑓 + 𝑔)

+

405405

33554432

sin6𝑖 (323 sin4𝑖 − 544 sin2𝑖 + 224)

⋅ cos 6 (𝑓 + 𝑔) − 135135

4194304

sin4𝑖 (323 sin6𝑖 − 714

⋅ sin4𝑖 + 504 sin2𝑖 − 112) cos 4 (𝑓 + 𝑔)

+

72765

16777216

sin2𝑖 (4199 sin8𝑖 − 10608 sin6𝑖 + 9360

⋅ sin4𝑖 − 3328 sin2𝑖 + 384) cos 2 (𝑓 + 𝑔)

−

183324141

16777216

sin10𝑖 + 241215975
8388608

sin8𝑖

−

14189175

524288

sin6𝑖 + 2837835
262144

sin4𝑖 − 218295
131072

sin2𝑖

+

3969

65536

,

(47)

⟨⟨𝑅10⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

10

[

256592689353

8589934592

𝑒
10sin10𝑖

⋅ cos 10𝑔 − 9646341705
4294967296

𝑒
8sin8𝑖 (𝑒2 + 6) (19 sin2𝑖

− 18) cos 8𝑔 + 89594505

8589934592

𝑒
6sin6𝑖 (15𝑒4 + 160𝑒2

+ 224) (323 sin4𝑖 − 544 sin2𝑖 + 224) cos 6𝑔

−

36891855

1073741824

𝑒
4sin4𝑖 (5𝑒6 + 70𝑒4 + 168𝑒2 + 80)

⋅ (323 sin6𝑖 − 714 sin4𝑖 + 504 sin2𝑖 − 112) cos 4𝑔

+

2837835

4294967296

𝑒
2sin2𝑖 (21𝑒8 + 336𝑒6 + 1008𝑒4

+ 768𝑒
2
+ 128) (4199 sin8𝑖 − 10608 sin6𝑖

+ 9360 sin4𝑖 − 3328 sin2𝑖 + 384) cos 2𝑔

−

3969

4294967296

(693𝑒
10
+ 11550e8 + 36960𝑒6

+ 31680𝑒
4
+ 7040𝑒

2
+ 256) (46189 sin10𝑖

− 121550 sin8𝑖 + 114400 sin6𝑖 − 45760 sin4𝑖

+ 7040 sin2𝑖 − 256)] ,

(48)

⟨⟨𝑅

10⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

11

(1 − 𝑒
2
)

−19/2

⋅ [−

6891885

4294967296

𝑒
8sin8𝑖 (19 sin2𝑖 − 18) cos 8𝑔

+

1216215

1073741824

𝑒
6sin6𝑖 (3𝑒2 + 14) (323 sin4𝑖
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− 544 sin2𝑖 + 224) cos 6𝑔 − 8513505

268435456

𝑒
4sin4𝑖 (𝑒4

+ 8𝑒
2
+ 8) (323 sin6𝑖 − 714 sin4𝑖 + 504 sin2𝑖

− 112) cos 4𝑔 + 654885

536870912

𝑒
2sin2𝑖 (7𝑒6 + 70𝑒4

+ 112𝑒
2
+ 32) (4199 sin8𝑖 − 10608 sin6𝑖

+ 9360 sin4𝑖 − 3328 sin2𝑖 + 384) cos 2𝑔

−

3969

2147483648

(315𝑒
8
+ 3360𝑒

6
+ 6048𝑒

4

+ 2304𝑒
2
+ 128) (46189 sin10𝑖 − 121550 sin8𝑖

+ 114400 sin6𝑖 − 45760 sin4𝑖 + 7040 sin2𝑖

− 256)] .

(49)

3.7. 2𝑛 = 12. At this order, the corresponding component of
the disturbing function for the inner problem𝑅12 is of𝑂(𝛼

12
),

and that for the outer problem 𝑅

12 is of 𝑂(𝛼

13
).

⟨cos12𝑆⟩
𝑙
=

231

2097152

sin12𝑖 cos 12 (𝑓 + 𝑔) − 693

524288

⋅ sin10𝑖 (sin2𝑖 − 2) cos 10 (𝑓 + 𝑔) + 693

1048576

sin8𝑖

⋅ (11 sin4𝑖 − 40 sin2𝑖 + 40) cos 8 (𝑓 + 𝑔) − 1155

524288

⋅ sin6𝑖 (sin2𝑖 − 2) (11 sin4𝑖 − 32 sin2𝑖 + 32) cos 6 (𝑓

+ 𝑔) +

3465

2097152

sin4𝑖 (33 sin8𝑖 − 192 sin6𝑖 + 448

⋅ sin4𝑖 − 512 sin2𝑖 + 256) cos 4 (𝑓 + 𝑔) − 693

262144

⋅ sin2𝑖 (sin2𝑖 − 2) (33 sin8𝑖 − 144 sin6𝑖 + 272 sin4𝑖

− 256 sin2𝑖 + 128) cos 2 (𝑓 + 𝑔) + 53361

1048576

sin12𝑖

−

43659

131072

sin10𝑖 + 121275
131072

sin8𝑖 − 5775
4096

sin6𝑖

+

10395

8192

sin4𝑖 − 693

1024

sin2𝑖 + 231

1024

,

𝑃12 (𝑥) =
676039

1024

𝑥
12
−

969969

512

𝑥
10
+

2078505

1024

𝑥
8

−

255255

256

𝑥
6
+

225225

1024

𝑥
4
−

9009

512

𝑥
2
+

231

1024

,

⟨𝑃12⟩𝑙
=

156165009

2147483648

sin12𝑖 cos 12 (𝑓 + 𝑔)

−

20369349

536870912

sin10𝑖 (23 sin2𝑖 − 22) cos 10 (𝑓 + 𝑔)

+

32008977

1073741824

sin8𝑖 (161 sin4𝑖 − 280 sin2𝑖 + 120)

⋅ cos 8 (𝑓 + 𝑔) − 2807805

536870912

sin6𝑖 (3059 sin6𝑖

− 7182 sin4𝑖 + 5472 sin2𝑖 − 1344) cos 6 (𝑓 + 𝑔)

+

10405395

2147483648

sin4𝑖 (7429 sin8𝑖 − 20672 sin6𝑖

+ 20672 sin4𝑖 − 8704 sin2𝑖 + 1280) cos 4 (𝑓 + 𝑔)

−

2081079

268435456

sin2𝑖 (7429 sin10𝑖 − 22610 sin8𝑖

+ 25840 sin6𝑖 − 13600 sin4𝑖 + 3200 sin2𝑖 − 256)

⋅ cos 2 (𝑓 + 𝑔) + 36074117079
1073741824

sin12𝑖

−

14115958857

134217728

sin10𝑖 + 16804712925
134217728

sin8𝑖

−

294819525

4194304

sin6𝑖 + 156080925
8388608

sin4𝑖 − 2081079
1048576

⋅ sin2𝑖 + 53361

1048576

,

⟨⟨𝑅12⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

12

[

203026224075675

2199023255552

𝑒
12sin12𝑖

⋅ cos 12𝑔 − 1059267256047
549755813888

𝑒
10sin10𝑖 (3𝑒2 + 22)

⋅ (23 sin2𝑖 − 22) cos 10𝑔 + 361861484985

1099511627776

𝑒
8sin8𝑖

⋅ (3𝑒
4
+ 40𝑒
2
+ 72) (161 sin4𝑖 − 280 sin2𝑖 + 120)

⋅ cos 8𝑔 − 6348447105

549755813888

𝑒
6sin6𝑖 (5𝑒6 + 90𝑒4

+ 288𝑒
2
+ 192) (3059 sin6𝑖 − 7182 sin4𝑖

+ 5472 sin2𝑖 − 1344) cos 6𝑔 + 1238242005

2199023255552

𝑒
4

⋅ sin4𝑖 (45𝑒8 + 960𝑒6 + 4032𝑒4 + 4608𝑒2 + 1280)

⋅ (7429 sin8𝑖 − 20672 sin6𝑖 + 20672 sin4𝑖

− 8704 sin2𝑖 + 1280) cos 4𝑔 − 72837765

274877906944

𝑒
2

⋅ sin2𝑖 (99𝑒10 + 2310𝑒8 + 11088𝑒6 + 15840𝑒4

+ 7040𝑒
2
+ 768) (7429 sin10𝑖 − 22610 sin8𝑖

+ 25840 sin6𝑖 − 13600 sin4𝑖 + 3200 sin2𝑖 − 256)

⋅ cos 2𝑔 + 53361

1099511627776

(3003𝑒
12
+ 72072𝑒

10

+ 360360𝑒
8
+ 549120𝑒

6
+ 274560𝑒

4
+ 39936𝑒

2
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+ 1024) (676039 sin12𝑖 − 2116296 sin10𝑖

+ 2519400 sin8𝑖 − 1414400 sin6𝑖 + 374400 sin4𝑖

− 39936 sin2𝑖 + 1024)] ,

⟨⟨𝑅

12⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

13

(1 − 𝑒
2
)

−23/2

⋅ [−

224062839

549755813888

𝑒
10sin10𝑖 (23 sin2𝑖 − 22) cos 10𝑔

+

1760493735

549755813888

𝑒
8sin8𝑖 (𝑒2 + 6) (161 sin4𝑖

− 280 sin2𝑖 + 120) cos 8𝑔 − 92657565

549755813888

𝑒
6sin6𝑖

⋅ (15𝑒
4
+ 160𝑒

2
+ 224) (3059 sin6𝑖 − 7182 sin4𝑖

+ 5472 sin2𝑖 − 1344) cos 6𝑔 + 343378035

274877906944

𝑒
4

⋅ sin4𝑖 (5𝑒6 + 70𝑒4 + 168𝑒2 + 80) (7429 sin8𝑖

− 20672 sin6𝑖 + 20672 sin4𝑖 − 8704 sin2𝑖 + 1280)

⋅ cos 4𝑔 − 114459345

137438953472

𝑒
2sin2𝑖 (21𝑒8 + 336𝑒6

+ 1008𝑒
4
+ 768𝑒

2
+ 128) (7429 sin10𝑖

− 22610 sin8𝑖 + 25840 sin6𝑖 − 13600 sin4𝑖

+ 3200 sin2𝑖 − 256) cos 2𝑔

+

53361

274877906944

(693𝑒
10
+ 11550𝑒

8
+ 36960𝑒

6

+ 31680𝑒
4
+ 7040𝑒

2
+ 256) (676039 sin12𝑖

− 2116296 sin10𝑖 + 2519400 sin8𝑖 − 1414400 sin6𝑖

+ 374400 sin4𝑖 − 39936 sin2𝑖 + 1024)] .

(50)

3.8. 2𝑛 = 14. At this order, the corresponding component of
the disturbing function for the inner problem𝑅14 is of𝑂(𝛼

14
),

and that for the outer problem 𝑅

14 is of 𝑂(𝛼

15
).

⟨cos14𝑆⟩
𝑙
=

429

16777216

sin14𝑖 cos 14 (𝑓 + 𝑔)

−

3003

8388608

sin12𝑖 (sin2𝑖 − 2) cos 12 (𝑓 + 𝑔)

+

3003

16777216

sin10𝑖 (13 sin4𝑖 − 48 sin2𝑖 + 48)

⋅ cos 10 (𝑓 + 𝑔) − 3003

4194304

sin8𝑖 (sin2𝑖 − 2) (13

⋅ sin4𝑖 − 40 sin2𝑖 + 40) cos 8 (𝑓 + 𝑔) + 3003

16777216

⋅ sin6𝑖 (143 sin8𝑖 − 880 sin6𝑖 + 2160 sin4𝑖 − 2560

⋅ sin2𝑖 + 1280) cos 6 (𝑓 + 𝑔) − 3003

8388608

sin4𝑖 (sin2𝑖

− 2) (143 sin8𝑖 − 704 sin6𝑖 + 1472 sin4𝑖 − 1536

⋅ sin2𝑖 + 768) cos 4 (𝑓 + 𝑔) + 3003

16777216

sin2𝑖 (429

⋅ sin12𝑖 − 3168 sin10𝑖 + 10080 sin8𝑖 − 17920 sin6𝑖

+ 19200 sin4𝑖 − 12288 sin2𝑖 + 4096) cos 2 (𝑓 + 𝑔)

−

429

4194304

(sin2𝑖 − 2) (429 sin12𝑖 − 2376 sin10𝑖

+ 5832 sin8𝑖 − 7936 sin6𝑖 + 6528 sin4𝑖 − 3072 sin2𝑖

+ 1024) ,

𝑃14 (𝑥) =
5014575

2048

𝑥
14
−

16900975

2048

𝑥
12
+

22309287

2048

⋅ 𝑥
10
−

14549535

2048

𝑥
8
+

4849845

2048

𝑥
6
−

765765

2048

𝑥
4

+

45045

2048

𝑥
2
−

429

2048

,

⟨𝑃14⟩𝑙
=

2151252675

34359738368

sin14𝑖 cos 14 (𝑓 + 𝑔)

−

557732175

17179869184

sin12𝑖 (27 sin2𝑖 − 26) cos 12 (𝑓 + 𝑔)

+

870062193

34359738368

sin10𝑖 (45 sin2𝑖 − 44) (5 sin2𝑖 − 4)

⋅ cos 10 (𝑓 + 𝑔) − 189143955

8589934592

sin8𝑖 (1035 sin6𝑖

− 2530 sin4𝑖 + 2024 sin2𝑖 − 528) cos 8 (𝑓 + 𝑔)

+

693527835

34359738368

sin6𝑖 (3105 sin8𝑖 − 9200 sin6𝑖

+ 9936 sin4𝑖 − 4608 sin2𝑖 + 768) cos 6 (𝑓 + 𝑔)

−

328513185

17179869184

sin4𝑖 (6555 sin10𝑖 − 21850 sin8𝑖

+ 27968 sin6𝑖 − 17024 sin4𝑖 + 4864 sin2𝑖 − 512)

⋅ cos 4 (𝑓 + 𝑔) + 19324305

34359738368

sin2𝑖 (334305 sin12𝑖

− 1188640 sin10𝑖 + 1664096 sin8𝑖 − 1157632 sin6𝑖

+ 413440 sin4𝑖 − 69632 sin2𝑖 + 4096) cos 2 (𝑓 + 𝑔)

−

922887397575

8589934592

sin14𝑖 + 1674869721525
4294967296

sin12𝑖
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−

602953099749

1073741824

sin10𝑖 + 218461268025
536870912

sin8𝑖

−

10402917525

67108864

sin6𝑖 + 985539555
33554432

sin4𝑖

−

19324305

8388608

sin2𝑖 + 184041

4194304

,

⟨⟨𝑅14⟩𝑙
⟩
𝑙
=

𝜇


𝑎

(

𝑎

𝑎

)

14

[

20856061239960375

70368744177664

𝑒
14

⋅ sin14𝑖 cos 14𝑔 − 186452654763375
35184372088832

𝑒
12sin12𝑖 (3𝑒2

+ 26) (27 sin2𝑖 − 26) cos 12𝑔 + 32318460158985
70368744177664

⋅ 𝑒
10sin10𝑖 (5𝑒4 + 80𝑒2 + 176) (45 sin2𝑖 − 44)

⋅ (5 sin2𝑖 − 4) cos 10𝑔 − 1405150441695

17592186044416

𝑒
8sin8𝑖

⋅ (7𝑒
6
+ 154𝑒

4
+ 616𝑒

2
+ 528) (1035 sin6𝑖

− 2530 sin4𝑖 + 2024 sin2𝑖 − 528) cos 8𝑔

+

672028472115

70368744177664

𝑒
6sin6𝑖 (21𝑒8 + 560𝑒6 + 3024𝑒4

+ 4608𝑒
2
+ 1792) (3105 sin8𝑖 − 9200 sin6𝑖

+ 9936 sin4𝑖 − 4608 sin2𝑖 + 768) cos 6𝑔

−

318329276265

35184372088832

𝑒
4sin4𝑖 (11𝑒10 + 330𝑒8

+ 2112𝑒
6
+ 4224𝑒

4
+ 2816𝑒

2
+ 512) (6555 sin10𝑖

− 21850 sin8𝑖 + 27968 sin6𝑖 − 17024 sin4𝑖

+ 4864 sin2𝑖 − 512) cos 4𝑔 + 328513185

70368744177664

𝑒
2

⋅ sin2𝑖 (429𝑒12 + 13728𝑒10 + 96096𝑒8 + 219648𝑒6

+ 183040𝑒
4
+ 53248𝑒

2
+ 4096) (334305 sin12𝑖

− 1188640 sin10𝑖 + 1664096 sin8𝑖 − 1157632 sin6𝑖

+ 413440 sin4𝑖 − 69632 sin2𝑖 + 4096) cos 2𝑔

−

184041

17592186044416

(6435𝑒
14
+ 210210𝑒

12

+ 1513512𝑒
10
+ 3603600𝑒

8
+ 3203200𝑒

6

+ 1048320𝑒
4
+ 107520𝑒

2
+ 2048) (5014575 sin14𝑖

− 18201050 sin12𝑖 + 26209512 sin10𝑖

− 18992400 sin8𝑖 + 7235200 sin6𝑖 − 1370880 sin4𝑖

+ 107520 sin2𝑖 − 2048)] ,

⟨⟨𝑅

14⟩𝑙

⟩
𝑙
=

𝜇


𝑎

(

𝑎


𝑎

)

15

(1 − 𝑒
2
)

−27/2

⋅ [−

7250518275

70368744177664

𝑒
12sin12𝑖 (27 sin2𝑖 − 26)

⋅ cos 12𝑔 + 11310808509

35184372088832

𝑒
10sin10𝑖 (3𝑒2 + 22)

⋅ (45 sin2𝑖 − 44) (5 sin2𝑖 − 4) cos 10𝑔

−

27047585565

17592186044416

𝑒
8sin8𝑖 (3𝑒4 + 40𝑒2 + 72)

⋅ (1035 sin6𝑖 − 2530 sin4𝑖 + 2024 sin2𝑖 − 528)

⋅ cos 8𝑔 + 99174480405

35184372088832

𝑒
6sin6𝑖 (5𝑒6 + 90𝑒4

+ 288𝑒
2
+ 192) (3105 sin8𝑖 − 9200 sin6𝑖

+ 9936 sin4𝑖 − 4608 sin2𝑖 + 768) cos 6𝑔

−

46977385455

70368744177664

𝑒
4sin4𝑖 (45𝑒8 + 960𝑒6 + 4032𝑒4

+ 4608𝑒
2
+ 1280) (6555 sin10𝑖 − 21850 sin8𝑖

+ 27968 sin6𝑖 − 17024 sin4𝑖 + 4864 sin2𝑖 − 512)

⋅ cos 4𝑔 + 251215965

17592186044416

𝑒
2sin2𝑖 (99𝑒10 + 2310𝑒8

+ 11088𝑒
6
+ 15840𝑒

4
+ 7040𝑒

2
+ 768)

⋅ (334305 sin12𝑖 − 1188640 sin10𝑖 + 1664096 sin8𝑖

− 1157632 sin6𝑖 + 413440 sin4𝑖 − 69632 sin2𝑖

+ 4096) cos 2𝑔 − 184041

8796093022208

(3003𝑒
12

+ 72072𝑒
10
+ 360360𝑒

8
+ 549120𝑒

6
+ 274560𝑒

4

+ 39936𝑒
2
+ 1024) (5014575 sin14𝑖

− 18201050 sin12𝑖 + 26209512 sin10𝑖

− 18992400 sin8𝑖 + 7235200 sin6𝑖 − 1370880 sin4𝑖

+ 107520 sin2𝑖 − 2048)] .

(51)

4. Comparison with Numerical Quadrature

To graphically show the validity of the high-order analytic
expansion of the doubly averaged disturbing function that
we have presented, let us carry out numerical quadrature
for comparison. The literal definition of the doubly averaged
disturbing function, particularly its direct part, becomes from
(3)
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⟨⟨𝑅⟩𝑙⟩𝑙
=

𝜇


4𝜋
2
∬

2𝜋

0

𝑑𝑙 𝑑𝑙


Δ

. (52)

Since the orbit of the perturbing body is circular in
CR3BP, we can turn the double integral of (52) into a single
integral using the complete elliptic integral of the first kind
(e.g., [28–30]). To compare the numerical quadrature result
with that from the analytic expansion of disturbing function,
we draw equipotential curves on the (𝑥, 𝑦) = (𝑒 cos𝑔, 𝑒 sin𝑔)
plane. Since 𝑔 is an angle that intrinsically rotates, use of
this polar-type coordinate is reasonable; therefore, it has
often been used in the previous literature (e.g., [31–33]).
All the numerical quadratures including the calculation of
elliptic integral presented in this section are achieved using
the functions implemented in GNU Scientific Library (GSL;
http://www.gnu.org/software/gsl/).

As mentioned, the doubly averaged CR3BP makes an
integrable system with just one degree of freedom. Then
the state of the system is determined by just two constant
parameters: 𝛼 (or 𝛼) and (square of) normalized vertical
component of the perturbed body’s angular momentum 𝑘

2

defined as (e.g., [2, 34–37])

𝑘
2
= (1 − 𝑒

2
) cos2𝑖. (53)

We selected several combinations of (𝛼, 𝑘2) and drew
equipotential curves using the analytically expanded doubly
averaged disturbing function, as well as using the numerical
quadrature (Figure 2). Note that from the definition of (53),
the theoretical largest value of 𝑒 is achieved when cos 𝑖 = 1

as 𝑒max = √1 − 𝑘
2. Similarly, the theoretical smallest value of

cos 𝑖 is achieved when 𝑒 = 0 as | cos 𝑖|min = 𝑘.
Figures 2(a) and 2(b) are for the inner case, and Figures

2(c)–2(f) are for the outer case. In each panel of Figure 2, the
partial circle with red represents a line where the orbits of
perturbed and perturbing bodies cross at the ascending node
of the perturbed body. The partial circle with blue represents
a line where the orbits of perturbed and perturbing bodies
cross at the descending node of the perturbed body. These
two circles are functions just of 𝑎 and 𝑎 (i.e., functions of 𝛼),
and the relationship between 𝑎, 𝑒, 𝑔, and 𝑎 is expressed as
(e.g., [37–40])

𝑎

=

𝑎 (1 − 𝑒
2
)

1 ± 𝑒 cos𝑔
. (54)

In the denominator of the right-hand term of (54), the
positive sign takes place when the orbit intersect happens at
the ascending node of perturbed body (when 𝑓 = −𝑔, where
𝑓 denotes perturbed body’s true anomaly). The negative sign
takes place when the encounter happens at the descending
node of perturbed body (when𝑓 = 𝜋−𝑔). Using the variables
𝑥 = 𝑒 cos𝑔 and 𝑦 = 𝑒 sin𝑔, (54) can be rewritten as

(𝑥 ±

1

2𝛼

)

2

+ 𝑦
2
= (1 −

1

2𝛼

)

2

, (55)

and it is more obvious that (55) represents a pair of circles on
the (𝑥, 𝑦) plane.

Note that the orbit-crossing lines introduce singularities
in 𝑁-body Hamiltonian (e.g., [41, 42]), and 𝑅 (or 𝑅) is
continuous but not regular across the orbit-crossing lines.
Therefore the analytic expansion of the doubly averaged
disturbing function is not applicable to the region very close
to the orbit-crossing lines (e.g., [43]). Note also that each
panel in Figure 2 has an individual contour interval, which
represents a fixed interval of disturbing potential in each of
the systems. Therefore, regions with dense contours imply
that the potential gradient is steep there.

Since the high-order analytic expansion of disturbing
functionmust have its significance when 𝛼 (or 𝛼) is large, we
chose relatively large 𝛼 (or 𝛼) so that we cannot ignore their
high-order powers. For example, when 2𝑛 = 14 and 𝛼 = 0.50,
𝛼
14
= 6.103515625 × 10

−5 which we may ignore. But when
2𝑛 = 14 and 𝛼 = 0.90, 𝛼14 = 0.22876792454961, which is
not ignorable. In Figure 2(a) where (𝛼, 𝑘2) = (0.90, 0.900),
effect of the high-order analytic expansion is well exhibited.
As is widely known, there is no stationary point for argument
of pericenter 𝑔 while 𝑘2 > 0.6 in the doubly averaged inner
CR3BP at the quadruple-order approximation (2𝑛 = 2).
However when 𝛼 becomes large, 𝑔 acquires stationary points
at 𝑔 = ±𝜋/2 even when 𝑘2 > 0.6. This is what we see in the
quadrature result in the leftmost panel in Figure 2(a). Kozai
[3] derived expressions of high-order analytic expansion of
the doubly averaged disturbing function for the inner CR3BP
up to 2𝑛 = 8. But the stationary points of 𝑔 seen in
the rightmost panel of Figure 2(a) (for quadrature) are not
reproduced even by using the 2𝑛 = 8 analytic terms. We
confirmed that the stationary points at 𝑔 = ±𝜋/2 in this
parameter set (𝛼, 𝑘2) = (0.90, 0.900) first appear in the
analytic approximation up to 2𝑛 = 12, and the value of 𝑒 at
the stationary points is better reproduced using the analytic
expansion of 2𝑛 = 14, as seen in Figure 2(a). Note that other
sets of stationary points at 𝑔 = 0, 𝜋 seen in the quadrature
result in the leftmost panel are not reproduced by the analytic
expansion of disturbing function, since they are out of the
orbit-crossing lines.

Note that we did not draw all the contours near the
outer boundary (𝑒 = 𝑒max) indicated by the dashed circles,
particularly in the panels in the left three columns. This
is mainly because the data size of the figure would be too
large if we drew all the contours with a fixed interval of
disturbing potential toward the outer boundary, and also
because the contour intervals would become too narrow.
Moreover, we believe that we can grab major topological
patterns of disturbing potential in each panel even if we draw
contours only partially, at least inside the orbit-crossing lines.

Figure 2(b) is for (𝛼, 𝑘2) = (0.90, 0.400). They exemplify
some limitations of the high-order analytic expansion of
disturbing function that we have carried out. Although a
saddle point seen in the quadrature result at the origin
(𝑥, 𝑦) = (0, 0) is reproduced in the results of the analytic
expansion of disturbing function, we see spurious local
extremums along the 𝑦-axis near the boundary of 𝑒 = 𝑒max
in the 2𝑛 = 14 case. The spurious local extremums are not
so remarkable in the 2𝑛 = 8 case (although they surely
exist), but there seem to exist spurious saddle points around

189High-Order Analytic Expansion of Disturbing Function for Doubly Averaged Circular Restricted...



0

2n = 2 2n = 8 2n = 14 Quadrature

𝛼
=
0
.9
0
,
k
2
=
0
.9
0
0

−0.3
−0.2
−0.1

0.1
0.2
0.3

e cosg

e
sin

g

−0.2 0 0.2
e cosg

−0.2 0 0.2
e cosg

−0.2 0 0.2
e cosg

−0.2 0 0.2

(a)

−0.6 −0.3 0 0.3 0.6

𝛼
=
0
.9
0
,
k
2
=
0
.4
0
0

e cosg

−0.6

−0.3

0

0.3

0.6

e
sin

g

−0.3−0.6 0.3 0.60
e cosg

−0.3−0.6 0.3 0.60
e cosg

−0.3 0 0.3 0.6−0.6
e cosg

2n = 2 2n = 8 2n = 14 Quadrature

(b)

0

𝛼

=
0
.7
0
,
k
2
=
0
.6
0
0

−0.6

−0.3

0.3

0.6

e
sin

g

−0.3 0 0.3−0.6
e cosg

−0.3 0 0.3−0.6
e cosg

−0.3 0 0.3−0.6
e cosg

−0.3−0.6 0.3 0.60
e cosg

2n = 4 2n = 8 2n = 14 Quadrature

(c)

−0.4 −0.2 0 0.2 0.4
e cosg

𝛼

=
0
.6
0
,
k
2
=
0
.2
6
5

−0.2 0 0.2 0.4−0.4
e cosg

−0.2 0 0.2 0.4−0.4
e cosg

−0.4

−0.2

0

0.2

0.4

e
sin

g

−0.2 0 0.2 0.4−0.4
e cosg

2n = 4 2n = 8 2n = 14 Quadrature

(d)

𝛼

=
0
.6
0
,
k
2
=
0
.2
6
0

−0.4

−0.2

0

0.2

0.4

e
sin

g

−0.2 0 0.2 0.4−0.4
e cosg

−0.2 0 0.2 0.4−0.4
e cosg

−0.2 0 0.2 0.4−0.4
e cosg

−0.2 0 0.2 0.4−0.4
e cosg

2n = 4 2n = 8 2n = 14 Quadrature

(e)

Figure 2: Continued.
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Figure 2: Equipotential curves computed through the doubly averaged disturbing function and plotted on the plane (𝑥, 𝑦) = (𝑒 cos𝑔, 𝑒 sin𝑔).
Columns are, from the left, 2𝑛 = 2 (for (a), (b)) or 2𝑛 = 4 (for (c), (d), (e), and (f)), 2𝑛 = 8, 2𝑛 = 14, and the numerical quadrature defined by
(52). Rows are, from the top, (a) (𝛼, 𝑘2) = (0.90, 0.900), (b) (𝛼, 𝑘2) = (0.90, 0.400), (c) (𝛼, 𝑘2) = (0.70, 0.600), (d) (𝛼, 𝑘2) = (0.60, 0.265), (e)
(𝛼

, 𝑘
2
) = (0.60, 0.260), and (f) (𝛼, 𝑘2) = (0.80, 0.304) for the analytic expansion and (𝛼, 𝑘2) = (0.80, 0.313) for the numerical quadrature.

The black dashed circles represent the theoretical maximum eccentricity (𝑒max) of each of the systems. The red and the blue partial circles
represent the conditions where the orbits of perturbed and perturbing bodies cross at the ascending node (red) and at the descending node
(blue) of the perturbed body.

𝑦 = 𝑒 sin𝑔 ∼ ±0.3 that do not appear in the quadrature
result. Thus we say that the analytic expansion of the doubly
averaged disturbing function for the inner CR3BP, at least
up to these orders, is applicable to systems with moderate
eccentricity when𝛼 is large. Note that it apparently seems that
the leftmost panel for the analytic expansion of the order of
2𝑛 = 2 looks the closest to the quadrature result. However, we
think this is just a coincidence, because the 2𝑛 = 2 expansion
includes only the terms of cos 2𝑔 as in (28), and ⟨⟨𝑅2⟩𝑙⟩𝑙
would not be influenced by terms of cos 2𝑝𝑔 with 𝑝 ≥ 2.

Figure 2(c) is for the doubly averaged outer CR3BP when
(𝛼

, 𝑘
2
) = (0.70, 0.600). In this case, the high-order analytic

expansion of the doubly averaged disturbing function (2𝑛 =
14) reproduces the quadrature result inside the orbit-crossing
lines. However, the medium-order expansion (2𝑛 = 8) yields
artificial saddle points along the 𝑦-axis. We confirmed that
these spurious saddle points show up in the expansion of
2𝑛 = 10 too (panels are not shown here). We thus say that
the highest-order analytic expansion of 2𝑛 = 14 pushes
these saddle points out of the orbit-crossing lines, and the
equipotential curves become similar to the quadrature result,
at least inside the orbit-crossing lines where 𝑒 is moderate.

In Figure 2(d) when (𝛼, 𝑘2) = (0.60, 0.265), we see three
local extremums in the quadrature result: a pair of local
minima along the 𝑦-axis together with a saddle point at the
origin (0, 0).These local extremums cannot be reproduced by
the low-order analytic expansion such as 2𝑛 = 4 or 2𝑛 = 8; the
local extremums show up only in the expansion of 2𝑛 = 12
or higher, although the locations of the local minima along
the 𝑦-axis are slightly different from the quadrature result.
When 𝑘2 becomes even smaller, the difference in the topology
of the equipotential curves increases, as seen in Figure 2(e)
where (𝛼, 𝑘2) = (0.60, 0.260). A pair of local minima along
the 𝑦-axis persists, but the origin (0, 0) becomes a local
maximum and a pair of saddle points takes place along the
𝑥-axis. We confirmed that this topology is only reproduced
when using the analytic expansion of disturbing function at
our highest-order (2𝑛 = 14), although the locations of the

local extremums are slightly different from the quadrature
result.

When 𝛼 gets even larger and 𝑘2 is in a certain range of
moderate values, a pair of local minima show up along the
𝑥-axis inside the orbit-crossing lines together with a saddle
point at the origin (0, 0). This is the case of Figure 2(f) when
(𝛼

, 𝑘
2
) = (0.80, 0.304). The topology of the local extremums

is reproduced by the analytic expansion of disturbing func-
tion at our highest-order (2𝑛 = 14). However, we should note
a point here. In the quadrature result of the rightmost panel in
Figure 2(f), the pair of local minima along the 𝑥-axis appear
when the value of 𝑘2 is slightly different (𝑘2 = 0.313) from the
analytic result (𝑘2 = 0.304). We have not yet figured out the
cause of the discrepancy of the 𝑘2 values that are required for
the local minima to appear in the analytic expansion result
and in the numerical quadrature result. It is possible that
even higher-order analytic expansions of disturbing function
(2𝑛 = 16, 18, 20, . . .)may diminish the discrepancy.

As a summary of this section, we say that the high-
order analytic expansion of the doubly averaged disturbing
function of CR3BP that has been presented in the present
paper overall seems valid inside the orbit-crossing lines even
when 𝛼 (or 𝛼) is large, as long as eccentricity of perturbed
body is moderate. Under these conditions, local extremums
of the doubly averaged disturbing function for CR3BP are
quantitatively reproduced by the high-order analytic expan-
sion.

5. Comparison with Numerical Integration

In Section 4 we inspected the validity of the high-order ana-
lytic expansion of the doubly averaged disturbing function by
comparing its outcome with that from numerical quadrature.
The numerical quadrature defined by the double integral (52)
yields a numerical proxy of an integrable CR3BP system with
one degree of freedom, and it is safe for us to directly compare
the quadrature result with that from the analytic expansion
of disturbing function. However, equations of motion of
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Table 1: Configuration of the numerical integration presented in
Section 5. Δ𝑡 is nominal stepsize (days), 𝑡int is interval time of
output (years), and 𝑇 is total integration period (million years).
The parameter combinations of 𝛼 (or 𝛼) and 𝑘2 from (a) to (f) are
common to both in Figures 2, 3, 6, and 7.

𝛼 or 𝛼 𝑘
2

𝑚

/𝑚0 Δ𝑡 𝑡int 𝑇

(a) 𝛼 = 0.90 0.900 3.0404326 × 10
−6 2 500 10

(b) 𝛼 = 0.90 0.400 3.0404326 × 10
−6 2 500 10

(c) 𝛼

= 0.70 0.600 3.0404326 × 10

−6 2 500 10
(d) 𝛼


= 0.60 0.265 4.7739597 × 10

−5 20 1000 200
(e) 𝛼


= 0.60 0.260 4.7739597 × 10

−5 20 1000 200
(f) 𝛼


= 0.80 0.313 9.5479194 × 10

−6 4 500 30

three-body systems are generally not integrable, having short-
term oscillations and various mean motion resonances intact
without being averaged out. To demonstrate the practical
usefulness of our analytic expansion of the doubly averaged
disturbing function, we carried out direct numerical inte-
gration of equations of motion using the same parameter
combinations 𝛼 (or 𝛼) and 𝑘2 as in the previous section.
Based on the comparison, we will again give considerations
on the validity of the high-order analytic expansion of the
doubly averaged disturbing function for CR3BP.

5.1. Model and Method. We consider motion of small solar
system bodies with infinitesimally small mass (asteroid,
comet, etc.) undergoing gravitational perturbation from a
major planet on a circular orbit. Using the same six sets of
parameters in the framework of CR3BP as in Figure 2, we
calculate orbit propagation of the small bodies by numer-
ical integration for ten to two hundred million years. The
parameter sets are tabulated in Table 1. The main result
of the numerical integration is presented and discussed in
Section 5.2.

In Table 1, mass ratios between perturbing body and
central body (𝑚/𝑚0) for (a), (b), and (c) are close to the ratio
of the Earth-Moon total mass and the solar mass (∼1/314
of the mass ratio between Jupiter and the Sun). The 𝑚/𝑚0
value for (f) is nearly 1/100 of the mass ratio of Jupiter and
the Sun. The reason for these small 𝑚/𝑚0 values is to avoid
occurrence of orbital instability of the small body due to close
encounters with the perturbing planet near the orbit-crossing
lines. This is necessary because 𝛼 and 𝛼 are large in these
four cases. We also chose small values for the stepsize of
numerical integration Δ𝑡 for these cases by the same reason.
As for (d) and (e), the 𝑚/𝑚0 value is close to 1/20 of the
mass ratio of Jupiter and the Sun. Since𝛼 is relatively small in
these two cases, the probability of close encounters between
perturbed and perturbing bodies is lower, and we can choose
a larger mass ratio 𝑚/𝑚0 as well as larger stepsize Δ𝑡. Here,
readers should recall the fact that the influence of the mass
ratio𝑚/𝑚0 is limited to the timescale of orbital evolution of
perturbed body, and it does not affect the topology of relative
orbit, particularly in the doubly averaged CR3BP. It is obvious
from the function form of the doubly averaged disturbing
function (19) or (24) where the perturber’s mass serves just
as a constant coefficient through 𝜇. Therefore, the trajectory

shape of the perturbed body remains the same even if we
change themass of the perturber from𝑚

 to𝑝𝑚 (where𝑝 is a
positive real number); only the timescale of orbital evolution
would change from 𝑡 to 𝑡/𝑝. This is why we can arbitrarily
change themass ratio𝑚/𝑚0 in numerical integration as long
aswhatwe need to know is the secular topology of trajectories
of the perturbed body, not its time evolution sequence.

In the numerical integration, the semimajor axis of the
perturbing body 𝑎 = 5.2025217AU is common to all the
cases, which is a substitute for Jupiter’s semimajor axis. The
perturber’s mean anomaly (practically equivalent to mean
longitude) 𝑙 is set to zero at time 𝑡 = 0. By the definition of
CR3BP, the perturber’s eccentricity 𝑒 and inclination 𝑖 are
both set to zero. As for the perturbed body’s initial orbital
elements, semimajor axis 𝑎 is automatically determined from
the value of 𝛼 or 𝛼. We set the initial values of eccentricity 𝑒
and argument of pericenter 𝑔 of perturbed body along the
𝑥- and 𝑦-axis on the (𝑒 cos𝑔, 𝑒 sin𝑔) plane: we selected 𝑒
of perturbed body from 𝑒 = 0 to 𝑒max with the interval of
0.01. As for 𝑔, we used four values of 𝑔 = 0, 𝜋/2, 𝜋, and
3𝜋/2. The values of the perturbed body’s 𝑖 are automatically
determined by relation (53). Initial values of the perturbed
body’s longitude of ascending node (ℎ) are set to 0, and those
for its initial mean anomaly are set to 𝜋.

The differential equation to be solved is the simple
classical Newtonian equation of motion of the perturbed
body. For the inner case, it is

𝑑
2r
𝑑𝑡
2
+ 𝜇

r
𝑟
3
= ∇𝑅, (56)

with 𝜇 = G𝑚0. For the outer case we just replace 𝑅 for
𝑅
. As for the numerical integration scheme, we use the

regularized mixed-variable symplectic method [44] based on
the so-called Wisdom–Holman map [20, 45]. In this scheme
the stepsize of numerical integration is automatically reduced
when a close encounter between two bodies happens, trying
to keep the calculation accuracy high. The Δ𝑡 values listed
in Table 1 are the nominal stepsizes used when no close
encounter takes place between bodies. We have implemented
this scheme based on the code SWIFT [44] and used it in our
previous studies where close encounters between asteroids
and terrestrial planets take place very often [46, 47], as
well as where almost no close encounter happens [48, 49].
We have confirmed that our implementation of this scheme
does not have a practical problem in accuracy or efficiency
when applied to these dynamical systems. We adopt the
Gaussian units where the Gaussian gravitational constant
√G = 0.01720209895, the unit of time is an ephemeris day,
and the unit of length is the astronomical unit (AU), so that
the mass of the primary body becomes unity (e.g., [16, 50]).

5.2. Integration Result. We show the main results of our
numerical integration in Figure 3 whose parameters are
described in Table 1. The perturbed body’s (𝑒 cos𝑔, 𝑒 sin𝑔)
values are plotted on the panels by black and green dots
(see below for the reason for this distinction) with the
fixed output interval 𝑡int designated in Table 1. We chose 𝑡int
empirically so that the output data amount does not get too
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Figure 3: Plots of the perturbed body’s (𝑒 cos𝑔, 𝑒 sin𝑔) values obtained from the direct numerical integration whose parameters are listed
in Table 1. As for the meaning of the black dashed circles and of the red and blue partial circles, see the caption of Figure 2. The green dots
represent the trajectories of bodies that experienced orbital instability during the integration period. Stable trajectories are drawn by black
dots.
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large, while avoiding any kind of aliasing in the plots. The
following settings are all common to both Figures 2 and 3:
the coordinate system (𝑥, 𝑦) = (𝑒 cos𝑔, 𝑒 sin𝑔), the ranges of
𝑥- and 𝑦-axis, meaning of the black dashed circles, and that
of the red and blue partial circles.

When inspecting Figure 3, wewould like readers to notice
two points: One is that we drew trajectories of perturbed
bodies in black only when their orbital motion remains
stable from the beginning to the end of the integration
period 𝑇. This is to facilitate the comparison between the
quadrature result and the integration result. Here we define
the “stable” orbital motion if the semimajor axis 𝑎 does
not exhibit any major changes throughout the integration
period 𝑇. Otherwise we categorize the orbital motion as
“unstable.” This categorization is done by the naked eye,
plotting the time sequence of 𝑎 for all the perturbed bodies
used in the integration (320 bodies per panel, 1920 bodies in
total). Browsing through all the plots of 𝑎, we subjectively
distinguish “stable” and “unstable” orbits. Hence there can
be some ambiguity in the categorization. However, let us say
that the difference between stable and unstable orbits is rather
clear in Figure 3, and the subjective distinction between the
black and the green trajectories does not affect the discussion
here.

The second point is that we did not draw some of the
trajectories that are largely overlapped with others. This is to
prevent the panels from becoming too busy with too many
similar trajectories, as well as to keep the figure file size
reasonably small. As we mentioned before, starting points of
the numerical integration are aligned on the 𝑥- and 𝑦-axis
as 𝑔 = 0, 𝜋/2, 𝜋, 3𝜋/2 with a fixed interval of eccentricity.
Due to the intrinsic symmetry that the disturbing function
has, different initial condition can generate almost identical
trajectories. For example, in Figure 3(c) the initial conditions
(𝑒, 𝑔) = (0.03, 0) and (𝑒, 𝑔) = (0.03, 𝜋) generate almost
identical trajectories. For eliminating redundancy in figure
and reducing the file size, we did not draw the trajectory
from the initial condition (𝑒, 𝑔) = (0.03, 𝜋) and just drew
that from (𝑒, 𝑔) = (0.03, 0). We carried out this kind of
selection of overlapped trajectories with great care so that our
subjective selection never alters general topological patterns
in the panels.

Comparing Figures 3 and 2, we say that their agreement is
overall good. In Figure 3(a) for the inner CR3BP, existence of
stationary points at 𝑔 = ±𝜋/2 is confirmed by the numerical
integration. The eccentricity value of the stationary points
is close to what the analytic expansion and the numerical
quadrature had yielded in Figure 2(a). Existence of stationary
points at 𝑔 = 0, 𝜋 outside the orbit-crossing lines is also
confirmed, although most of the trajectories near the orbit-
crossing lines become unstable due to close encounters with
the perturbing body.

Similarly in Figure 3(b), existence of stationary points at
𝑔 = ±𝜋/2 as well as those at 𝑔 = 0, 𝜋 is confirmed by the
numerical integration. There must be a saddle point at the
origin (𝑥, 𝑦) = (0, 0), but most of the trajectories near the
origin are unstable in Figure 3(b) due to the proximity to
the orbit-crossing lines, and it is not easy to visually confirm
it.

In Figure 3(c) for the outer CR3BP, existence of a sta-
tionary point at the origin (𝑥, 𝑦) = (0, 0) as well as those at
𝑔 = 0, 𝜋 is confirmedby the numerical integration. It is clearly
seen that trajectories can easily become unstable around the
two intersections of the red and blue orbit-crossing lines
along the 𝑦-axis.

In Figures 3(d) and 3(e), the existence of stationary points
is again confirmed by the numerical integration. We see a
pair of stationary points at 𝑔 = ±𝜋/2 in both panels. The
origin (𝑥, 𝑦) = (0, 0) in Figure 3(d) makes a saddle point,
as suggested by the quadrature (Figure 2(d)). The origin
(0, 0) in Figure 3(e) makes a local maximum, which is also
consistent with the quadrature result (Figure 2(e)). A pair of
saddle points seen along the 𝑥-axis in Figure 3(e) has also
been suggested by the quadrature (Figure 2(e)). Although the
location of the saddle points seen in Figure 3(e) is slightly
closer to the origin (0, 0) compared with that in Figure 2(e),
wewould say they are consistent. In both the panels of Figures
3(d) and 3(e), trajectories get unstable and the green dots are
scattered as they approach the orbit-crossing lines.

As we have seen in Figures 3(a)–3(e), the result from
the direct numerical integration of the equations of motion
overall agrees well with the result from the numerical quadra-
ture, as well as with that from the analytic expansion of the
doubly averaged disturbing function. We thus say that this
comparison largely justifies the validity of use of the analytic
expansion of the doubly averaged disturbing function for
CR3BP presented in Section 3.

However, in Figure 3(f) we encounter with a typical
systemwhere the use of doubly averaged disturbing function,
either through analytic expansion or quadrature, is not
appropriate. As is clearly seen, the topological pattern of
trajectories in Figure 3(f) is very different from the equipo-
tential contours shown in Figure 2(f). A pair of stationary
points shows up at 𝑔 = ±𝜋/2 in Figure 3(f) that we do not
see in Figure 2(f). Also, although we see stationary points
along the 𝑥-axis in Figure 3(f), the shape of the trajectories is
fairly different from what is observed in Figure 2(f). We then
plotted the whole phase space for this system (𝑒 ≤ 𝑒max) in
Figure 4. As we see, the trajectories outside the orbit-crossing
lines are very similar between Figure 4(a) (quadrature) and
Figure 4(b) (integration). But the complicated trajectory
pattern inside the orbit-crossing lines takes place only in the
numerical integration result (Figure 4(b)).

So far we have not completely figured out the cause of
the difference in trajectory patterns between Figures 2(f) and
3(f). We have confirmed that there is no problem in accuracy
of the numerical integration that is produced in Figure 3.
As far as we have been able to investigate, the apparently
peculiar trajectories seen in Figure 3(f) are possibly related
to the existence of a mean motion resonance. We selected
some of the periodic orbits observed inside the orbit-crossing
lines in Figure 4(b) and plotted them in separate panels in
Figure 5 (the panels in its left column). For each of the
periodic orbits, we calculated an argument 5𝜆 − 7𝜆 + 2𝑔,
where 𝜆 is mean longitude of the perturbing body and 𝜆
is that of the perturbed body. As a result, we found that in
the top two trajectories (Figures 5(a) and 5(b)) the argument
5𝜆

− 7𝜆 + 2𝑔 librates around 𝜋, although the libration
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Figure 4: (a) Extended plot of Figure 2(f) up to 𝑒 = 𝑒max (numerical quadrature). (b) Extended plot of Figure 3(f) (numerical integration).
Note that we set the contour interval in (a) ten times larger than in Figure 2(f) for a better visibility of plots.The interval of initial eccentricity
in (b) is twice larger than in Figure 3(f) for the same reason.

amplitude is relatively large (see the panels in the middle
column of Figure 5).This indicates that the systems in Figures
5(a) and 5(b) are trapped in the 5 : 7 mean motion resonance.
System (c) seems close to this resonance too. It is well
known that the existence of strong mean motion resonance
can substantially change the shape of a disturbing potential,
together with the location of local extremums, compared
with nonresonant cases (e.g., [51–53]). To deal with resonant
systems like Figure 3(f) rigorously, we would need to employ
different methods that are particular to each of the resonant
systems (e.g., [54, 55]).

Although all the five perturbed bodies whose trajectories
are shown in Figure 5 started with the same initial semimajor
axis (𝑎0 = 6.503152AU), we see a systematic difference in the
average value of the semimajor axis 𝑎 between 5(a–c) and 5(d,
e) (see the panels in the right column of Figure 5). The short-
term oscillation of 𝑎 with relatively large amplitude seen in
Figures 5(a), 5(b), and 5(c) is probably related to the 5 : 7mean
motion resonance. It is possible that the oscillation of 𝑎 seen
in Figures 5(d) and 5(e) is also related to this resonance or
others that we have not yet found.

We will pursue the above problem in our forthcoming
publications. Several possibilities might account for the
peculiar trajectories seen in Figure 4(b), such as the effect
of high-order mean motion resonance (e.g., [56]) and its
combination with the Lidov–Kozai libration (e.g., [57]). A
kind of secondary resonancemay be embedded in this system
(e.g., [58]). We should be aware that more and more mean
motion resonances show up as 𝛼 or 𝛼 approaches 1 (e.g.,
[59]), and treatment of such systems would need greater care.

For readers’ interest, we also plotted trajectories
(sin 𝑖 cos ℎ, sin 𝑖 cos ℎ) of the perturbed body where 𝑖 is its

inclination and ℎ is its longitude of ascending node. The
six panels from (a) to (f) in Figure 6 correspond to each in
Figure 3 with the same color pattern (stable orbits are drawn
in black, and unstable orbits are drawn in green). Recalling
the fact that the theoretical smallest value of cos 𝑖 takes place
when 𝑒 = 0 as | cos 𝑖|min = 𝑘 (see Section 4), it is clear that
the theoretical largest value of sin 𝑖 is | sin 𝑖|max = √1 − 𝑘

2

when 𝑒 = 0 (note that this value happens to be the same as
𝑒max). We drew the outer boundary | sin 𝑖|max = √1 − 𝑘

2 by
the black dashed circles in Figure 6.

In the doubly averaged CR3BP system that we now
consider, eccentricity 𝑒 and inclination 𝑖 are correlated with
each other through the definition of 𝑘2 in (53). However, since
longitude of ascending node ℎ is not included in the dis-
turbing function 𝑅, ℎ does not have a particular correlation
with eccentricity 𝑒, inclination 𝑖, or argument of pericenter
𝑔. The panels of Figures 6(b) and 6(c) typically exemplify
this circumstance where we see the trajectories of perturbed
bodies which are not closed on the (sin 𝑖 cos ℎ, sin 𝑖 cos ℎ)
plane; 𝑖 and ℎ are not correlated, and these trajectories do not
compose equipotential contours.

For more demonstrations of the time variation of 𝑖 and ℎ,
we picked one body per each of the panels fromFigure 6(a) to
Figure 6(f) and showed the time variation of their 𝑒, 𝑖, 𝑔, and
ℎ in Figure 7. Initial values of (𝑒, 𝑔) of each of the bodies are
written in the caption of Figure 7. Our choice of the particular
body among the 320 bodies in each of the panels is almost
arbitrary: we basically chose the bodies whose argument of
pericenter librates around 𝑔 = 𝜋/2 or 0 (a, b, c, d, and f),
but we chose a body whose argument of pericenter circulates
from 0 to 2𝜋 (e).

195High-Order Analytic Expansion of Disturbing Function for Doubly Averaged Circular Restricted...



0.40 0.2−0.2−0.4
e cos g

−0.4

−0.2

0

0.2

0.4

e
s
in
g

6.50

6.51

6.52

a
 (A

U
) 

0

90

180

270

360

5
𝜆

−
7
𝜆
+
2
g

(d
eg

)

10 20 300
Time (myr)

10 20 300
Time (myr)

(a)

10 20 300
Time (myr)

0 20 3010
Time (myr)

0.40 0.2−0.2−0.4
e cos g

0

6.50

6.51

6.52

a
 (A

U
) 

0

90

180

270

360

5
𝜆

−
7
𝜆
+
2
g

(d
eg

)

−0.4

−0.2

0.2

0.4

e
sin

g

(b)

0.40 0.2−0.2−0.4
e cos g

0 20 3010
Time (myr)

10 20 300
Time (myr)

6.50

6.51

6.52

a
 (A

U
) 

0

90

180

270

360

5
𝜆

−
7
𝜆
+
2
g

(d
eg

)

−0.4

−0.2

0

0.2

0.4

e
sin

g

(c)

0 20 3010
Time (myr)

−0.2 0 0.2 0.4−0.4
e cos g

10 20 300
Time (myr)

−0.4

−0.2

0

0.2

0.4

e
sin

g

0

90

180

270

360

5
𝜆

−
7
𝜆
+
2
g

(d
eg

)

6.50

6.51

6.52

a
 (A

U
) 

(d)

0 20 3010
Time (myr)

0 20 3010
Time (myr)

0.40 0.2−0.2−0.4
e cos g

−0.4

−0.2

0

0.2

0.4

e
sin

g

0

90

180

270

360

5
𝜆

−
7
𝜆
+
2
g

(d
eg

)

6.50

6.51

6.52

a
 (A

U
) 

(e)

Figure 5: Some of the peculiar periodic orbits seen in Figure 4(b).The initial 𝑒 and 𝑔 are as follows: (a) (𝑒, 𝑔) = (0.06, 0), (b) (𝑒, 𝑔) = (0.08, 0),
(c) (𝑒, 𝑔) = (0.10, 0), (d) (𝑒, 𝑔) = (0.07, 𝜋/2), and (e) (𝑒, 𝑔) = (0.36, 𝜋/2). The left column: the usual (𝑒 cos𝑔, 𝑒 sin𝑔) plots. As for the meaning
of the red and blue partial circles, see the caption of Figure 2. The middle column: the argument 5𝜆 − 7𝜆 + 2𝑔 plotted with a time interval
of 1500 years. The right column: osculating semimajor axis 𝑎 plotted with an interval of 1500 years. All the orbital elements are calculated on
the heliocentric coordinate centered on the central mass.
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Figure 6: Plots of the perturbed body’s (sin 𝑖 cos ℎ, sin 𝑖 sin ℎ) values obtained from the direct numerical integration whose parameters are
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Figure 7: Continued.
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Figure 7: Variation of 𝑒, 𝑖, 𝑔, and ℎ of representative bodies in Figures 6(a)–6(f). Initial values of 𝑒 and 𝑔 for each body are as follows: (a)
(𝑒, 𝑔) = (0.14, 𝜋/2), (b) (𝑒, 𝑔) = (0.50, 𝜋/2), (c) (𝑒, 𝑔) = (0.34, 0), (d) (𝑒, 𝑔) = (0.15, 𝜋/2), (e) (𝑒, 𝑔) = (0.20, 0), and (f) (𝑒, 𝑔) = (0.06, 0). Note
that the unit of 𝑔 and ℎ is degree, not radian, for consistency with the unit of 𝑖. All the elements are plotted with a time interval of 1500 years
and are calculated on the heliocentric coordinate centered on the central mass.

The panels in Figure 7 immediately tell us the correlation
between eccentricity 𝑒 and inclination 𝑖, which is an obvious
outcome of the preservation of 𝑘2 in (53). The argument of
pericenter 𝑔 is correlated to them, as we have seen in the
study of the doubly averaged disturbing function in Section 3.
The rightmost panels show the fact that only longitude of
ascending node ℎ has no correlation with other elements; it
shows a monotonic decrease in all the panels.

We do not show the analytic counterpart of Figure 6 or
Figure 7 because they are out of the scope of the present paper.
Readers with particular interest may consult classic literature
such as Moiseev [34, 60] or Lidov [2] for how to formally
obtain analytic solutions of time evolution of ℎ. For example,
in Lidov [2], the author uses the mutual dependence between
𝑒, 𝑖, and 𝑔 and constructs a definite integral for quadrature
that formally depicts the function form of ℎ depending on
time. Incidentally, if we limit ourselves to the doubly averaged
inner CR3BP at the quadruple-order analytic approximation
(2𝑛 = 2; see Section 3.2), analytic solution of ℎ and that of 𝑔
(hence those of 𝑒 and 𝑖) using elliptic functions have already
been derived in much of the literature (e.g., [3, 5–7, 61, 62]).

6. Summary and Discussion

Through the comparison of the results obtained from ana-
lytic expansion of the doubly averaged disturbing function,
numerical quadrature, and direct numerical integration of
the equations of motion, overall we validated the use of
our high-order analytic expansion of the doubly averaged
disturbing function both for the inner and outer CR3BP,
even when the semimajor axis ratio 𝛼 (or 𝛼) is large.
Our result tells us that the high-order analytic expansion is
not applicable in several circumstances: For example, when
a perturbed body’s eccentricity approaches its theoretical
largest value, when orbits of perturbed and perturbing
bodies cross, and when strong mean motion resonance is
at work. Particularly, occurrence of strong mean motion
resonance can significantly change global topology of dis-
turbing potential, and the doubly averagedmethod itself goes
out of use. Nevertheless, we think our original objective to
analytically exemplify dynamical characteristics of doubly
averaged disturbing function for CR3BP in this paper is

largely fulfilled.We thus conclude that the high-order analytic
expansion of the doubly averaged disturbing function is
suitable for expository purposes to account for the dynamical
characteristics of secular CR3BP even when 𝛼 (or 𝛼) is large,
as long as the system is free from serious mean motion
resonance.

Let us just mention a point regarding one limitation of
the high-order analytic expansion of the doubly averaged
disturbing function. As seen in Sections 4 and 5, some-
times the locations of local extremums of the analytically
expanded doubly averaged disturbing function differ from
those obtained by the numerical quadrature and numerical
integration, particularly in the outer problem such as in
Figure 2(d) or 2(e). In the outer case, the factor (1−𝑒2)−2𝑛+1/2
in (24) substantially enhances the magnitude of high-order
terms in the analytically expanded disturbing function when
eccentricity 𝑒 is large. For example, when 𝑒 = 0.5 the factor
becomes ∼8.65 (2𝑛 = 8), ∼27.3 (2𝑛 = 12), and ∼48.6 (2𝑛 =
14).When 𝑒 = 0.8, the factor reaches∼2127 (2𝑛 = 8),∼126626
(2𝑛 = 12), and ∼977049 (2𝑛 = 14), possibly causing artificial
oscillation of the higher-order analytic terms in the large-𝑒
region.

Incidentally, we would like readers to be aware of a
recent study that revealed that solutions of the three-body
problem obtained from the double averaging procedure can
substantially deviate from true solution due to accumulation
of the effect of short-term oscillation [63]. This can happen
particularly when the mass of the perturbing body is not
negligibly small compared to the primary mass.

A Maple script that yields our analytic expansion in the
present paper (see (25)–(51)) is available from the author
upon request.
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To expand field of view (FOV) of telescope, the method of special scanning often is used, but, for some telescopes with special
structure in optics and machine, the conventional scanning methods are unsuitable. This paper proposes a novel scanning method
based on autoguiding system so as to expand the FOV of fiber array solar optical telescope (FASOT) in possession of the special
structure in optics and machine. Meanwhile, corresponding experiments are conducted in the FASOT prototype, FASOT-1B, in
order to demonstrate that, for both FASOT and FASOT-1B, the proposed scanning method is feasible. First of all, on the basis of the
software andhardware characteristics of FASOTandFASOT-1B, the three key technologies related to the proposed scanningmethod
are described: quickly locating and pointing the first scanning step, the closed-loop controlling of multistep scanning, and the
disturbance suppression of every scanning step based on Kalman filter. Afterwards, experiments are conducted and corresponding
results show that the proposed scanning method is robust for the random disturbances forced on every scanning step and able to
meet the scanning requirement of both FASOT and FASOT-1B .

1. Introduction

Fiber array solar optical telescope (FASOT) is a pioneer
of Chinese giant solar telescope (CGST) [1], and it is a
telescope which will be capable of conducting real-time,
high-efficiency, high-precision spectropolarimetry of mul-
tiple magnetosensitive lines over a two-dimensional field
of view, i.e., giving real-time 3D stokes measurements of
multiple lines. Therefore, FASOT will act as a very efficient
3D spectropolarimeter and be capable of observing and
inversing physical quantities in multiple heights of the solar
atmosphere, especially the physical quantities associated with
magnetic field [2, 3].

The optical path of FASOT is depicted in Figure 1.
Obviously, the optical path of FASOT is different from those
of general-purpose telescopes. First of all, the light from
solar is collected by the guiding optics of main telescope
labeled as 1 in Figure 1 and then inputted to a field stop
located at the Cassegrain focus plane of main telescope that

splits the FOV into two parts. One smaller part (0.5’×0.5’)
passes the light directly into the polarimetric system labeled
as 2 in Figure 1 for the polarimetric measurement, and
the remnant FOV is reflected vertically and used by the
monitoring system labeled as 5 in Figure 1. Afterwards, the
light modulated by the polarimeter is split into two beams
with opposite polarization states (ordinary and extraordinary
beams) and transmitted into integral field spectrographs and
their detectors using integral field unit (IFU) with optical
fibers so as to conduct two beams’ spectroimaging polarime-
try. Due to the compact and symmetrical optics configuration
of FASOT up to the polarization modulator, the additional
polarization from instrument is minimized. On the other
hand, a novel polarization demodulation technique named
reduced optical switching demodulation [4] is adopted by
FASOT to improve the polarimetric sensitivity and reduce the
integration time. These technologies mentioned above will
make FASOT obtain a polarimetric noise level on the order
of 8.0 × 10−4𝐼𝑐.
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Figure 1: The optical path of FASOT.

Currently, for FASOTs, the polarimetric system and IFU
labeled as 2 and 3 in Figure 1, a small FOV, 0.5’×0.5’, is
obtained. However, based on designing requirement, FASOT
should be in possession of the ability to observe the local
region of solar about 3’×3’ and inverse 2D polarization
spectrum image of the region. In other words, FASOT should
have the capacity to scan a 2D space. However, because
of the compact and symmetrical optics configuration of
FASOT dedicated to improve polarimetric sensitivity, the
conventional scanning methods are unsuitable for FASOT,
such as the slit scanning method usually used by general-
purpose telescope [5–7], the scanningmethod of using tip-tilt
secondary mirror [8], and the method adding a rotary dual-
wedge prism [9] between the secondary mirror and the field
stop.Therefore, for FASOT, a special scanning method distin-
guishing from those mentioned above should be adopted.

Recently, a special scanning method of rotating entire
telescope has been adopted by the visible infrared imaging

radiometer suite (VIIRS) [10], and the method can efficiently
suppresses stray light and improves polarization sensitivity.
So, in consideration of the traits of FASOT, the scanning
method similar to VIIRS will be adopted. But, the distinction
between the two scanning methods of FASOT and VIIRS
is that the method of FASOT will simultaneously rotate
guiding optics, polarimetric system and autoguiding system.
Furthermore, the rotation of FASOT mainly relies on the
closed-loop controlling of its autoguiding system.

Normally, the autoguiding systems [11–13] used by
general-purpose solar telescope just have some conventional
functions such as monitoring full-disk solar image and
closed-loop tracking. In contrast to those functions, FASOT
will integrate the function of scanning 2D space into its
conventional autoguiding system and construct a novel
scanning system based on autoguiding system. It should be
emphasized that the proposed scanning method has not been
reported in the published literatures. What is more, some
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techniques used by the proposed scanning method also are
novel and are not found in the published literatures. For
example, in the process ofmultistep scanning, Kalman filter is
used to suppress the random disturbances and strengthen the
scanning performance.Therefore, this paperwill be beneficial
for the people anxious to expand the FOV of their telescope
with a similar structure to FASOT.

This paper is organized as follows: Section 2 briefly
introduces the structures of controlling system of FASOT and
its prototype FASOT-1B and elucidates the reason why the
proposed scanning system first is implemented in FASOT-1B.
Section 3 describes the principle of our proposed scanning
system. Three key technologies related to our proposed
scanning system are introduced in Section 4 to Section 6,
respectively. Experiments are conducted, and corresponding
results are obtained in Section 7.The conclusions are given in
Section 8.

2. Brief Introduction of FASOT and
Its Prototype FASOT-1B

The structure diagram of controlling system of FASOT is
shown in Figure 2. As shown in Figure 2, the system

consists of the guiding optics system, autoguiding system
(including autoguiding telescope, corresponding detector,
and controlling computer), polarimetric system (including
the polarimeter, its modulator, its temperature controller,
and polarization calibration system), IFU, optical fibers, data
acquisition system (including spectrographs, data acquisition
computers, and server), and the mount of telescope.

In this system, autoguiding system will be taken as the
central part of entire system, and besides the functions
of monitoring full-disk solar image, closed-loop tracking,
controlling the modulator of polarimeter, and sending the
instruction of data acquisition, it also is of the capacity to scan
a 2D space of local region of full-disk solar image.

It needs to be emphasized that to implement the scanning
method based on autoguiding system, four conditions must
be met, and they are as follows.

First, the total weight of the target object used to scan
should be light, namely, a small rotary inertia. For example,
For FASOT, the total weight of its guiding optics, polarimetric
system, and autoguiding system is just about 120KGmuch less
than the loading capacity of its mount, 300 Kg.

Second, the mount of telescope should have a perfect
performance. For example, For FASOT, its mount is excellent
in performance as a result of the fact that its tracking accuracy
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Table 1: The distinctions between FASOT and its prototype FASOT-1B.

System composition FASOT FASOT-1B

Guiding optics system

600mm
Focal length: 7200mm
Field of view: 6’×6’
(Gregory system)

400mm
Focal length:3200mm
Field of view: 2.1’×2.1’

(RC system)

Aoto guiding telescope The aperture: 80mm
Focal ratio: 1:6

The aperture: 80mm
Focal ratio: 1:6

Aoto guiding image sensor
SCOMS chip

Resolution: 2048∗2048
Pixel size: 5.5um

SCOMS chip
Resolution: 2048∗2048

Pixel size: 5.5um
The number of micro lens
of IFU 2×64×64 2×11×11
The number of optical
fibers 2×64×64 2×11×11
The number of
spectrograph 6 1

The number of detector of
the spectrographs 12 1

Data acquisition computer 6 1
Data acquisition server 1 0

The type of the mount
DDM160 of Astrosysteme

Austria
German equatorial mount

GM3000HSP of Micron 10
German equatorial mount

Software interface of the
mount

SDK based on c/c++ and
ASCOM ASCOM

The tracking accuracy of
the mount ⩽ 0.25” RMS ⩽1” RMS

The pointing accuracy of
the mount <8” RMS <20” RMS

Polarimetric system FASOT-1B is similar to
FASOT

FASOT-1B is similar to
FASOT

Loading capacity of the
mount (only instrument) 300 Kg 100 Kg

The total weight of the
target object used to scan 120Kg 70Kg

≤ 0.25” RMS/ 5minutes, peak track error ≤ 0.68”, and driving
mode is direct-driven.

Third, the accuracy of autoguiding system should be
viable. For example, for FASOT, the aperture of its autoguid-
ing telescope is 80mm, focal ratio is 1:6, the resolution of auto-
guiding image sensor is 2048×2048, and pixel size is 5.5um.

Fourth, the mount of telescope should support sec-
ondary development, namely, supplying corresponding soft-
ware interfaces. For example, for FASOT, its mount supports
the software interfaces, such as the SDK based on C\C++ and
the Astronomy Component Object Model (ASCOM).

So, on the basis of the information mentioned above, the
scanning method based on autoguiding system is suitable for
FASOT.

However, until now, some parts of FASOT still are in
shaping. But, to ensure that the development of FASOT is
smooth, a prototype of FASOT, named FASOT-1B shown
in Figure 7, has been developed. The prototype is almost
similar to FASOT in the optical path and the structure of
control system. But some distinctions still exist between

them and are displayed in Table 1. From Table 1, we can
see that although the performance of the mount of FASOT-
1B is not as good as the one of FASOT, it still meets
the four conditions of implementing the scanning based
on autoguiding system. Therefore, the proposed scanning
method will first be developed and then applied to FASOT-
1B. In other word, if the proposed scanning method is suitable
for FASOT-1B, it must be able to be directly transported to
FASOT and even has amore excellent performance as a result
of that the performance of the mount of FASOT is superior
to the one of FASOT-1B. Actually, This is also a good way to
speed up the development of FASOT.

3. The Principle of the Proposed
Scanning Method

As shown in Table 1, the software interface of the mount of
FASOT-1B just supports ASCOM. Therefore, the designing
of the proposed scanning method considers not only the
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Figure 3:The software structure diagram of the proposed scanning method.

structure of the servo control system integrated into the
mount of FASOT-1B, but also the relationship between the
servo control system and the software interface, ASCOM.
The structure diagram of combining the servo control system
of the mount of FASOT-1B with its software interface to
implement the proposed scanning method is shown in
Figure 3. From Figure 3, we can see that the red part is the
structural sketch of the servo control system of the mount of
FASOT-1B, and the servo control system is a common three-
ring control system, including current, speed, and position
rings. The yellow parts are the software structure of our
proposed scanning method integrated into the software of
autoguiding system, and the purple part, ASCOM, is a bridge
between the yellow part (scanning function algorithm) and
the red part (servo control system).

The principle of the proposed scanning method based on
autoguiding system is shown in Figure 4. The white disk is
full-disk solar image acquired by autoguiding image sensor.
The center point A’ of yellow cross is the center of autoguiding
image sensor, and it is also the optical axis of autoguiding
telescope, guiding optics of FASOT-1B, polarimetric system,
and IFU. Before beginning multistep scanning, telescope
should be controlled and pointed to the first scanning
step (in Figure 4, the first scanning step is the point B’),
namely, implementing the functionwhich quickly locates and
points the first scanning step (a detailed introduction of this
function will be described in Section 4. On the other hand,
its software module diagram is shown in the yellow part of
Figure 3 and labeled as A). Afterwards, an entire procedure
of multistep scanning will be carried out.

In Section 1, we have had the knowledge about the FOV
of IFU being just 0.5’×0.5’. Therefore, to expand the FOV to
3’×3’, the number of the scanning step should be equal to 35.
As shown in Figure 4, the small red rectangles surrounded

1

36

(g_x , g_y)

6

31A’

G

+X

+Y

-X

-Y

B’

Figure 4:The principle of the proposed scanning method based on
autoguiding system.

by the big one represent the corresponding positions of every
scanning step, and the white arrow represents the direction of
scanning. The point G(g x,g y) is the coordinate of the center
of gravity of full-disk solar image, and the yellow arrow next
to the point G(g x,g y) shows that the movement direction of
the point G is contrary to the direction of its scanning.

Based on FASOTs, the requirements of the observa-
tion and data process, polarization modulation, and image
acquisitions should be conducted after every scanning step,
and then the acquired images will be reconfigured into
an entire image which reflects the whole scanning areas.
These requirements result in that scanning should be of the
following specifications:

(1) The scanning step length should be 0.5’; namely,
Ls=0.5’
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(2) The accuracy between adjacent scanning steps should
be less than or equal to 1”; namely, Ac≤1”

(3) The time of every scanning step should be as fast as
possible

To implement the specifications mentioned above, the
following strategies are adopted (a detailed software module
diagram is shown in the yellow part of Figure 3 and labeled
asB ).

First, as shown in Figure 3, S6 is connected by SW3, and
S4 is connected to S5 by SW2.

Second, the reference coordinate of the center of gravity
of full-disk solar image is calculated, Ref Solar G(Ref
Solar G x,Ref Solar G y), before beginning every scanning
step.

Third, the coordinate of the center of gravity of full-
disk solar image is calculated in real-time, 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟𝐺(𝑘)(𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑥(𝑘),𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑦(𝑘)), after beginning
every scanning step.

Fourth, because every scanning step should meet the two
specifications, Ls=0.5’ and Ac≤1”, when the scanning direc-
tion is horizontal X, the two errors which determine whether
a horizontal scanning step was finished are calculated in real-
time and expressed as

𝐻 𝐸𝑟𝑟𝑜𝑟 𝑥 (𝑘)
= 12.6932 − |𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑥 (𝑘) − Ref Solar G x| (1)

𝐻 𝐸𝑟𝑟𝑜𝑟 𝑦 (𝑘)
= 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑦 (𝑘) − Ref Solar G y (2)

where 𝑘 is the sequence number of measurement of𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑖), 𝑖 = 1 ⋅ ⋅ ⋅ 𝑘 ⋅ ⋅ ⋅ 𝑁 , and 12.6932 is the num-
ber of pixels of a scanning step length, which corresponds to
0.5’.

Fifth, the two errors, 𝐻 𝐸𝑟𝑟𝑜𝑟 𝑥(𝑘) and 𝐻 𝐸𝑟𝑟𝑜𝑟 𝑦(𝑘),
are sent to corresponding software PIDposition controllers of
RAandDECaxes, respectively. AlthoughFigure 3 just depicts
one of the two axes, RA and DEC, the two axes are operated
in the process of scanning simultaneously. Furthermore,𝐻 𝐸𝑟𝑟𝑜𝑟 𝑥(𝑘) is sent to DEC axis, and 𝐻 𝐸𝑟𝑟𝑜𝑟 𝑦(𝑘) is sent
to RA axis. On the other hand, the communication process
between the two errors and the two axes depends on the
Application Programming Interface (API) based onASCOM,
MoveAxis(RA or DEC,Speed).

Sixth, when both 𝐻 𝐸𝑟𝑟𝑜𝑟 𝑥(𝑘) and 𝐻 𝐸𝑟𝑟𝑜𝑟 𝑦(𝑘) are
less than or equal to 0.4 pixels, which corresponds to 1”, a
scanning step of horizontal X is over. In other words, a scan-
ning step is over as long as the terminating condition is met.
Afterwards, polarization modulation and data acquisition are
conducted.

Finally, for the remnant scanning steps of horizon-
tal X, the strategies mentioned above are repeated. But,
when next new scanning step starts, the reference coor-
dinate, Ref Solar G, is updated again, and the coordinate,𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘), is recalculated in real-time.

It is clear that our proposed scanning method is to
combine autoguiding system with the speed ring of the servo

control system (RA axis andDEC axis) in order to construct a
more flexible and software-controlled close-loop controlling
system.

In contrast to the direction of horizontal X, when
the scanning direction is vertical Y, the two errors which
determine whether a vertical scanning step was finished are
calculated in real-time and expressed as follows:

𝑉 𝐸𝑟𝑟𝑜𝑟 𝑥 (𝑘)
= |𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑥 (𝑘) − Ref Solar G x| (3)

𝑉 𝐸𝑟𝑟𝑜𝑟 𝑦 (𝑘)
= 12.6932

− 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑦 (𝑘) − Ref Solar G y
(4)

Afterwards, remnant procedures are similar to those of
horizontal X mentioned above.

Obviously, both 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑥(𝑘) and 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟𝐺 𝑦(𝑘) play an important role in the process of every
scanning step. But they often are disturbed by wind and
other factors forced on telescope (wind is dominant),
resulting in that it is difficult to smoothly and steadily finish
the specifications of every scanning step.

With respect to the disturbance problem, Kalman filter
will be used so as to suppress the random disturbances and
strengthen the robustness of every scanning step.Thedetailed
introduction of Kalman filter will be described in Section 5.

In the end, the program flow chart of our proposed scan-
ning method is shown in Figure 5. It needs to be emphasized
that our program is based on Microsoft Foundation Classes
(MFC), and multithreading and parallel processing are used
for every scanning step.

4. To Quickly Locate and Point
the First Scanning Step

With respect to FASOT, the destination of expanding its
FOV is to observe more the solar local areas of interest. In
other words, the optical axis of FASOT and its autoguiding
telescope should first be pointed to a certain point, which
is located within the solar local areas of interest. As shown
in Figure 4, the optical axis is the point A’, and the certain
point located within the area of interest is B’, namely, the first
scanning step.Therefore, for the proposed scanning method,
the first step is to move A’ to B’.

Taking into consideration the fact that B’ is likely to
locate on any position of full-disk solar image, a Cartesian
coordinate system A’XY is constructed (as shown in Figure 4,
A’ will be taken as the origin of the coordinate system), and
then the distance between A’ and B’ can be obtained and
expressed as the coordinate, (x,y). Afterwards, a coordinate
transformation between Cartesian and equatorial coordi-
nates will be conducted in order to obtain the equatorial
coordinate of the point B’ (RA,DEC), and then the API based
on ASCOM, SlewToCoordinatesAsync (RA,DEC), is used to
drive the FASOT’smount to move A’ to B’. On the other hand,
to implement the function mentioned above, as shown in
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Figure 5: The program flow chart of our proposed scanning method.

Figure 3, the scanning software should first implement the
following operations: connecting S1 to S2 and S3 to S4.

In the following, the coordinate transformation between
Cartesian and equatorial coordinates will be described.

As shown in Figure 6, the big disk represents celestial
sphere. Eq-Eq’ is celestial equator. P is celestial pole. Z is
zenith. O is observation site. Taking into consideration the
fact that the distance between earth and solar is much larger
than the diameter of earth, earth will be taken as the center
of the celestial sphere, namely, the point o. 0A’ is the focal
length of autoguiding telescope, and its value is equal to 𝑓.
A’ is the center of autoguiding image sensor, and it is also
the projection point of optic axis of autoguiding telescope (as
shown in Figure 4, in the Cartesian coordinate system, A’XY,
A’ is taken as the origin of the system). A is the point located
in actual solar surface currently being pointed by the optic
axis of autoguiding telescope, and its equatorial coordinate is

(A,D). B is another point located in actual solar surface which
the optic axis of autoguiding telescope is anxious to point, and
its equatorial coordinate is (A’,D’). AT is the tangent line of AP,
and, on the basis of AT, a Cartesian coordinates system TAT’
will be constructed. It is clear that B’ is the projection point
of B and B”, and it is also the first scanning step (as shown in
Figure 4). Therefore, based on the theorems and formulas of
spherical and projection triangle [14], the two transformation
formulas between Cartesian and equatorial coordinates can
be obtained:

tan (𝐴 − 𝐴) = 𝑦 sec (𝐷)
𝑓 − 𝑥 tan (𝐷) (5)

tan (𝐷) = 𝑥 + 𝑓 tan (𝐷)
𝑓 − 𝑥 tan (𝐷) cos (𝐴 − 𝐴) (6)
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Figure 6: The coordinate transformation between Cartesian and equatorial coordinates.

where (A,D) is the equatorial coordinate of the point A
currently being pointed by the optic axis of autoguiding
telescope, and it is a known quantity as a result of the fact
that it can be obtained through the API based on ASCOM.
(x,y) is the Cartesian coordinate of the point B’, and it is
a known quantity as a result of the fact that it can be
obtained through controlling computer screen of autoguiding
system (as shown in Figure 8). 𝑓 is the focal length of
the autoguiding telescope, and it is also a known quantity.
Therefore, based on the known quantities, the equatorial
coordinate of the point B, (A’,D’), can be obtained. Because
B’ is the projection point of B, its equatorial coordinate is also
(A’,D’).

Obviously, this is an efficient method to quickly locate
and point the first scanning step. However, this method is
unsuitable for the multistep scanning described in Section 3.
The reasons are as follows.

First, this method depends on the pointing accuracy of
the used mount, and the accuracy often is not satisfactory.
For example, as shown in Table 1, the pointing accuracy of
FASOT-1B can not meet the specification of every scanning
step, Ac≤1”. However, with respect to the first scanning step,
the pointing accuracy of FASOT-1B is sufficient as a result of
the fact that it is ok as long as the first scanning step is pointed

to the point which is located within the solar local area of
interest.

Second, the speed regulation of this method is terrible,
resulting in that after pointing every scanning step, the
corresponding vibrations exists in telescope, and polarization
modulation and data acquisition can not be conducted
immediately. Obviously, the time of every scanning step also
will be elongated as a result of waiting for the end of the
vibrations.

Third, this method is not software-controlled, and its
pointing procedure depends on the servo control system
integrated into the mount, resulting in the fact that the
movement velocity of every scanning step can not be flexibly
controlled, and the capacity to resist disturbance is terrible.

5. The Closed-Loop Controlling of
Every Scanning Step

As mentioned in Section 3, to meet the specifications of
every scanning step, a new closed-loop controlling system
combining autoguiding system with servo control system of
the mount is constructed and its structure diagram is shown
in Figure 3. In Section 3, the principle of this closed-loop
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Figure 7: The physical map of FASOT-1B.

controlling system and its flow chart of program also have
been described. Its core ideal is to construct a more flexible
and software-controlled closed-loop controlling system in
order to flexibly regulate the speed of every scanning step
and fulfill the scanning specifications. On the other hands,
it is convenient for the software-controlled closed-loop con-
trolling system to integrate some efficient algorithms into
its interior to strengthen its robustness. For example, in our
scanning method, Kalman filter is used to strengthen the
robustness of every scanning step.

6. Kalman Filter of Every Scanning Step

In every scanning step, due to the random disturbances from
wind and other factors forced on telescope (wind is domi-
nant), the corresponding vibrations exist in the guiding optic
ofmain telescope, resulting in that autoguiding telescope also
will be disturbed. There is no doubt that the disturbances
will have a terrible influence on the performance of our
multistep scanning. Therefore, corresponding measures must
be taken. Kalman filter is chosen by us to improve the
performance of our multistep scanning after investigating
a lot of published literatures. Although Kalman filter has
been applied to some telescopes and systems to strengthen
their robustness [15–18], its application in telescope scanning
has not been found. In the following, a detailed description
about the application of Kalman filter in our scanning will be
given.

Kalman filter is a statistical estimation method, which is
autoregressive, linear, and unbiased. Through iteration, the
optimal estimation of observation data can obtained. In other

words, the disturbances forced on the observation datawill be
suppressed.

For our proposed multistep scanning, the application of
Kalman filter is as follows.

First, for every scanning step, Kalman filter is used to
obtain the optimal estimation coordinate from the real-time
coordinate of the center of gravity of full-disk solar image,
namely, estimating ̂𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘/𝑘), 𝑘 = 1,2....N from𝐶𝑢𝑟𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘), 𝑘 = 1,2....N.

Second, 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘) shown in (1)-(4) will be replaced
by ̂𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘/𝑘).

Finally, the remnant the procedures are similar to those
described in Section 3.

The equations of traditional Kalman filter are as follows.
State and observation equations are

X (𝑘) = AX (𝑘 − 1) + B𝑈 (𝑘 − 1) +𝑉 (𝑘) (7)

Y (𝑘) = HX (𝑘) +𝑊 (𝑘) (8)

where A is state-transition matrix. B is control matrix. V is
state noise which obeys a Gaussian distribution𝑁(0, 𝜎𝑊2).H
is observation matrix. W is observation noise which obeys a
Gaussian distribution 𝑁(0, 𝜎𝑉2).

Time renewal equation is

X̂
1
(𝑘) = AX (�̂� − 1) + B (9)

P1 (𝑘) = AP (𝑘 − 1)A𝑇 + Q (10)

where A is state-transition matrix. B is control matrix. Q is
covariance matrix ofW.

Observation renewal equation is

K (𝑘) = P1 (𝑘)H𝑇 [HP1 (𝑘)H𝑇 + R]−1 (11)

X̂ (𝑘) = X̂
1
(𝑘) + K (k) [Y (𝑘) − X̂

1
(𝑘)] (12)

P (𝑘) = [I − K (𝑘)H]P1 (𝑘) (13)

where H is observation matrix. I unit matrix. K is Kalman
gain. R is covariance matrix ofV. X̂(𝑘) is the estimation value
of Kalman filter.

Obviously, on the basis of the equationsmentioned above,
the scanning state and observation equations (7)-(8) are first
constructed. Afterwards, the matrixes mentioned above, (A,
B,H,W,Q,V, andR), are obtained. Next, the estimation data
of Kalman filter, ̂Cur Solar G(𝑘/𝑘), is calculated by iteration
equations (9)-(13). It needs to be emphasized that in our pro-
posed multistep scanning, the scanning direction contains
horizontal X and vertical Y. Therefore, different scanning
direction has its own state and observation equations.

Taking the scanning of horizontal X for example, the
scanning procedure is that the RA axis and DEC axis are
simultaneously operated based on the two errors,𝐻 𝐸𝑟𝑟𝑜𝑟 𝑥
and 𝐻 𝐸𝑟𝑟𝑜𝑟 𝑦. Furthermore, this operation results in the
change of the real-time coordinate of the center of gravity of
full-disk solar image,𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘), at the same movement
size and speed as the two axes. Therefore, the scanning
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movement equation of 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘), namely, its state
equation, can be expressed as follows:

[𝑋S (𝑘)
𝑋V (𝑘)]= [1 𝑇0 𝑇][𝑋S (𝑘 − 1)

𝑋V (𝑘 − 1)]

+ [
[

1
2𝑇2
𝑇

]
]
𝑈 (𝑘 − 1) +𝑉 (𝑘)

(14)

where 𝑘 is the sequence number of measurement of𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑖), 𝑖 = 1 ⋅ ⋅ ⋅ 𝑘 ⋅ ⋅ ⋅ 𝑁 , and 𝑇 is its measurement
cycle. 𝑋S(𝑘) is the movement size of 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘). 𝑋𝑉(𝑘)
is the movement speed of 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘).𝑈(𝑘) is the move-
ment acceleration of 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘). 𝑉(𝑘) is the random
disturbances enforced on telescope, and suppose that it obeys
the Gaussian distribution 𝑁(0,𝜎𝑉2).

On the other hand, the scanning observation equation
can be expressed as follows:

[𝑌S (𝑘)
𝑌V (𝑘)] = [1 0] [𝑋S (𝑘)

𝑋V (𝑘)] +𝑊 (𝑘) (15)

where 𝑌𝑆(k) and 𝑌𝑉(k) are the observation data of autoguid-
ing image sensor for 𝑋S(𝑘) and 𝑋𝑉(𝑘).𝑊(k) is observation
noise of autoguiding image sensor, and suppose that it obeys
a Gaussian distribution 𝑁(0,𝜎𝑊2).

Due to the fact that 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺(𝑘) consists of 𝐶𝑢𝑟𝑆𝑜𝑙𝑎𝑟 𝐺 𝑥(𝑘) and 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 𝑦(𝑘), therefore, (14) and (15)
can be expanded as follows:

[[[[[
[

XS X (𝑘)
XV X (𝑘)
XS Y (𝑘)
XV Y (𝑘)

]]]]]
]

=
[[[[[
[

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

]]]]]
]

[[[[[
[

XS X (𝑘−1)
XV X (𝑘−1)
XS Y (𝑘−1)
XV Y (𝑘−1)

]]]]]
]

+
[[[[[[[[[
[

1
2T2

T
1

2T2

T

]]]]]]]]]
]

𝑈 (𝑘 − 1) + 𝑉 (𝑘)

(16)

[YS (𝑘)
YV (𝑘)] = [1 0 0 0

0 0 1 0]
[[[[[
[

XS X (𝑘)
XV X (𝑘)
XS Y (𝑘)
XV Y (𝑘)

]]]]]
]
+𝑊 (𝑘) (17)

Obviously, from the two equations, (16) and (17), we can
obtain the state-transitionmatrixA, the controlmatrixB, and
the observation matrix H. Generally, 𝑉 is associated with the
disturbances forced on telescope in the procedure of scanning
movement, and𝑊 is related to the noise of autoguiding image
sensor. However, in our scanning movement, autoguiding
telescope and its image sensor are located on the top of

the guiding optics of main telescope (as shown in the
Figure 7). Therefore, the disturbances forced on telescope
will have a similar influence on autoguiding telescope and
its image sensor. In other words, the disturbances can be
observed by autoguiding system and seen as the noise of
autoguiding image sensor. On the basis of the above analysis,
in our Kalman filter equation (16), 𝑉 can be seen as a very
small quantity or zero, and in (17), 𝑊 can be seen as the
accumulation of the disturbances forced on telescope and
autoguiding image sensor’s own noise.

On the other hand, we have had the knowledge that,
for W, the influence of wind is dominant. What is more,
different levels of wind result in different W. Furthermore,
our scanning will be stopped when the level of wind is
stronger than level three wind. Therefore, in different levels
of wind (from level one to level three), three groups of the
real-time coordinates of the center of gravity of full-disk solar
image are obtained, namely, 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 1, 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 2,
and 𝐶𝑢𝑟 𝑆𝑜𝑙𝑎𝑟 𝐺 3. In the meantime, based on the three
groups of coordinates, three groups of W will be obtained,
namely, W1, W2, and W3. Finally, when the Kalman filter
method mentioned above is applied to our every scanning
step of horizontal X, the different W will be selected based
on corresponding the level of wind.

With respect to the scanning of vertical Y, the strategies
about using Kalman filter are similar to the one of horizontal
X mentioned above.

In the end, the things which we need to point to are as
follows.

First, as shown in Figure 3, when Kalman filter is used, S4
is connected to S5 by SW2, S7 is connected by SW3, and S8 is
connected by SW5.

Second, the level of wind is determined by the speed of
wind, and the relationship between them is shown in Table 2.
Furthermore, a digital anemometer is used by us to measure
the speed of wind and select different W in the procedure of
scanning.

7. Experiments and Results of Scanning

To demonstrate whether the proposed scanning method can
meet its specifications ((1) the scanning step length should
be 0.5’; (2) the accuracy between adjacent scanning steps
should be less than or equal to 1”; (3) the time of every
scanning step should be as fast as possible), experiments have
been conducted in FASOT prototype FASOT-1B. Because the
performance of the mount of FASOT is superior to the one
of FASOT-1B, if the scanning specifications can be met by
FASOT-1B, then they also can be did by FASOT. Figure 7
displays the picture of real product of FASOT-1B, and Figure 8
displays the graphical user interface of controlling system of
our proposed scanning method based on autoguiding system
on the computer screen.

Because our proposed scanning method is based on the
real-time error of the center of gravity of full-disk solar image,
the trajectory of the center of gravity of full-disk solar image
can be used to verify whether every scanning step is smooth
and accurate. In the meantime, the trajectory also can be
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Figure 8: The graphical user interface of controlling system of our
proposed scanning method based on autoguiding system on the
computer screen.

Table 2: The relationship between the level of wind and speed of
wind.

The level of wind The speed of wind (m/s)
1 0.3-1.6
2 1.6-3.4
3 3.4-5.5

used to verify whether the scanning specifications can be
met.

First of all, we need to verify whether the Kalman filter
can strengthen the robustness of every scanning step or not.
Therefore, the structure of Figure 3 should be that S5 is
connected to S4 by SW2, SW3 is connected to S6, SW4 is con-
nected to S7, and SW5 is not connected to S8. In other words,
the estimated data of Kalman filter, ̂Cur Solar G(𝑘/𝑘), just is
taken as a comparison variable with Cur Solar G(𝑘), instead
of a feedback variable. Therefore, in distinct levels of wind
(from level one to level three), some experiments have been
conducted, and corresponding data also has been obtained.
To better show the performance of Kalman filter, the group
of data with remarkable random disturbances, which is
obtained in level 3 wind, is used and displayed in Figure 9.
From Figure 9(b), it is clear that the center of gravity of
full-disk solar image without Kalman filter (the black line
shown in Figure 9(b)) will be off its trajectory when some
strong random disturbances exist in the process of scanning.
In contrast to the result without Kalman filter, the center of
gravity of full-disk solar image with Kalman filter (the red
line shown in Figure 9(b)) almost keeps its trajectory. What is
more, comparedwith the trajectorywithoutKalmanfilter, the
one with Kalman filter is more smooth and steady. Therefore,
we can conclude that Kalman filter can correctly estimate
the position of the center of gravity of full-disk solar image,
and if the output of Kalman filter, ̂Cur Solar G(𝑘/𝑘), can be
applied to the closed-loop control system of our proposed
scanning method, our proposed scanning method will be of
more strong performance.

Second, the Kalman filter is applied to the closed-loop
controlling system of our proposed scanning method (the
structure of Figure 3 should be that S5 is connected to S4 by
SW2, SW3 is connected to S7, and SW5 is connected to S8).
Afterwards, some experiments similar to those mentioned
above also have been conducted, and then the group of data
with remarkable random disturbances, which is obtained in
level 3 wind, is used and displayed in Figure 10.

Because, currently, the Kalman filter has been used, the
scanning procedure should be smooth and steady. Therefore,
the movement accuracy and time between adjacent scanning
steps arewhatwewant to obtain.With respect to the accuracy,
if the number of pixels between adjacent scanning steps is
within the range [12.2932, 12.6932], the accuracy of every
scanning step can be met. Therefore, in Figure 10(b), the
trajectory of the center of gravity of full-disk solar image
just contains points, which belong to the beginning and end
of every scanning step. Based on Figure 10(b), accuracy of
every scanning step can be obtained, and it is clear that
their accuracy are satisfactory. On the other hand, to obtain
the movement time of every scanning step, the timer based
software is used, and corresponding results show that all their
time is less than or equal to 4s.

Finally, the method of quickly locating and pointing the
first scanning step described in Section 4 is also tested, and
results show that the first scanning step always is pointed
to the point, which is located within the solar local area of
interest.

Obviously, from the analyses mentioned above, we may
come to the conclusion that, for FASOT-1B, the proposed
scanning method can meet the specifications of every scan-
ning step. In other words, this method can be directly
transplanted to FASOT after it is built.

8. Conclusion

On the basis of the special structure of FASOT in optics
and machine, this paper proposes a novel scanning method
based on autoguiding system so as to expand the field of
view of observation of FASOT. In themeantime, the proposed
scanning method also is turned out to be feasible in the
FASOT prototype FASOT-1B. In other words, this method
can be directly transplanted to FASOT after it is built. On the
other hand, in addition to giving a detailed introduction to
the principle of our proposed scanning method, this paper
also provides an efficient method based on Kalman filter to
suppress the random disturbances forced on every scanning
step so as to strengthen the scanning performance.

As a closing remark, because FASOT has a special
structure which is distinct from the existing solar telescopes
and our proposed scanning method based on autoguiding
system has not been reported in the published literatures,
the key technologies described in our proposed scanning
method are able to be taken as an efficient reference when
the solar telescopes with a similar structure to FASOT are
constructed, especially in the situation where the mount of
the solar telescopes supports the software protocols based on
ASCOM.
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Figure 9: The comparison of the track of the center of gravity of full-disk solar image.
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(b) The track of multistep scanning using Kalman filter

Figure 10: The track of the center of gravity of full-disk solar image using Kalman filter.
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The detection of ultrahigh-energy neutrinos, with energies in the PeV range or above, is a topic of great interest in modern
astroparticle physics.The importance comes from the fact that these neutrinos point back to themost energetic particle accelerators
in theUniverse and provide information about their underlying accelerationmechanisms. Atmospheric neutrinos are a background
for these challengingmeasurements, but their rate is expected to be negligible above≈1 PeV. In this workwe describe the feasibility to
study ultrahigh-energy neutrinos based on the Earth-skimming technique, by detecting the charged leptons produced in neutrino-
nucleon interactions in a highmass target.We propose to detect the charged leptons, or their decay products, with theHighAltitude
Water Cherenkov (HAWC) observatory and use as a large-mass target for the neutrino interactions the Pico de Orizaba volcano,
the highest mountain in Mexico. In this work we develop an estimate of the detection rate using a geometrical model to calculate
the effective area of the observatory. Our results show that it may be feasible to perform measurements of the ultrahigh-energy
neutrino flux from cosmic origin during the expected lifetime of the HAWC observatory.

1. Introduction

The first evidence of ultrahigh-energy neutrinos (in the
PeV energy range) from extraterrestrial origin was recently
reported [1]. This opened a new field in astroparticle physics
that will allow the identification and characterization of
the most powerful particle accelerators in the Universe.
Neutrinos are not affected by the electromagnetic or strong
interactions and thus point back to the source where they
were produced, unlike charged cosmic rays. Gamma-rays are
another cosmic probe that provides information about the
acceleration mechanisms that occur in astrophysical sources.
Due to this, there are several dedicated instruments, both
ground or space based, performing a continuous survey of the
Universe characterizing gamma-ray sources, for example, the
Fermi Gamma-Ray Space Telescope and the imaging atmo-
spheric Cherenkov telescopes HESS,MAGIC, VERITAS, and
FACT.

The HAWC observatory was designed to detect and
characterize the sources of high-energy gamma-rays in the
energy range between 100GeV and 100 TeV [2] and started

full operations in April 2015. It is a ground based instrument
that detects atmospheric showers by measuring with high
precision the arrival time of the particles that compose the air
showers.This is done via theCherenkov light produced by the
air shower particles as they enter the 300 water detector tanks
that constitute the observatory, with a total water volume
of 54 million litres. At energies above 100 TeV, gamma-
rays suffer strong absorption from pair production with
photons from the cosmic microwave background radiation
that strongly reduces theirmean free path [3]. For this reason,
ultrahigh-energy neutrinos may be a better tool to study the
most energetic extragalactic particle accelerators.

The Earth-skimming technique to detect ultrahigh-
energy neutrinos has been proposed before; see, for instance,
[4–8]. The method consists of using the interaction between
a neutrino and a nucleon via the exchange of a W± boson to
produce a charged lepton of the same flavour as the incoming
neutrino. Since the neutrino-nucleon cross section is very
small, a large-mass target is needed. The natural candidate
to produce such interactions is the Earth crust, either by
focusing the searches on quasi-horizontal neutrinos that
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travel along a chord inside the Earth or by using mountains
as targets. The produced charged lepton travels essentially in
the same direction as the neutrino. Thus, in the considered
scheme, the charged lepton will travel either upward if it
was moving through a chord inside the Earth crust or quasi-
horizontally if the neutrino passed through a mountain.

From the three families of leptons, the electron neutrinos
are unfavourable for this type of study because the produced
high-energy electrons initiate electromagnetic showers that
are easily absorbed by the target mass shortly after produc-
tion. For 𝜇 neutrinos, the relatively large mean life of the
produced charged lepton combinedwith the ultrahigh energy
will produce a detectable signal only as an ultraenergetic𝜇. The 𝜏 neutrinos are the ones that have attracted more
interest from the experimental point of view. The reason is
that because of their very short mean life, even if they are
very energetic the produced 𝜏 charged leptons will decay
into secondary particles that would make the detection of
the signal easier. However, the 𝜏 neutrinos have proven to
be one of the most elusive particles of the standard model,
with less than 15 detections up to now [13]. Ultrahigh-
energy 𝜏 neutrinos (with searches up to 72 PeV) have eluded
direct detection so far, even after the analysis of three
years of IceCube data [14]. Even though 𝜏 neutrinos are
disfavoured in production mechanisms at the astrophysical
acceleration sites, the neutrino flavour mixing that occurs in
cosmological distances is expected to produce approximately
equal proportions of all neutrino flavours at the Earth.

There have been already experimental attempts to
detect ultrahigh-energy neutrinos using the Earth-skimming
technique. For instance, the Pierre Auger observatory in
Argentina used their surface detectors to look for the electro-
magnetic signature of extensive air showers initiated by the
decay of 𝜏 charged leptons of EeV energies that develop close
to the detector [15–17], without finding candidate signals so
far.There are also studies that propose to use the fluorescence
detector of the PierreAuger observatory to detect the decay in
the atmosphere of 𝜏 charged leptons produced by ultrahigh-
energy neutrinos [18]; however, this idea has not been
implemented yet. The Ashra-1 collaboration [19] searched
for neutrino emission from a GRB in the PeV–EeV energy
range using the Earth-skimming technique. The Ashra-1
experiment, located on the Mauna Loa volcano and facing
theMaunaKea volcano in theHawaii island, aimed to detect 𝜏
neutrinos that converted into 𝜏 charged leptons insideMauna
Kea. Their method consisted of measuring the Cherenkov
light emitted by the particles of the atmospheric shower
initiated by the decay products of the 𝜏 charged lepton.Their
analysis of the GRB081203A did not find signals associated
to 𝜏 neutrinos in the PeV–EeV energy range.There have been
also studies about the feasibility to use theMAGIC telescopes
for the detection of 𝜏 neutrinos [20, 21], by pointing their
telescopes below the horizon towards the sea, or by searching
for reflections of Cherenkov light by the nearby ground, the
sea, or clouds [22, 23]. However, no experimental results have
been published yet.

In this paper we propose to adapt the Earth-Skimming
technique to use it with the HAWC gamma-ray observatory,
employing the Pico de Orizaba volcano as a target for the

neutrino-nucleon interactions. However, we propose not to
follow the method explored so far of studying the decay
products of a 𝜏 charged lepton on the atmosphere. Instead, we
propose to reconstruct directly the trajectory of the charged
lepton or their decay products as they travel through the
HAWC detectors. In this way we do not only restrict our
studies to 𝜏 neutrinos but also include the possibility for
the detection of ultrahigh-energy 𝜇 neutrinos (a first sug-
gestion of this method was mentioned in [11]). At ultrahigh
energies, the produced charged leptons will have an energy
approximately equal to that of the original neutrino [7, 11].
These charged leptons, or their decay products, could travel
crossing several HAWC detectors depositing large amounts
of Cherenkov light, well beyond the average left from both
atmospheric muons (≈30 photoelectrons (PEs) [24]) located
far from the shower core used in the gamma/hadron dis-
crimination algorithms of HAWC and the high PE noise, also
associated to atmospheric muons, considered by the HAWC
collaboration to be in the range of 10–200 PEs [25]. Here it is
important to point out that the dynamical range of theHAWC
electronics goes from a fraction of a PE up to thousands PEs
[26].

In order to demonstrate that our proposal to search
for tracks produced by 𝜏 charged leptons or their boosted
decay products is feasible, we performed some GEANT4 [27]
simulations of the decay of 𝜏 charged leptons with an energy
of 1 PeV (that decay approximately 50m after their creation
point) and studied the shower evolution in air. We choose an
energy of 1 PeV so the 𝜏 charged leptons decay quickly and are
in the energy regime of our studies. After decay, the opening
angle of the charged products is smaller than 0.7∘, thus, after
the decay products have travelled 2050m (the approximate
distance from the edge of the volcano to the HAWC array at≈4090m a.s.l. is of two kilometers), they would hit at most
three columns of HAWC tanks. Moreover, over 95% of the
secondary charged particles are contained within an opening
angle smaller than 0.2∘, therefore producing large Cherenkov
signals only within a single row of HAWC tanks, producing
a clearly identifiable track. This simplified exercise was done
for 1 PeV charged 𝜏’s, making it easy to extrapolate the results
to higher energy charged leptons, since the opening angle of
the decay products is inversely proportional to the energy of
the primary charged lepton [28].

Based on this information, we believe that the tracking
method is possible in the search for charged leptons, pro-
duced by neutrino-nucleon interactions, in the PeV energy
range. The amount of Cherenkov light that could be detected
by the HAWC PMTs by such energetic particles is expected
to be in the range of thousands to tens of thousands PEs.
However, given the dynamic range of the current HAWC
electronics one could anticipate that the collected light could
be used as a proxy to at least set a lower boundary on the
energy of the incoming charged lepton, in a similarmanner to
what IceCube does for muons that pass through the detector.

The paper is organized as follows: in Section 2 we present
the calculation of the flux of charged leptons that could
be produced by neutrino-nucleon interactions in the Pico
de Orizaba volcano. In Section 3, we describe a method
to calculate the HAWC effective area based on purely
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geometrical considerations and evaluate it for different trig-
ger conditions. Then, in Section 4, we present our results
for the possible detection rate and address the issue of the
expected background signals. In Section 5, we discuss how
the current trigger of HAWC can be useful in selecting data
for these studies and discuss further a possible background
rejection strategy. Finally, the conclusions are presented in
Section 6.

2. Calculation of the Flux of Charged Leptons
Produced by Earth-Skimming Neutrinos

In order to obtain an estimate of the number of ultrahigh-
energy charged leptons that could be produced via the Earth-
skimming technique, we follow the formalism developed in
[7, 29]. However we use further simplifications due to the
detection method that we propose in this paper and also
because of the energy of the neutrinos that we plan to study.
The differences between the original formalism of [7, 29] and
our implementation are pointed out in the text.

The number of charged leptons (𝑁𝐿) that could be
detected by the observatory is given by

𝑁𝐿 = Φ𝐿 (𝐴Ω)eff 𝑇𝐷, (1)

where Φ𝐿 is the charged lepton flux, (𝐴Ω)eff is the effective
area of the observatory, 𝑇 is the live time of the experiment,
and 𝐷 is the duty cycle for observations, which basically
describes which fraction of the time 𝑇 the experiment is
actually able to take data. In this section we describe the
calculation of the flux of charged leptons Φ𝐿 produced
by the neutrino-nucleon interactions that occur while the
neutrinos traverse the volcano. We start with the differential
flux of ultrahigh-energy neutrinos produced by astrophysical
sources, which we consider to be isotropic. This differential
flux is given by

𝑑Φ]𝑑𝐸]𝑑 cos 𝜃]𝑑𝜙]
(2)

with (𝐸], 𝜃], 𝜙]) being, respectively, the energy, polar, and
azimuthal angle of the neutrinos. Since we are interested
in integrating the flux on only a certain region (the one
covered by the Pico de Orizaba volcano) and because we are
considering an isotropic flux, we can simplify the differential
neutrino flux to

𝑑Φ]𝑑𝐸]𝑑 cos 𝜃]𝑑𝜙]
= 1

Ω
𝑑Φ]𝑑𝐸]

, (3)

whereΩ is the solid angle covered by the volcano that is being
used as the target for the neutrino-nucleon interactions. After
the proposed isotropic neutrino flux passes through the Pico
de Orizaba volcano, the produced differential charged lepton
flux is given by

𝑑Φ𝐿𝑑𝐸𝐿𝑑 cos 𝜃𝐿𝑑𝜙𝐿 (4)

with (𝐸𝐿, 𝜃𝐿, 𝜙𝐿) being, respectively, the energy, polar, and
azimuthal angle of the produced charged leptons.The relation

between the differential fluxes of incoming neutrinos and the
produced charged leptons is thus given by

𝑑Φ𝐿𝑑𝐸𝐿𝑑 cos 𝜃𝐿𝑑𝜙𝐿
= ∫𝑑𝐸]𝑑 cos 𝜃]𝑑𝜙]

1
Ω

𝑑Φ]𝑑𝐸]
𝜅 (𝐸], 𝜃], 𝜙]; 𝐸𝐿, 𝜃𝐿, 𝜙𝐿) ,

(5)

where 𝜅 is a function that physically represents the con-
volution of the probabilities of the different processes that
need to take place in order that an ultrahigh-energy neutrino
converts into a charged lepton inside the target material and
is able to escape themountain. Given that we are interested in
studying ultrahigh-energy neutrinos (𝐸] > 10PeV), the first
simplification comes from the fact that the produced charged
lepton will approximately follow the same direction as the
original neutrino. The angle between the original neutrino
and the produced charged lepton (𝜃]−𝜃𝐿) has been estimated
to be smaller than 1 arcmin for energies above 1 PeV for 𝜏’s
[19]; so, we expect this angle to be negligible. This makes that
the angular dependence of 𝜅 can be approximated by delta
functions.

𝜅 (𝐸], 𝜃], 𝜙]; 𝐸𝐿, 𝜃𝐿, 𝜙𝐿)
≈ 𝜅 (𝐸]; 𝐸𝐿) 𝛿 (cos 𝜃] − cos 𝜃𝐿) 𝛿 (𝜙] − 𝜙𝐿) . (6)

The energy dependent part of the 𝜅 function can be
written as the integral along the path of the neutrino and the
corresponding charged lepton inside the volcano

𝜅 (𝐸]; 𝐸𝐿) = ∫𝑃1𝑃2𝑃3 (𝐿) 𝑃4, (7)

where 𝑃1 is the survival probability for a neutrino travelling
a certain distance inside the volcano. This probability can be
written as

𝑃1 = exp[−∫𝐴
0

𝑑𝑧
𝐿]
CC (𝐸])] , (8)

where𝐿]
CC is the charged current interaction length. Since the

average width of the volcano (𝐴) is much smaller than the
interaction length, almost all of the neutrinos will traverse
the whole mountain. That defines the integration limit of
(8). The interaction length is a function of the density of
the medium that the neutrino travels through. In the case of
the formalism developed in [7], where the trajectories of the
neutrinos were across chords inside Earth, the authors had
to consider variations of the Earth density. In this particular
case, since we are interested in neutrinos that travel through
volcanoes, it is reasonable to consider a constant density 𝜌
along the path of the neutrinos. Thus, the expression for the
charged current interaction length can be written as follows:

𝐿]
CC (𝐸]) = 1

𝜎]
CC (𝐸]) 𝜌𝑁𝐴 , (9)

where 𝑁𝐴 is Avogadro’s constant and 𝜎CC(𝐸]) is the charged
current cross section. The second probability (𝑃2) that enters
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Table 1: Numerical values of 𝑃3(𝐿) for the different energy ranges
considered in this work.

Energy bin [PeV] 𝑃3 (𝜇) 𝑃3 (𝜏)[101, 102] 1 0.5
[102, 104] 1 0.9

the calculation of 𝜅 is that of a neutrino to convert into a
charged lepton through a charged current in an infinitesimal
distance 𝑑𝑧. This probability is given by

𝑃2 = 𝑑𝑧
𝐿]
CC (𝐸]) . (10)

The third process (𝑃3) that is taken into account in the 𝜅
function is the probability that the produced charged lepton
is able to escape the volcano, taking into account the charged
lepton energy losses in the medium.This process is described
by a system of two coupled differential equations:

𝑑𝐸𝐿𝑑𝑧 = − (𝛼𝐿 + 𝛽𝐿𝐸𝐿) 𝜌, (11)

𝑑𝑃3 (𝐿)𝑑𝑧 = −𝑚𝐿𝑃3 (𝐿)𝑐𝑇𝐿𝐸𝐿 . (12)

Where (11) describes the energy loss processes, with 𝛼𝐿
describing the ionization energy loss and 𝛽𝐿 the radiative
energy loss. According to the literature, for example, [7], the
effects of 𝛼𝐿 are negligible at the energy regime of interest of
this work; so, we consider in (11) that𝛼𝐿 → 0. In (12),𝑚𝐿 is the
mass of the charged lepton, 𝑐 is the speed of light, and𝑇𝐿 is the
charged lepton lifetime. AMonte Carlo study from [11] shows
that, for 𝜇’s with energies of 1 PeV, 𝑃3(𝜇) ≈ 0.98 after 6 km
water equivalent (km.w.e) (6 km.w.e. ≈ 2.3 km in “standard
rock,” the average path length inside the volcano), that is,
in the extreme case where the charged lepton has to travel
the average width of the volcano, and this value approaches
unity as the energy of the 𝜇 charged lepton increases. Thus,
we consider that, for the energy regime studied in this work,
it is appropriate that for 𝜇’s we can take a value of 𝑃3(𝜇) ≈ 1.0
(see Table 1).

The case of the survival probability for 𝜏 charged leptons
is more complicated to evaluate, since most of the research
has been done for energies above or at 100 PeV [30–32]. We
take as a base for our calculations the results presented in
[31]. For 𝐸𝜏 = 10EeV, 𝑃3(𝜏) ≈ 0.99 and, for 𝐸𝜏 = 1EeV,𝑃3(𝜏) ≈ 0.93 after 2.3 km in “standard rock,” that is, in the
extreme case where 𝜏’s are produced just after entering the
volcano.However, the values of𝑃3(𝜏) at lower energies cannot
be obtained by a simple extrapolation since the value of 𝑃3(𝜏)
below 100 PeV is dominated by the mean life time of 𝜏. By
considering this fact, we obtain approximate values of 𝑃3(𝜏)
for the PeV energy regime. Table 1 shows the average values
of 𝑃3(𝜏) in the energy range of interest of this work. Finally,
the factor 𝑃4 makes sure that the charged lepton escapes the
volume of the volcano with an energy 𝐸𝐿. Based on (11),
taking 𝛼𝐿 ≈ 0, then 𝑃4 can be written as

𝑃4 = 𝛿 (𝐸𝐿 − 𝐸] exp [−𝛽𝐿𝜌𝑧]) . (13)

Thus, we can approximate the 𝜅 function as

𝜅 (𝐸]; 𝐸𝐿) = ∫𝑃1𝑃2𝑃3 (𝐿) 𝑃4 ≈ 𝑃3 (𝐿) ∫𝑃1𝑃2𝑃4. (14)

After evaluating the integral we obtain an expression for
the 𝜅 function.

𝜅 (𝐸]; 𝐸𝐿) ≈ 𝑃3 (𝐿)𝐿CC (𝐸]) exp[ −𝐴
𝐿CC (𝐸])]

1
𝛽𝐿𝜌𝐸𝐿 . (15)

Equation (15) is valid in the case where we neglect
variations of the density of the volcano. Going back to (5),
we can substitute (6) and (15) into it. By doing this, we obtain
an equation for the differential flux with respect to the energy
of the leptons

𝑑Φ𝐿𝑑𝐸𝐿 = 𝑃3 (𝐿)𝛽𝐿𝜌𝐸𝐿 ∫𝑑𝐸]
𝑑Φ] (𝐸])𝑑𝐸]

1
𝐿CC (𝐸])

⋅ exp[− 𝐴
𝐿CC (𝐸])] .

(16)

The next step is to define a function that describes the
differential flux of neutrinos as a function of energy. For this,
we use the parametrization of the measured astrophysical
neutrino flux made by IceCube [12, 33, 34], which has been
found to be well described by an unbroken power law

𝑑Φ] (𝐸])𝑑𝐸]
= 𝜙 × ( 𝐸]100TeV)−𝛾 . (17)

We choose to use the parametrization presented in [33]
for the measurement of the ]𝜇 + ]𝜇 astrophysical flux.
For this particular parametrization we shifted the mean
values of the normalization and spectral index in order
to obtain the highest flux, within the allowed range given
by their statistical uncertainties. These values are 𝜙 =0.3343GeV−1 Km−2 sr−1 yr−1 and 𝛾 = 1.71. We assume for
our calculations an expected equal contribution to the astro-
physical flux for ]𝜏 + ]𝜏, due to the neutrino flavour mixing
over cosmological distances that would produce approxi-
mately equal proportions of all flavours.Then, we extrapolate
the measured flux to the energy range 10 PeV to 100 EeV.
Moreover, motivated by the most energetic event found by
the diffuse flux muon neutrino search (2009–2015) done by
IceCube (a track event that deposited 2.6 ± 0.3PeV in the
sensible volume of the detector [35]), we also include in the
flux estimations the models proposed in [9], which account
for sources of multi-PeV neutrinos that are constrained by
the most recent ultrahigh-energy neutrino upper limits set
by IceCube [36] and Pierre Auger [15]. These models, for the
sum of all neutrino flavours, have the smoothly broken power
law functional forms:

𝑑Φ] (𝐸])𝑑𝐸]
= 𝜙𝑖 × [(𝐸]𝐸𝑖 )

𝛼𝜂 + (𝐸]𝐸𝑖 )
𝛽𝜂]
1/𝜂

. (18)

The values of the parameters are 𝛼 = −1, 𝛽 = −3 and𝜂 = −1. 𝐸𝑖 take the values of 107 GeV for what we refer in
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Table 2: Values of the normalization constants 𝜙𝑖 and pivot energies
for the different PeV neutrino models presented in [9].

Model 𝐸𝑖 [GeV] 𝜙𝑖 [GeV−1 Km−2 sr−1 yr−1]
A 107 6.2545 × 10−5
B 108 1.5780 × 10−6
C 109 1.5798 × 10−8

this work as Model A, 108 GeV for Model B, and 109 GeV for
Model C.The values of the normalizations 𝜙𝑖 for each of these
models are presented in Table 2.

According to [9], Models A and B would correspond to
the spectra produced by BL Lac AGNs, and combinations of
Models A and C would follow the expected shape of GZK
neutrinos produced from EBL and CMB interactions.

In order to calculate the flux of charged leptons produced
by neutrino-nucleon interactions we need to define the
input parameters that enter the calculation of the number
of produced charged leptons (see (16)). For the value of the
parameter that describes the radiative energy losses of the
charged leptons as they travel through the rock (𝛽𝐿), one can
find in the literature 𝛽𝜏 parametrizations that may differ by
up to a factor of two. For instance, it ranges from 0.26 to0.59 × 10−6 cm2/g at 100 PeV in [10]. For our calculations we
decided to use the 𝛽𝜏 values obtained with the ASW structure
functions calculated in [10] and for 𝛽𝜇 the results obtained in
[11]. For this latter case the results are available up to an energy
of 1 EeV, but these values are enough for our calculations. For
the numerical integrations, we used intermediate values of 𝛽𝜏
and 𝛽𝜇 in different bins of energy as shown in Table 3.

For the density of the volcano, we take that of “standard
rock,” 𝜌 = 2.65 g/cm3 [11]. For the calculation of the charged
current interaction length we use the results from [37],
with the cross section for neutrino-nucleon interactions via
charged currents in the energy range 10PeV ≤ 𝐸] ≤ 1ZeV
given by

𝜎CC (]𝑁) = 5.53 × 10−36 cm2 ( 𝐸]1GeV)0.363 . (19)

This parametrization is a well known result. However, as
a cross check, we compared the parametrization given by [37]
with more recent calculations [38–41]. The result of this is
presented in Figure 1. One can notice that the result from [37]
follows the general trend predicted by the work of [38] and
Sarkar et al. Due to this and the fact that there is an analytical
expression for the cross section of [37], we decided to use
(19) in our numerical calculations.The anti neutrino-nucleon
cross section is taken to be the same [37]. Using these results
we get a value of 𝐿]

CC(100PeV) = 1413 km, much smaller
than the light-year interaction length for average neutrinos
in lead [42].

For the average width of the Pico de Orizaba, we cal-
culated the typical length of a chord that goes through a
cone that follows the geometry of the volcano, as will be
shown in the following section of the paper. At 4100m a.s.l.,
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Figure 1: Comparison of the neutrino-nucleon cross section as a
function of the neutrino energy, for the model from [37] with those
from [38–41].

the volcano has a width of ≈6 km and at the summit at≈5,500m a.s.l., a width of ≈0.35 km (see Figures 4 and 5).
The average path length for the neutrinos is of 2.33 km inside
the volcano. Finally, we assume a duty cycle 𝐷 = 95%, which
agrees with the reported value observed during actual HAWC
operations [43]. The energy range for the charged leptons
that exit the volcano is taken in the range (𝐸min = (1/10)𝐸],𝐸max = 𝐸]). In this way we consider an energy range that
contains a good fraction of the charged leptons that exit the
volcano. This is because the charged leptons escape with an
energy distribution, after loosing some of their energy in the
medium. For a study of the propagation of a monoenergetic
beam of 𝜏 charged leptons through rock see, for instance, the
work from [31].

We integrate numerically (16) using the differential neu-
trinos fluxes from (17) and (18) to obtain the number of
charged leptons (Φ𝐿) that escape the mountain. The results
are presented in Tables 4 and 5.

One can notice that the flux of 𝜇 charged leptons is
more than an order of magnitude lower than that of 𝜏’s. The
reason for this can be seen in (16), where the charged lepton
flux depends inversely on the radiative energy losses of the
charged leptons, which are more than an order of magnitude
higher for 𝜇’s with respect to 𝜏’s (see Table 3). This does not
contradict the fact that, at the highest energies, for both 𝜇’s
and 𝜏’s the survival probability 𝑃3(𝐿) → 1. 𝑃3(𝐿) quantifies
the probability that the charged leptons are able to escape
the volcano, while the 𝛽𝐿 factor in (16) appears because of
the form of 𝑃4 and is independent of 𝑃3(𝐿). This result is
consistent with the arguments developed in [44], where it is
pointed out that 𝜏 charged leptons have a higher probability
to escape the Earth crust compared to 𝜇’s.

In the following section we present a simple method
that allows to approximate the effective area of the HAWC
observatory to ultrahigh-energy charged leptons.
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Table 3: Numerical values of 𝛽𝐿 calculated with the ASW structure functions from [10] for 𝜏’s and from the results obtained by [11] for 𝜇’s.
The table presents the energy at which the parameter was evaluated and the energy bin in which it is used in the numerical calculations.

𝛽𝐿 evaluated at [PeV] Energy bin [PeV] 𝛽𝜏 [cm2/g] 𝛽𝜇 [cm2/g]
50 [101, 102] 2.496 × 10−7 4.960 × 10−6
500 [102, 103] 2.987 × 10−7 5.143 × 10−6
5 × 103 [103, 104] 3.554 × 10−7 N/A
5 × 104 [104, 105] 4.184 × 10−7 N/A

Table 4: Tau charged lepton fluxes (Φ𝜏+𝜏) produced by neutrino-nucleon interactions in “standard rock” with average width 𝐴. The
astrophysical flux is obtained from the extrapolation of the measured neutrino flux by IceCube. See the text for details.

Neutrino energy [𝐸]]
Φ𝜏+𝜏 [Km−2 sr−1 yr−1]

Astrophysical Model A Model B Model C
10 PeV–100 PeV 10.7471 0.4732 0.8269 0.1008
100 PeV–10 EeV 11.0342 0.0233 0.4251 0.3690

Table 5: Muon charged lepton fluxes (Φ𝜇+𝜇) produced by neutrino-nucleon interactions in “standard rock” with average width 𝐴. The
astrophysical flux is obtained from the extrapolation of the measured neutrino flux by IceCube. See the text for details.

Neutrino energy [𝐸]]
Φ𝜇+𝜇 [Km−2 sr−1 yr−1]

Astrophysical Model A Model B Model C
10 PeV–100 PeV 1.0816 0.0476 0.0832 0.0101
100 PeV–1 EeV 0.4685 0.0015 0.0267 0.0185

3. Effective Area Determination

In general, the effective area or acceptance of an observatory
is calculated using a detailedMonte Carlo simulation; see, for
instance, in [45, 46] studies of the sensitivity of air Cherenkov
and fluorescence observatories to 𝜏 neutrinos using the
Earth-skimming technique and in [22] an early proposal
about using fluorescence measurements on observatories
as Pierre Auger in order to search for 𝜏 charged lepton
showers. The full Monte Carlo method of calculating the
effective area represents a complex and time consuming
task. In the early results obtained by the Pierre Auger
collaboration, their effective area calculation neglected the
effect of the topography that surrounds the observatory and
took into account its effect in the systematic error of their
observation limits [17]. However, their most recent results
have incorporated the topography into their effective area
calculations in two of their three analysis channels [15]. In
our case we are specifically interested in the effect of the
largest volcano that surrounds the HAWC observatory as
a target for the neutrino-nucleon interactions. In order to
reproduce the topography that surrounds HAWC, we use
data from the Instituto Nacional de Estadı́stica y Geograf́ıa
(INEGI, México) [47]. Figure 2 shows the topography that
surrounds the HAWC site (indicated by a small red rectan-
gle). The observatory is located between two volcanoes: in
the direction Northing-Easting by the Pico de Orizaba and
in the opposite direction by the Sierra Negra volcano. Due to
its much larger volume, we focus our attention on the Pico
de Orizaba volcano as the target for the neutrino-nucleon
interactions.
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Figure 2: Topography of the HAWC site according to INEGI data.
One can see two mountains, the Sierra Negra volcano at bottom left
and the much larger Pico de Orizaba volcano on the top right. The
small red rectangle, at the origin of the coordinate system, indicates
the location and dimensions of the HAWC observatory.

Figure 3 shows the topography of the Pico deOrizaba vol-
cano as seen in a coordinate system centered at the location of
theHAWCarray at≈4090ma.s.l.The approximate symmetry
of the Pico de Orizaba volcano makes it easy to motivate a
simplification in the calculation of the effective area. We can
assume that the geometry of the mountain can be modelled
to be conical. Figures 4 and 5 show the profile of the volcano
along the Easting and Northing directions, and how we can
approximate this profile using a cone with a height of 1500m
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Figure 3: Topography of the Pico de Orizaba volcano, located in
the state of Puebla in Mexico. The origin of the coordinate system is
centered at the location of the HAWC array.
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Figure 4: Projection of the Pico de Orizaba profile along the
Easting axis. The blue open markers show the profile of the conical
approximation to the volcano, while the black closed circles indicate
the real profile of the volcano.

(𝑧 = 0 taken at the altitude above sea level of the HAWC
observatory) and a diameter of 6000m.

Our method to calculate the effective area to detect
ultrahigh-energy charged leptons produced by neutrino-
nucleon interaction is as follows:

(1) We consider that the ultrahigh-energy charged lep-
tons, or their highly boosted decay products, will
travel following a straight trajectory along the direc-
tion of the initial neutrino.

(2) We approximate the regionwhere the charged leptons
are produced as a triangular surface, a 2D projection
of the volcano, that faces the HAWC observatory.
We can use this simplification since here we are
only interested in studying the trajectories of the
produced charged leptons.Thewidth of themountain
is considered in the charged lepton flux calculation,
as presented in Section 2. On the triangular surface
we draw a grid made of lines parallel to the 𝑥- and
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Figure 5: Projection of the Pico de Orizaba profile along the
Northing axis.The blue openmarkers show the profile of the conical
approximation to the volcano, while the black closed circles indicate
the real profile of the volcano.

𝑧-axis in the coordinate system shown in Figure 6.
The lines of the grid have a separation of 0.5m in
each direction. The surface is located at a distance
of 5.7 km to the center of the HAWC observatory,
approximately the distance between the center of the
detector array and that of the volcano.

(3) The detection volume of HAWC is modelled as a
rectangular prism, with dimensions (𝑥, 𝑦, 𝑧) 140m× 140m × 4.5m. This approximation is motivated
by the actual configuration of the HAWC array. The
observatory is made of a compact group of 300
Water Cherenkov Detectors (WCDs). Each WCD is
a cylinder 7.3m in diameter and 4.5m in height. The
array covers an area of approximately 22,000m2 [43].

(4) From each cell of the grid (∼14 million), we generate
vectors that point towards our model of HAWC,
approximated as a rectangular prism. Figure 7 shows
a diagram of the definition of the angles used in this
work.The azimuth angle 𝜙 covers the range from 0 to𝜋 (with steps of 1 degree), pointing towards the −𝑦
direction in the coordinate system shown in Figure 6.
This is done for the 𝑖 different orientations of the polar
angle 𝜃.The polar angle is defined such that the vector
orientation that lies in the 𝑥-𝑦 plane corresponds to
90∘ and increases as the orientation gets closer to the𝑥-𝑧 plane (see Figure 7).

(5) For each orientation 𝜃𝑖, we calculate a differential
element of effective area

𝑓 (𝜃𝑖) = 𝐴Δ𝜙 (𝜃𝑖) = 𝑁trig

𝑁gen
× 𝐴 𝑖 × Δ𝜙𝑖, (20)

where 𝑁trig is the total number of vectors whose
directions points towards the detection volume of
HAWC with a minimum length of the trajectory
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Figure 6: Schematic of the geometry and coordinate system used to
simplify the problem.The Pico de Orizaba volcano is represented as
a triangular surface located at 5.7 km from the center of the HAWC
array. The HAWC detection volume is modelled as a rectangular
prism. An example of a vector is shown with a dashed line that
becomes solid as the vector passes through the detection volume.
The figure is not drawn to scale.
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Figure 7: Definition of the angles used in the effective area
calculation.The grey dashed line represents the orientation of one of
the generated vectors.Thepolar angle 𝜃 ismeasured between the−𝑦
axis direction and the projection of each vector in the 𝑦-𝑧 plane;
it has values equal to or greater than 𝜋/2. The azimuthal angle 𝜙 is
measured between the 𝑥 axis direction and the projection of the
vectors in the 𝑥-𝑦 plane; it ranges from 0 to 𝜋.

across the 𝑥-𝑦 plane shown in Figure 6 (inside the
volume of the rectangular prism). We will refer to
this minimum length as the trigger condition that
approximately represents how many WCDs would
measure Cherenkov light produced by the incoming
lepton or their collimated decay products. 𝑁gen is
the total number of vectors that point towards the
rectangular prism, regardless of the trajectory that
they have inside the prism. 𝐴 𝑖 is the section of the
area of the triangular surface over which the vectors
that point towards the rectangular prism (𝑁gen) were
generated. Finally, Δ𝜙𝑖 is the azimuthal angle covered
by the area 𝐴 𝑖, as seen from the center of the
rectangular prism.

By following the procedure described above, we can
obtain the differential elements of effective area as a function
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Figure 8: Values of the differential effective area as a function of
the polar angle 𝜃𝑖 measured from zenith (the horizontal orientation,
parallel to the 𝑦 axis, for the vectors is at 90∘).The results are shown
for different trigger conditions.

of the polar angle orientation. Figure 8 shows the results for
different orientations of the polar angle.

One can see that the differential effective area increases
with increasing values of the polar angle, up to a maximum
at ≈93∘, and then decreases because the area over which the
vectors are generated decreases as well, as it corresponds to
the upper sections of the triangular grid where the vectors are
generated. The different line styles used in the plot show the
results obtained for different trigger conditions. For instance,
the curve with 14m as trigger condition indicates the results
obtained when the requirement of the path of the charged
lepton through the detection volume corresponds to at least
a trajectory in the 𝑥-𝑦 plane inside the HAWC rectangular
prism of 14m. This would correspond roughly to having
the ultrahigh-energy charged lepton (or its boosted decay
products) to traverse through at least two WCDs. This may
not seem enough to even provide a rough idea of the direction
of the incoming lepton. However, one should keep in mind
that each WCD is equipped with four photomultiplier tubes
(PMTs), recording the amplitude and arrival time of the
Cherenkov light. By combining the information from the
eight PMTs from two WCDs it may be possible to have
enough information to reconstruct a trajectory, although
details of the angular reconstruction of the tracks are beyond
the scope of this work. In Figure 8, we present the results
for trigger conditions that correspond roughly to having the
charged lepton (or its collimated decay products) traversing
from two up to six WCDs. As expected, the effective area
that corresponds to a given trigger condition decreases as one
increases the number of detectors required to have signals.
We are interested in the total effective area (𝐴Ω)eff that goes
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Table 6: Results of the effective area calculation for different
trigger conditions. The trigger condition is the path length that a
charged lepton or its highly boosted decay products travel along
the 𝑥-𝑦 plane inside the detection volume of HAWC modelled as
a rectangular prism.

Trigger [m] 𝐴Ω [km2 sr]
≥14 0.013867
≥21 0.012544
≥28 0.010578
≥35 0.008418
≥42 0.006782

into the calculation of the number of possible detections of
(1). This total effective area is given by

(𝐴Ω)eff = ∫𝜃𝑓
𝜃𝑗

𝑓 (𝜃𝑖) 𝑑𝜃𝑖, (21)

where the integration range in 𝜃𝑖 goes from 90∘ to 105∘ (the
angular height of the Pico de Orizaba volcano as seen from
the center of the HAWC observatory is of ≈15∘). Our results
of the effective area calculation as a function of the different
trigger conditions are shown in Table 6.

With the results from Sections 2 and 3 we have the flux of
charged leptons given a certain isotropic flux of neutrinos and
the effective area of the HAWC observatory obtained with a
simple trigger condition. Using this, in the next section we
present our results for the flux of ultrahigh-energy charged
leptons that could be detected by the HAWC observatory.

4. Results, Possible Background Signals,
and Discussion

Table 7 shows the number of detectable charged 𝜏’s produced
by neutrino-nucleon interactions in the Pico de Orizaba
volcano, obtained using the effective area results presented
in Table 6 and the ultrahigh-energy 𝜏 lepton fluxes from
Table 4. We restrict the results to those from 𝜏 charged
leptons since, as it was shown in Section 2, the flux from𝜇 charged leptons is approximately an order of magnitude
lower, making their detection not feasible with the method
proposed in this work. The detection estimates are shown as
a function of the different trigger conditions and of the differ-
ent ultrahigh-energy neutrino fluxes discussed in Section 2.
The eighth column presents an estimate of the background
signals that are expected using this method.We estimated the
background considering that the main contribution is that
of ultrahigh-energy atmospheric muons, coming from the
direction of the Pico de Orizaba. In order to calculate this, we
used the characterization of the atmosphericmuonflux above
15 TeVmeasured by IceCube [48], that can be modelled as an
unbroken power law:

𝑑Φ𝜇
𝑑𝐸𝜇 = 𝜙𝜇 × ( 𝐸𝜇

10TeV)
−𝛿

. (22)

In this case, we shifted the mean values (within the
statistical and systematic uncertainties of the IceCube mea-
surement) of the normalization and spectral index in order
to obtain the worst case scenario of the background and then
extrapolated themuonflux to the energy range of our interest.
The values of the parameters that maximize the background
muon flux are 𝜙𝜇 = 4.6673 × 107 TeV−1 Km−2 sr−1 yr−1 and
a spectral index of 3.73. Thus, the background flux can be
calculated using (1), where in this case the charged lepton flux
corresponds to the integral of (22)within the energy bins used
in this work. Of course this is an overestimation, since these
atmospheric muons would have to be able to survive their
travel through the volcano; however, we consider this esti-
mation of the background appropriate because the study of
the propagation of atmosphericmuons through the volcano is
beyond the scope of this work. Moreover, it has already been
noticed that the atmosphericmuon background is relevant up
to energies of ≈100 TeV [49]. The last two columns of Table 7
show the estimated time to get a detection for each trigger
condition, first for the case of only having as a source the
neutrino flux given by the extrapolation of the measurement
done by IceCube [12] and also for the case of including GZK
neutrinos from [9].

From Table 7, we find that it would take around eight
years of data taking in order to be able to find a track-like
signal traversing three WCDs based on the extrapolation of
themeasured astrophysical flux, for 𝜏 neutrinos in the energy
range from 10 PeV to 100 PeV. In order to find a track-like
signal that propagates through fourWCDs it could takemore
than nine years of data taking, but such a long track may
allow reconstructing with better accuracy the direction of the
original neutrino. We have verified the predicted detection
rate by doing a back of the envelope comparison with the PeV
neutrino measurements reported by IceCube [1] and found
that, taking into account the different experimental condi-
tions, our results fall in the expected order of magnitude.

The HAWC observatory is currently planned to operate
for at least five years [50], but given its importance as a trigger
for future instruments such as CTA, it is not unlikely that
it may operate for at least 10 years. Table 7 shows also for
completeness the results expected for neutrinos in the energy
range from 100 PeV to 100 EeV. Charged 𝜏 leptons that do not
decay before arriving or inside the HAWC array (energies of≈100 PeV or larger) will leave almost the same signal because
the values of 𝛽𝐿 (see Table 3) change very slowly with energy
[8]. This condition will make it very difficult to estimate
the energy of the incoming 𝜏. The results also show that
the background from ultrahigh-energy muons at the energy
regime of interest of this work is very low and would allow a
clean identification of a signal coming from the direction of
the Pico de Orizaba volcano.

5. Triggering of Signals
and Background Rejection

The current software trigger used by the HAWC observatory
consists of requiring a certain number of PMTs to be above a
charge threshold (it actually consists of two thresholds used
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to estimate the chargewith the Time-over-Thresholdmethod;
the thresholds are of 0.25 and 4 PEs) within a time sliding
window of the order of ≈150 ns [24]. For the HAWC results
presented in [43], the number of PMTs required to trigger
an event was of 15. Thus, the multiplicity trigger used by the
HAWC collaboration is already useful for the collection of
signals that are needed for the neutrino searches proposed in
this work. To show this, we can estimate the average number
of PMTs that have signals during any 150 ns time window.
From [51] we know that the sum of the signals from 112
HAWC’s PMTs in a 60 s time window was of ≈2.285 × 108.
Then, we can use this number to estimate the number of
PMTs fired in any 150 ns triggering window, which is of ≈6.
Thus, only 9 additional PMTs would be required to have
signals within the specified time window in order to produce
a trigger useful for the neutrino search proposed in this work.
This condition can be easily fulfilled if an ultrahigh-energy
lepton or its decay products pass through 3 WCDs, firing
at least nine of its 12 PMTs (with a propagation time of the
corresponding signals along 3 WCDs of ≈70 ns, well within
the current trigger window). Of course, a specialized trigger
can be developed in order to obtain a better trigger efficiency.
This could be done, for instance, by selecting events with
topologies consistent with tracks propagating through the
WCDs.This would also have the consequence of reducing the
bandwidth needed for this additional trigger.

A second point of interest to discuss is the ability of the
instrument to separate the signals produced by ultrahigh-
energy charged leptons from those from the background of
lower energy atmospheric muons. The amount of emitted
Cherenkov photons per unit length inside a HAWCWCD is
given by the Frank-Tamm equation; and the total amount of
light will be proportional to the the sum of the path lengths of
the primary and all the produced secondary charged particles
(from bremsstrahlung and pair production processes) that
travel inside a WCD and have a velocity larger than the
threshold for Cherenkov light production. According to the
study presented in [52] this sum of path lengths increases
linearly with the energy of the primary particle. Thus, the
way to discriminate background signals could be based on
the total light yield detected in the WCDs that belong to a
given track (e.g., a 1 TeV primary electron would produce an
order of magnitude more photons than those from a 100GeV
primary electron). Based on the results presented in [53], the
mean momentum of nearly horizontal tracks (𝜃 = 75∘) is
of ≈200GeV/c, and in this work we aim to detect the tracks
produced by leptons of PeV energies, so we could expect a
factor larger than 103 in the deposited light in the WCDs
for the ultrahigh-energy neutrino initiated signals relative to
the average muon background tracks. Moreover, the results
presented in [54] show that the integral intensity of muons of≈1 TeV/c is larger than that of ≈200GeV/c muons by a factor
of ≈52, making it reasonable to easily handle the data rate if a
specialized trigger is set to keep the data of tracks related to
large deposits of Cherenkov light.

An additional experimental proof that this analysis could
be performed, is the ability to observe the cosmic ray
shadow produced by the volcano, as, for instance, pointed
out in [22]. However, this requires the use of data and

algorithms property of the HAWC collaboration that are not
publicly available. Nonetheless we are confident, because of
the interest on this result, that the Pico de Orizaba cosmic ray
shadow will be publicly available soon.

Due to these facts, we believe that it is feasible to separate
the huge atmospheric background from the signals we are
looking for. We are aware that the precision that could be
achieved in determining the energy of the primary tau lepton
will be low; nonetheless the primary interest of this work is
the detection technique and we leave the development of a
possible energy estimator for future work.

6. Conclusions

We presented an estimate of the detection capabilities of
the HAWC observatory to study ultrahigh-energy neutrinos
interacting in the Pico de Orizaba volcano. We based our
study in the analytic method developed by [7, 29] and
modified it to a simpler case where the neutrino conversion
takes place inside a medium of constant density.The effective
area of the HAWCobservatory for the detection of ultrahigh-
energy charged leptons was calculated geometrically for dif-
ferent trigger conditions. We used the astrophysical neutrino
flux measured by IceCube [12] and extrapolated it to energy
range from 10 PeV up to 100 EeV and also considered models
for multi-PeV neutrinos [9] that are constrained by the
most recent data from both IceCube [36] and the Pierre
Auger observatory [15]. With this, we found that finding a
signal consistent with the propagation of an ultrahigh-energy
charged lepton coming from the direction of the Pico de
Orizaba volcano will require approximately nine years of
data taking if the signal is required to propagate in four
WCDs of HAWC. We estimated the expected background
for this analysis using the measured atmospheric muon flux
above 15 TeV [48] and found that it should be feasible to
perform this study with a reasonable signal to background
ratio during the lifetime of the HAWC observatory. We also
showed that the current software trigger used by HAWC
should be sufficient to acquire data for this analysis and that
given the dynamic range of theHAWCelectronics it is feasible
to be able to discriminate the background signals produced
by lower energy muons using the light yield detected by the
HAWC PMTs.

As an anonymous referee pointed out to us, the detection
rate should be taken with caution since there are several
quantities that are uncertain to at least some degree, such
as the flux of neutrinos at the ultrahigh-energy regime,
the neutrino-nucleon cross section, and the parameters that
describes the radiative energy loss processes for the leptons
traversing the Earth crust. By selecting a different set of
the input parameters for the calculations one could find a
detection rate that could decrease by a factor of three or even
more. However we also did not consider scenarios where
the neutrino-nucleon cross section at ultrahigh energies
could have enhanced values relative to the standard model
predictions, due to the presence of new physics, as described,
for instance, by [55]. Further work should be done using
a complete Monte Carlo simulation that incorporates the
detailed topography of the volcanoes that surround the
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HAWC observatory and the complete detector simulation to
study the detector response. However, this first step shows
encouraging results to pursue more detailed studies. The
detection rate is certainly low, not comparable to the one that
dedicated neutrino experiment can achieve, but, as pointed
out in [9], a single detection of a neutrino with an energy
higher than 10 PeV would give evidence of a flux beyond
what is firmly established. Our results indicate that, although
extremely challenging, it is worth trying to detect ultrahigh-
energy neutrinos, interacting in the Pico de Orizaba with the
HAWC observatory.
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[45] D. Góra, E. Bernardini, and A. Kappes, “Searching for tau
neutrinoswithCherenkov telescopes,”Astroparticle Physics, vol.
61, pp. 12–16, 2015.

[46] Z. Cao, M. A. Huang, P. Sokolsky, and Y. Hu, “Ultra high energy
]𝜏 detection with a cosmic ray tau neutrino telescope using
fluorescence/Cerenkov light technique,” Journal of Physics G:
Nuclear and Particle Physics, vol. 31, no. 7, pp. 571–582, 2005.

[47] INEGI., “Continuo de elevaciones mexicano 3.0 (cem 3.0),”
2012, http://www.inegi.org.mx/geo/contenidos/datosrelieve/
continental/continuoelevaciones.aspx.

[48] M. G. Aartsen, K. Abraham, M. Ackermann et al., “Characteri-
zation of the atmospheric muon flux in IceCube,” Astroparticle
Physics, vol. 78, pp. 1–27, 2016.

[49] L. A. Anchordoqui, V. Barger, I. Cholis et al., “Cosmic neutrino
pevatrons: A brand new pathway to astronomy, astrophysics,
and particle physics,” Journal of High Energy Astrophysics, vol.
1-2, pp. 1–30, 2014.

[50] A. A. Abdo, A. U. Abeysekara, R. Alfaro et al., “Milagro
limits and HAWC sensitivity for the rate-density of evaporating
Primordial Black Holes,” Astroparticle Physics, vol. 64, pp. 4–12,
2015.

[51] A. U. Abeysekara, R. Alfaro, C. Alvarez et al., “Search for
gamma-rays from the unusually bright GRB 130427A with the
HAWC gamma-ray observatory,”TheAstrophysical Journal, vol.
800, no. 2, p. 78, 2015.
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